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Preface

In the last two decades, experimental advances in quantum physics have made it possible to prepare and exquisitely control quantum systems that are increasingly large and complex. Today, tens of ions can be trapped and shuttled at will in segmented microtraps, clouds of cold bosons are routinely loaded into optical lattices and interfered, superconducting qubits in microwave cavities allow the observation of quantum trajectories, and nanoparticles can be levitated and cooled to low temperatures. Meanwhile, macroscopic thermodynamics and classical statistical physics, which predate quantum theory, have started to push towards smaller scales. Fluctuation relations now extend the second law of thermodynamics, originally phrased for processes between equilibrium states, to general non-equilibrium processes.

The field of Quantum Thermodynamics is concerned with closing the gap between the small world of quantum mechanics and the large classical equilibrium world of thermodynamics by bringing together these recent developments. It aims to build a new thermodynamic framework that goes beyond the conventional regime of validity of macroscopic thermodynamics to account for finite size effects, non-equilibrium dynamics and quantum properties.

Questions addressed in Quantum Thermodynamics include:

- How can process-dependent thermodynamic quantities, such as work and heat, be meaningfully defined and measured in quantum systems?
- What are the efficiencies of quantum engines and refrigerators? Are they better or worse than their classical counterparts?
- What opportunities and hurdles do quantum evolution of closed and open systems imply for finite-time thermodynamics?
- How do non-equilibrium fluctuation relations extend to the quantum regime?
- How does equilibrium of a closed or open quantum many-body system arise from microscopic dynamics and properties?
- Which corrections to standard thermodynamic laws and relations have to be made when considering systems that couple strongly to their surroundings?
What implications does the link between information and thermodynamics, first established by Landauer, have in the quantum regime?

Which are the thermodynamic resources required to generate certain quantum states?

How can corrections to standard thermodynamics arising from quantum (non-equilibrium or finite size) properties, be measured?

Do quantum phenomena, such as coherence, contextuality, non-commutativity, or correlations, result in thermodynamic advantages or barriers?

Over the past years, research in quantum thermodynamics has blossomed due to advances in theoretical concepts and experimental methods. It has been supported in no small part by the EU-funded research network “Thermodynamics in the Quantum Regime” (COST MP1209). The network has brought together a community of researchers with backgrounds in statistical mechanics, quantum information theory, quantum optics, mesoscopic physics and quantum many-body physics, fostering collaborative research across these fields. It also promoted and funded a series of meetings between 2013 and 2017, establishing the Quantum ThermoDynamics conference series (QTD). The first of these events were held in Berlin (2014), Palma de Mallorca (2015), Porquerolles (2015), Erice (2016), and Oxford (2017). In 2018, a successor conference was held in Santa Barbara.

In view of the many exciting developments within the COST network and beyond, we decided to put together this book in order to provide a global account of recent advances in the field, and to discuss the most promising future directions, both from the experimental and from the theoretical side. The book has six parts, each containing several autonomous chapters. These aim to be accessible introductions to each individual topic and, at the same time, to provide an updated overview of the state of the art. Connections between related chapters are frequently pointed out. Since this is an active and expanding area of research, the present book certainly cannot provide the final word on quantum thermodynamics. Instead, we hope that it will offer a stepping stone for researchers who are new to the field and wish to explore this frontier of modern physics, as well as a useful reference for experts.

Introduction. The book begins with a historical perspective on the development of the field written by Robert Alicki and Ronnie Kosloff, two pioneers in quantum thermodynamics (Chap. 1).

Part I: Continuous and Discrete Quantum Heat Devices. This part summarises recent research on energy-conversion cycles in the quantum regime, including continuous and discrete quantum thermodynamic cycles. The focus is placed on their performance optimisation (see Chaps. 2, 3 and 5) and the role of genuinely “quantum effects” in their operation (see Chaps. 4 and 9). Potential physical implementations (Chaps. 6 and 7), and the issue of energy storage and power (Chap. 8) are also covered.
Part II: Fluctuating Work and Irreversibility in the Quantum Regime. This part covers the fundamental issue of the identification of fluctuating thermodynamic variables in the quantum regime. Chapters 10 and 12 give an introduction to quantum fluctuation theorems. The elusive notion of fluctuating quantum “work” in the presence of quantum coherence is discussed in Chapter 11. As shown in Chapter 13, work statistics can encode relevant features of non-equilibrium many-body systems and they can be measured in practice (Chap. 14). Chapter 15 adopts an open-system viewpoint, permitting the definition of thermodynamics variables along the stochastic trajectories which unravel the dissipative dynamics. Finally, the characterisation of irreversible entropy production in open systems is addressed in Chapter 16.

Part III: Equilibration and Thermalization. This part focuses on the emergence of thermodynamic behaviour from a quantum many-body viewpoint. It revisits the notorious problem of determining the time scale over which quantum systems appear to reach equilibrium, and the onset of typical dynamical behaviour (Chaps. 17 and 18). Chapter 19 investigates to which extent the dynamics of a many-body system can be addressed by means of random matrix theory during equilibration. This part also includes a general overview of properties of many-body systems in thermal equilibrium and, in particular, correlations in their thermal states (Chap. 20). Finally, the emergent topic of quantum thermometry is introduced; special emphasis is placed on the potential role of genuinely quantum effects in the enhancement of thermometric precision (Chap. 21).

Part IV: Thermodynamics of Strongly-Coupled Open Systems. This part summarises new theoretical tools for the description of quantum systems strongly coupled to their baths that go beyond the standard open systems approach, predominant in the last four decades. Chapter 22 introduces the Hamiltonian of mean force and how this concept is used to extend thermodynamics and identify strong coupling corrections. Chapter 23 describes an effective “embedding” technique based on the reaction coordinate mapping, which allows to solve a system’s open dynamics beyond the limit of weak coupling. Chapter 24 describes the hierarchical equations of motion which allows numerical solutions to all orders in the coupling strength. This part ends with a discussion of the third law of thermodynamics and ultimate limits to cooling in Chapter 25.

Part V: Information-Theoretic Approaches to Quantum Thermodynamics. In this part, a modern approach to quantum thermodynamics is offered by the Thermal Operations framework which uses quantum information theory tools and treats non-thermal states as thermodynamic resources (Chap. 26). The role of information theoretic entropies in relation to single-shot thermodynamics is described in Chapter 27, while Chapter 32 takes error-tolerant, “smoothed” entropies as a starting point for an axiomatic approach to quantum thermodynamics. Chapter 28 takes a closer look at the Clausius formulation of the Second Law, stressing how various related inequalities can be derived and used in practical scenarios. Chapter 29 examines the fundamental thermodynamic role of quantum information itself in the
context of information erasure. Genuine quantum phenomena are addressed in the following two chapters: Chapter 30 examines the energetic value of quantum correlations, while non-commutativity of conserved charges is discussed in Chapter 31. Lastly, Chapter 33 takes information conservation as starting point for an axiomatic framework of quantum thermodynamics.

Part VI: Experimental Platforms for Quantum Thermodynamics. This part summarises recent advances in experimentally testing thermodynamics in the quantum regime, using a variety of platforms. One-dimensional atomic superfluids, a proven platform for the observation of equilibration dynamics, and single-electron boxes, which allow the detailed analysis of thermodynamic fluctuations, are introduced in Chapters 37 and 34, respectively. Levitated nanoparticles, which allow the exploration of single-particle thermodynamics with a macroscopic particle in the underdamped regime, are described in Chapter 35. The first realisation of a single atom heat engine in a tapered ion trap is summarised in Chapter 36 while experimental tests of quantum work fluctuation relations with trapped ions are described in Chapter 38. Photonic and superconducting circuit experiments that realise “Maxwell demons” and evidence the link between information and thermodynamics are discussed in Chapters 39 and 40. Lastly, NV centres in diamond (Chap. 41) are introduced as an experimental platform to test quantum thermodynamics in the laboratory.

We are grateful to Springer for making this book possible, to the reviewers for their constructive feedback, and, most of all, to all authors for their excellent contributions. We hope that readers will find this book useful as a reference and that the individual chapters will inspire future research in the exciting field of quantum thermodynamics.
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Chapter 1
Introduction to Quantum Thermodynamics: History and Prospects

Robert Alicki and Ronnie Kosloff

Quantum Thermodynamics is a continuous dialogue between two independent theories: Thermodynamics and Quantum Mechanics. Whenever the two theories have addressed the same phenomena new insight has emerged. We follow the dialogue from equilibrium Quantum Thermodynamics and the notion of entropy and entropy inequalities which are the base of the II-law. Dynamical considerations lead to non-equilibrium thermodynamics of quantum Open Systems. The central part played by completely positive maps is discussed leading to the Gorini–Kossakowski–Lindblad–Sudarshan “GKLS” equation. We address the connection to thermodynamics through the system-bath weak-coupling-limit WCL leading to dynamical versions of the I-law. The dialogue has developed through the analysis of quantum engines and refrigerators. Reciprocating and continuous engines are discussed. The autonomous quantum absorption refrigerator is employed to illustrate the III-law. Finally, we describe some open questions and perspectives.

1.1 Introduction

Quantum mechanics was conceived from a consistency argument on the nature of thermal emitted light. In 1900, Planck, as an act of despair, introduced a fix to the frequency distribution law of black body radiation [1]. In 1905 Einstein reanalysed the problem, based on consistency with thermodynamics, he writes: In terms of heat theory monochromatic radiation of low density (within the realm of validity of Wien’s radiation formula) behaves as if it consisted of independent energy quanta
Einstein’s conclusion is a quantised electromagnetic field \( h \nu \). From this point on, quantum mechanics developed independently eventually setting its own set of assumptions \([3]\). Currently, the consistency argument is used in reverse, deriving the laws of thermodynamics from the established quantum principles. This approach allows naturally the addition of dynamical out of equilibrium considerations.

In 1916 Einstein examined the relation between stimulated emission and radiation absorption using thermodynamical equilibrium arguments \([4]\). This paper addressing the light matter interaction is the prerequisite for the theory of lasers. Lasers represent a non equilibrium phenomena where amplified light is generated from a non equilibrium distribution of matter. In 1959, during the early development of solid state lasers, Scovil and Schulz-DuBois realized the equivalence of a three-level maser with a Carnot heat engine \([5]\). This is a seminal paper in contemporary quantum thermodynamics. They identified the amplified light as work and the kinetic process that establishes the population inversion as heat generated by a hot and cold bath of different temperatures. The well known thermodynamical viewpoint that an engine can be reversed to a heat pump led Geusic, Scovil and Schulz-DuBios to suggest Maser cooling \([6]\) and in 1967 Laser cooling in the summarizing paper *quantum equivalence of Carnot cycle* \([7]\). These studies preceded the work of Wineland and Hänsch which reinvented laser cooling in 1975 \([8, 9]\) which was not based on thermodynamical arguments.

Thermodynamics is usually viewed as a theory of large scale macroscopic processes. In view of the trend toward miniaturization, how far down can thermodynamics be applicable? J. von Neumann set the foundation for quantum theory on a probabilistic footing relevant for a single particle. Thus quantum mechanics enables thermodynamical ideas to be applicable on any scale.

### 1.2 Equilibrium Quantum Thermodynamics

#### 1.2.1 The von Neumann Mathematical Formalism of Quantum Statistical Physics

A mathematically precise framework of quantum mechanics for systems of finite number of degrees of freedom has been developed by J. von Neumann in his book \([3]\). He synthesized the contribution of E. Schrödinger, W. Heisenberg and P.A.M. Dirac in the language of Hilbert spaces and linear operators acting on them \([10–12]\). von Neumann established the following fundamental structure of *quantum probability* \([3]\):

(i) quantum observables are self-adjoint (Hermitian) operators (denoted by \( \hat{A}, \hat{B}, \ldots \)) acting on the Hilbert space \( \mathcal{H} \),

(ii) quantum events are the particular *yes-no* observables described by projectors \( \hat{P} = \hat{P}^2 \)
(iii) quantum probability measures are represented by density matrices, i.e. positive operators with trace one (denoted by $\hat{\rho}$, $\hat{\sigma}$, ..),
(iv) probability of the event $\hat{P}$ for the state $\hat{\rho}$ is given by
\[
\mathcal{P} = \text{Tr}(\hat{\rho}\hat{P}),
\] (1.1)
(v) an averaged value of the observable $\hat{A}$ at the state $\hat{\rho}$ is equal to
\[
\langle \hat{A} \rangle_{\rho} = \text{Tr}(\hat{\rho}\hat{A}).
\] (1.2)

The reversible dynamics of a quantum system formulated in terms of density matrices is governed by the von Neumann evolution equation with the generally time-dependent Hamiltonian $\hat{H}(t)$
\[
\frac{d}{dt}\hat{\rho}(t) = -\frac{i}{\hbar}[\hat{H}(t), \hat{\rho}(t)],
\] (1.3)
with the solution in terms of the unitary propagator $\hat{U}(t, t_0)$
\[
\hat{\rho}(t) = \hat{U}(t, t_0)\hat{\rho}(t_0)\hat{U}^\dagger(t, t_0), \quad \hat{U}(t, t_0) = \mathcal{T}\exp\left\{-\frac{i}{\hbar}\int_{t_0}^{t} \hat{H}(t')dt'\right\}.
\] (1.4)

where $\mathcal{T}$ is the time ordering operator. von Neumann introduced also the notion of entropy of the density matrix, called now von Neumann entropy and defined by the expression
\[
S_{vn}(\hat{\rho}) = -k_B \text{Tr}(\hat{\rho} \ln \hat{\rho}) = -k_B \sum_{j} \lambda_j \ln \lambda_j
\] (1.5)
where $\hat{\rho} = \sum_{j} \lambda_j |j\rangle\langle j|$ is a spectral decomposition of the density matrix. Notice, that this entropy is well-defined and non-negative (albeit can be infinite) in contrast to the generally ill-defined Boltzmann entropy for classical probability distributions on phase-spaces. The von Neumann entropy is an invariant of the state $\hat{\rho}$ and is the lower bound for $S_A(\hat{\rho}) \geq S_{vn}(\hat{\rho})$ where $S_A = -kB \sum_{j} p_j \ln p_j$ is the Shannon entropy defined by the probability distribution obtained by a complete measurement of the operator $\hat{A}$.

The quantum counterpart of the canonical (Gibbs) ensemble, corresponding to the thermodynamic equilibrium state at the temperature $T$, for the system with the Hamiltonian $\hat{H}$, is described by the density matrix of the form
\[
\hat{\rho}_\beta = \frac{1}{Z} e^{-\beta \hat{H}}, \quad \beta = \frac{1}{k_B T}, \quad Z = \text{Tr} e^{-\beta \hat{H}}.
\] (1.6)
The Gibbs state maximizes entropy under the condition of a fixed mean energy (internal energy in thermodynamic language) $E = \text{Tr}(\hat{\rho}\hat{H})$ or minimizes $E$ for a fixed entropy $S_{vn}$. In this case $S_{vn} = S_H$. 
Similarly to the classical Hamiltonian evolution the reversible dynamics given by (1.3) preserves entropy and hence cannot describe the equilibration process for an isolated quantum system without additional coarse-graining procedures. In particular, a pure state represented in the Hamiltonian eigenbasis by
\[ |\psi\rangle = \sum_j c_j |j\rangle \]
remains a pure state. von Neumann proposed as a first step towards thermalization the time-averaging procedure leading from $|\psi\rangle$ to the following density matrix (for a generic case of a non-degenerated Hamiltonian spectrum).
\[
\hat{\rho}_D = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau e^{-i/\hbar \hat{H}} |\psi\rangle \langle \psi| e^{-i/\hbar \hat{H}} d\tau = \sum_j |c_j|^2 |j\rangle \langle j|.
\]
(1.7)
The problem of thermalization mechanism for closed, complex quantum system is still open [13].

### 1.2.2 Finite Quantum Systems

To avoid mathematical problems we begin with the discussion of equilibrium states for quantum systems with finite-dimensional Hilbert spaces. The basic property of an equilibrium system is related to the Kelvin formulation of the Second Law: *It is not possible to extract work from a single heat source at a fixed temperature in a cyclic process* [14]. This leads to the notion of a passive state [15–17] for a given system with a Hamiltonian $\hat{H}$ as the state $\hat{\rho}$ for which
\[
\text{Tr}(\hat{\rho} \hat{H}) \leq \text{Tr}(\hat{U} \hat{\rho} \hat{U}^\dagger \hat{H})
\]
(1.8)
for any unitary $\hat{U}$. This arbitrary unitary map represents any reversible external driving applied to the system and the inequality (1.8) means impossibility of extracting work by such a procedure. It is not difficult to show that any passive state $\hat{\rho}_p$ is diagonal in the Hamiltonian eigenbasis which can be ordered in such a way that
\[
\hat{\rho}_p = \sum_{j=1}^n \lambda_j |j\rangle \langle j|, \quad E_j \leq E_{j+1}, \quad \lambda_{j+1} \leq \lambda_j
\]
(1.9)
where $\hat{H}|j\rangle = E_j |j\rangle$.

Gibbs states (1.6) are obviously passive, but there exist many others, like for instance a variant of microcanonical ensemble determined by the energy scale $E$ and defined as
\[
\hat{\rho}[E] = \frac{1}{\#\{j; E_j \leq E\}} \sum_{\{j; E_j \leq E\}} |j\rangle \langle j|.
\]
(1.10)
However, only Gibbs states possess the property of complete passivity which means that also its \(n\)-fold product \(\hat{\rho}^{\otimes n}\) is passive with respect to \(n\)-fold sum of its Hamiltonian, for arbitrary \(n = 1, 2, 3, \ldots\) No energy can be extracted by a unitary even from the \(n\)-fold product completely passive state, which is a quantum version of Kelvin’s II-law.

Any density matrix \(\hat{\rho}\) can be transformed into a unique passive state \(\hat{\rho}_p = \hat{U}\hat{\rho}\hat{U}^\dagger\) by a unitary \(\hat{U}\) which maps the eigenvectors of \(\hat{\rho}\) into the eigenvectors of \(\hat{H}\) with the proper ordering.

Kubo introduced multi-time correlation functions (called Green functions) at the equilibrium states as a link between quantum statistical mechanics and nonequilibrium dynamics [18]. Generalizing an idea by Einstein on the relation between drag and restoring force of a brownian particle Green and Kubo [19] expressed the transport coefficients in terms of integrals of equilibrium time correlation functions. As an illustration consider a two-point correlation function for finite system at the Gibbs state corresponding to the Hamiltonian \(\hat{H}\)

\[
F_{AB}(t) = \text{Tr}(\hat{\rho}_\beta \hat{A}(t) \hat{B}), \quad \hat{A}(t) = e^{i\frac{\hat{H}t}{\hbar}} \hat{A} e^{-i\frac{\hat{H}t}{\hbar}}
\] (1.11)

for two observables \(\hat{A}\) and \(\hat{B}\). Discreteness of the Hamiltonian spectrum implies that \(F_{AB}(t)\) is a quasi-periodic function, i.e. after sufficient time its value returns arbitrarily close to the initial one, which corresponds to Poincare recurrences in classical mechanics.

By analytic continuation the functions \(F_{AB}(t)\) can be extended to a complex domain \((t \rightarrow z)\) and one can show that Gibbs states are completely characterized by the following the Kubo–Martin–Schwinger (KMS) condition [18, 20]

\[
F_{AB}(-t) = F_{BA}(t - i\hbar/\beta)
\] (1.12)

valid for any pair of observables and arbitrary time.

### 1.2.3 Infinite Quantum Systems and KMS States

Large, many-particle quantum systems are important in quantum thermodynamics for studying physical properties of bulk matter or models of heat baths in the context of nonequilibrium theory of open systems. A very useful idealization called the thermodynamic limit is a mathematical procedure replacing a system of \(N\) particles in a volume \(V\) by its infinite volume limit with a fixed density \(N/V\). The mathematically rigorous theory of infinite quantum systems has been developed in the Sixties and Seventies and allowed to study, for example, decay of spatial and temporal correlations or define precisely the notion of phase transition and spontaneous symmetry breaking.

The original Hilbert space description in terms of density matrices and Hermitian operators loses its meaning in the thermodynamic limit and must be replaced by
a more abstract algebraic formalism. However, one can use an alternative approach involving Green functions, for which their thermodynamic limit can be well-defined.

As an example, consider a free Bose or Fermi gas confined in a finite volume and described by a set of annihilation and creation operators $\hat{a}_k, \hat{a}_k^\dagger$ labeled a discrete set of quantum numbers $\{k\}$ and satisfying canonical commutation and anticommutation relations, respectively. The Hamiltonian is given by

$$\hat{H} = \sum_k \epsilon_k \hat{a}_k^\dagger \hat{a}_k,$$

(1.13)

and the thermal equilibrium state by the grand canonical ensemble

$$\hat{\rho}_{\beta, \mu} = Z_{\beta, \mu}^{-1} e^{-\beta \hat{H}_{\mu}}, \quad Z(\beta, \mu) = \text{Tr} e^{-\beta \hat{H}_{\mu}}$$

(1.14)

which can be treated as a Gibbs state with the modified Hamiltonian

$$\hat{H}_{\mu} = \hat{H} - \mu \hat{N} = \sum_k (\epsilon_k - \mu) \hat{a}_k^\dagger \hat{a}_k.$$  

(1.15)

where $\mu$ is a chemical potential.

For a pair of observables $A = \sum_k (f_k \hat{a}_k + \bar{f}_k \hat{a}_k^\dagger)$ and $B = \sum_k (g_k \hat{a}_k + \bar{g}_k \hat{a}_k^\dagger)$ the Green function in the thermodynamic limit can be computed replacing the discrete energy levels $\epsilon_k$ by the continuous variable $\hbar |\omega|$ and $f_k, g_k$ by functions $f(|\omega|, \alpha), g(|\omega|, \alpha)$ where $\alpha$ denotes additional (discrete and continuous) quantum numbers. Then

$$F_{AB}(t) = \int_{-\infty}^{+\infty} d\omega e^{-i\omega t} \int d\alpha \left\{ \bar{f}(|\omega|, \alpha) g(|\omega|, \alpha) [1 - (\mp) n(\hbar |\omega|)] \Theta(\omega) + \left[ f(|\omega|, \alpha) \bar{g}(|\omega|, \alpha) n(\hbar |\omega|) \Theta(-\omega) \right] \right\},$$

(1.16)

where $\int d\alpha$ denotes integral and sum over continuous or discrete $\alpha$-s , $\Theta(\cdot)$ is the Heaviside function and

$$n(x) = \frac{1}{e^{\beta (x-\mu)} + 1},$$

(1.17)

with the convention that in $\mp$ the minus sign corresponds to bosons and the plus sign to fermions. The Green function (1.16) has an explicit structure of a Fourier transform that illustrates the fact that in the thermodynamic limit time correlations decay to zero for long times without Poincare recurrences. Moreover, one can expect that in the generic case of infinite systems the inverse Fourier transforms $\tilde{F}_{AB}(\omega)$ are meaningful and then the KMS condition (1.12) implies the relation [18, 20]

$$\tilde{F}_{BA}(-\omega) = e^{-\hbar \omega} \tilde{F}_{AB}(\omega),$$  

(1.18)

which plays an important role in the quantum theory of open systems.
The KMS condition in the form (1.12) has been proposed to define thermal equilibrium states for infinite systems [18, 20]. It has been subsequently proved that KMS states possess desired stability properties with respect to local perturbations. Moreover, passivity (originally introduced in context of infinite systems [21]) combined with a certain clustering property, which excludes long-range order, implies the KMS condition [17].

For finite systems at the given temperature the corresponding Gibbs state is unique. In the case of an infinite system at the given temperature many KMS states can coexist, usually below a certain critical temperature. This is exactly the mechanism of phase transition, the notion which can be precisely defined only in the thermodynamic limit (see Chap. 20).

1.3 Non-equilibrium Thermodynamics of Quantum Open Systems

The progress in the field of quantum optics and laser physics in the Sixties and Seventies stimulated efforts to develop a mathematically sound theory of irreversible quantum dynamics. As noticed by Kraus [22], the mathematical theory of completely positive (CP) maps [23] provided a natural framework for both, the dynamics of open quantum systems and quantum measurement theory. The general form of CP and trace preserving map reads

$$\Lambda \hat{\rho} = \sum_j \hat{W}_j \hat{\rho} \hat{W}_j^\dagger,$$  \hspace{1cm} (1.19)

where \(\hat{W}_j\) are called Kraus operators and satisfy the condition \(\sum_j \hat{W}_j \hat{W}_j^\dagger = I\).

For any CP dynamical map \(\Lambda\), Lindblad proved a kind of H-theorem [24]

$$S(\Lambda \hat{\rho} | \Lambda \hat{\sigma}) \leq S(\hat{\rho} | \hat{\sigma})$$  \hspace{1cm} (1.20)

valid for the relative entropy of an arbitrary pair of density matrices

$$S(\hat{\rho} | \hat{\sigma}) = \text{Tr}(\hat{\rho} \ln \hat{\rho} - \hat{\rho} \ln \hat{\sigma}).$$  \hspace{1cm} (1.21)

The highlight of this period was the discovery in 1976 of the general form of the Markovian Master Equation (MME) satisfying CP condition

$$\frac{d}{dt} \hat{\rho} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] + \frac{1}{2} \sum_j (\{\hat{V}_j \hat{\rho}, \hat{V}_j^\dagger\} + \{\hat{V}_j^\dagger \hat{\rho}, \hat{V}_j\}) = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] + \mathcal{L} \hat{\rho}. \hspace{1cm} (1.22)$$

called the Gorini–Kossakowski–Lindblad–Sudarshan (GKLS) equation [25].

While in [26] finite-dimensional Hilbert spaces were considered, the case of bounded generators \(\mathcal{L}\) for open systems with infinite-dimensional spectrum was independently proved in [27]. For a recent discussion of the still open unbounded case see [28].
1.3.1 Quantum Thermodynamics in the Markovian Regime

Two years before the appearance of the GKLS equation Davies presented a rigorous derivation of MME for a $N$-level system weakly coupled to a heat bath represented by an ideal fermionic gas at the thermodynamic limit [29]. The derivation incorporates in a single mathematical procedure, called weak coupling limit (WCL), which includes the heuristic ideas of Born, Markovian and secular approximations, previously applied to various examples of open systems such as nuclear magnetic resonance by Bloch [30] and later Redfield [31]. Other approaches to the MME include the projection technique of Nakajima–Zwanzig [32, 33].

Adding to the WCL method a kind of renormalization procedure which allows to use the physical Hamiltonian $\hat{H}$ of the system, containing lowest order Lamb corrections, and parametrizing the system-bath interaction as $\hat{H}_{int} = \sum_k \hat{S}_k \otimes \hat{R}_k$ one obtains the following structure of MME which is in the GKLS form

$$\frac{d}{dt} \hat{\rho} = -i[\hat{H}, \hat{\rho}] + L \hat{\rho}, \quad L \hat{\rho} = \sum_{k,l} \sum_{[\omega]} L^\omega_{lk} \hat{\rho}$$

where

$$L^\omega_{lk} \hat{\rho} = \frac{1}{2\hbar^2} \bar{R}_{kl}(\omega) \left\{ [\hat{S}_l(\omega) \hat{\rho}, \hat{S}_k^\dagger(\omega)] + [\hat{S}_l(\omega), \hat{\rho} \hat{S}_k^\dagger(\omega)] \right\}.$$

Here, the operators $\hat{S}_k(\omega)$ originate from the Fourier decomposition ($[\omega]$ denotes the set of Bohr frequencies of $\hat{H}$).

$$e^{i/h \hat{H}t} \hat{S}_k e^{-i/h \hat{H}t} = \sum_{[\omega]} e^{-i\omega t} \hat{S}_k(\omega),$$

and $\bar{R}_{kl}(\omega)$ is the Fourier transform of the bath correlation function $\langle \hat{R}_k(t) \hat{R}_l \rangle_{bath}$ computed in the thermodynamic limit $\bar{R}_{kl}(\omega) = \int_{-\infty}^{+\infty} e^{i\omega t} \langle \hat{R}_k(t) \hat{R}_l \rangle_{bath} dt$. The derivation of (1.23) and (1.24) makes sense for a generic stationary state of the bath and implies two properties:

1. the Hamiltonian part $[\hat{H}, \cdot]$ commutes with the dissipative part $L$,
2. the diagonal (in the $\hat{H}$-basis) matrix elements of $\hat{\rho}$ evolve (independently of the off-diagonal ones) according to the Pauli Master Equation with transition rates given by the Fermi Golden Rule [34, 35].

If additionally the bath is a heat bath, i.e. an infinite system in a KMS state the additional relation (1.12) implies that:

3. Gibbs state $\hat{\rho}_\beta = Z^{-1} \exp{-\beta \hat{H}}$ is a stationary solution of (1.23),
4. under the condition that only scalar operators commute with all $\{\hat{S}_k(\omega), \hat{S}_k^\dagger(\omega)\}$, any initial state relaxes asymptotically to the Gibbs state: The 0-Law of Thermodynamics [36].

The derivation of (1.23) and (1.24) can be extended to slowly varying time-dependent Hamiltonian (within the range of validity of the adiabatic theorem) [37]
\( \hat{H}(t) \) and an open system coupled to several heat baths at the inverse temperatures \( \{\beta_k = 1/k_B T_k\} \). The MME takes form

\[
\frac{d}{dt} \hat{\rho}(t) = -i[\hat{H}(t), \hat{\rho}(t)] + \mathcal{L}(t)\hat{\rho}(t), \quad \mathcal{L}(t) = \sum_k \mathcal{L}_k(t). \tag{1.26}
\]

Each \( \mathcal{L}_k(t) \) is derived using a temporal Hamiltonian \( \hat{H}(t) \), \( \mathcal{L}_k(t)\hat{\rho}_j(t) = 0 \) with a temporary Gibbs state \( \hat{\rho}_j(t) = Z_j^{-1}(t) \exp\{-\beta_j \hat{H}(t)\} \). The energy conservation in this case is the First Law of Thermodynamics \[38\]

\[
\frac{d}{dt} E(t) = \mathcal{J}(t) - \mathcal{P}(t). \tag{1.27}
\]

Here

\[
E(t) = \text{Tr}\left(\hat{\rho}(t)\hat{H}(t)\right) \tag{1.28}
\]

is the internal energy of the system,

\[
\mathcal{P}(t) \equiv -\text{Tr}\left(\hat{\rho}(t) \frac{d\hat{H}(t)}{dt}\right), \tag{1.29}
\]

is the power provided by the system, and

\[
\mathcal{J}(t) \equiv \text{Tr}\left(\hat{H}(t) \frac{d\hat{\rho}(t)}{dt}\right) = \sum_k \mathcal{J}_k(t), \quad \mathcal{J}_k(t) = \text{Tr}\left(\hat{H}(t)\mathcal{L}_k(t)\hat{\rho}(t)\right). \tag{1.30}
\]

is the sum of net heat currents supplied by the individual heat baths.

The \( H \)- theorem (1.20) directly implies the following mathematical identity \[39, 40\]

\[
-\text{Tr}\left[\mathcal{L}\hat{\rho}(t) \left(\ln \hat{\rho}(t) - \ln \hat{\rho}_{st}\right)\right] \geq 0, \quad \text{for} \quad \mathcal{L}\hat{\rho}_{st} = 0, \tag{1.31}
\]

which applied to individual generators \( \mathcal{L}_k(t) \) reproduces the Second Law of Thermodynamics in the form

\[
\frac{d}{dt} S_{vn}(t) - \sum_k \frac{1}{T_k} \mathcal{J}_k(t) \geq 0. \tag{1.32}
\]

obtained first for the constant \( \hat{H} \) in \[41\] and ultimately generalized in \[38\].

For external periodic modulation of the Hamiltonian \( \hat{H}(t) = \hat{H}(t + \tau) \), a very similar WCL formalism for open systems has been developed \[42–45\]. One assumes that modulation is fast, i.e. its angular frequency \( \Omega = 2\pi/\tau \) is comparable to the relevant Bohr frequencies of the Hamiltonian, therefore the previous adiabatic approximation is not appropriate. According to the Floquet theory the unitary propagator (1.4) \( \hat{U}(t) \equiv \hat{U}(t, 0) \) can be written as
\[ \hat{U}(t) = \hat{U}_p(t)e^{-\frac{i}{\hbar}\hat{H}_{av}t} \]  

(1.33)

where \( \hat{U}_p(t) = \hat{U}_p(t + \tau) \) is a periodic propagator and \( \hat{H}_{av} \) can be called averaged Hamiltonian. Under similar assumptions as before one can derive, using the WCL procedure, the Floquet- Markovian ME in the interaction picture

\[ \frac{d}{dt}\hat{\rho}^{\text{int}}(t) = \mathcal{L}\hat{\rho}^{\text{int}}(t), \quad \mathcal{L} = \sum_{k,l} \sum_{\omega_q} \mathcal{L}_{ik}^{\omega_q} \hat{\rho} \]  

(1.34)

where

\[ \mathcal{L}_{ik}^{\omega_q} \hat{\rho} = \frac{1}{2\hbar^2} \tilde{R}_{kl}(\omega_q) \left\{ [\hat{S}_l(\omega_q)\hat{\rho}, \hat{S}_k^\dagger(\omega_q)] + [\hat{S}_l(\omega_q), \hat{\rho}\hat{S}_k^\dagger(\omega_q)] \right\}. \]  

(1.35)

Now, the summation in (1.34) is taken over the set of extended Bohr frequencies \( \{\omega_q = \omega_{av} + q\Omega | \omega_{av} - \text{Bohr frequencies of } \hat{H}_{av}, q \in \mathbb{Z}\} \), which takes into account the exchange processes of energy quanta \( \hbar|q|\Omega \) with the source of external modulation. Here again the operators \( \hat{S}_k(\omega_q) \) originate from the Fourier decomposition

\[ \hat{U}^\dagger(t)\hat{S}_k(\omega_q)\hat{U}(t) = \sum_{\omega_q} e^{-i\omega_q t} \hat{S}_k(\omega_q). \]  

(1.36)

Notice, that the interaction picture generator is time-independent and the Schrödinger picture dynamics is given by the composition \( \hat{\rho} \mapsto \hat{U}(t)(e^{\mathcal{L}t}\hat{\rho})\hat{U}^\dagger(t) \). Typically, \( \mathcal{L} \) possesses a single stationary state \( \hat{\rho}_0 \) and then for any initial state \( \hat{\rho}(0) \) the Schrödinger evolution drives the system to a limit cycle \( \hat{\rho}_{lc}(t) = \hat{U}_p(t)\hat{\rho}_0\hat{U}_p^\dagger(t) \).

Heat currents corresponding to different baths can be defined for any time. As a result the Second Law is satisfied for this definition, nevertheless the form of the First Law is problematic. Namely, for fast modulation the instantaneous decomposition of energy into work and internal energy of the system is not clear. Only in the limit cycle, where the system’s internal energy and entropy are constant, and the heat currents are time independent we can write the First Law as

\[ \mathcal{P} = \sum_j \mathcal{J}_j, \]  

(1.37)

and the Second Law as

\[ \sum_j \frac{1}{T_j} \mathcal{J}_j \leq 0. \]  

(1.38)

Here, the heat current associated with the \( j \) bath is given in terms of the corresponding interaction picture generator
\[ \mathcal{J}_j = \sum_{l,k \in I_j} \sum_{\omega_q} \frac{\omega_q}{\omega_{av}} \text{Tr}(\hat{H}_{av} \mathcal{L}_{ik} \rho_0), \]  

(1.39)

and \( I_j \) denotes the subset of indices corresponding to the interaction with the \( j \)th heat bath. The above scheme has been extended to non-equilibrium stationary baths in [46], with possible applications to non-thermal radiation baths, rotating heat baths, etc. [47, 48].

### 1.3.2 Beyond the WCL Markovian Approximation

The theory of open quantum systems together with the Davies construction supplies a consistent framework of Thermodynamics where the basic laws have a quantum dynamical framework [49]. This framework is quite restrictive and therefore one may ask if some of the assumptions can be relaxed without compromising the consistency with thermodynamics.

Many suggestions have been proposed:

- Challenging complete positivity.
- Local versus Non Local GKLS equation.
- Non Markovian dynamics.
- Strong system-bath coupling.

The complete positivity structure assumes that initially the system and bath are uncorrelated [22]. This has been challenged by Pechukas [50] who claimed that positivity of the dynamical map is sufficient. Alicki responded that one should stress that beyond the weak coupling regime there exists no unique definition of the quantum reduced dynamics [51]. A similar answer was given by Lindblad [52]. It has been claimed that the second law of thermodynamics is violated by a non-CP dynamics [53, 54].

An alternative approach to open system dynamics has been proposed by Caldeira, and Leggett, based on a path integrals formalism, generating a QME for quantum Brownian motion [55]. The equation is not guaranteed to be positive in particular at low temperature. A fix to the problem has been suggested by Diosi adding terms to the equation to obtain a GKLS format [56]. For a Brownian particle one would expect that the friction is isotropic meaning that the dissipation equations should be translationally invariant. It has been noticed by Tannor and Kohen that complete positivity, translational invariance and detailed balance cannot be satisfied simultaneously [57, 58]. This is also true for the fix of Diosi which adds a diffusion-like term in position.

The Davies construction of the GKLS equation Eq. (1.23) requires that the jump operators Eq. (1.24) are generated from the complete system Hamiltonian Eq. (1.36). What happens when the system can be deconstructed into segments which are weakly coupled to each other? Can one use a local GKLS equation for each segment and then linking together to construct a network? Careful analysis has shown that such
a construction can violate the II-law: Heat can flow from the cold to the hot bath spontaneously [59]. In degenerate networks when the links are identical the secular approximation may fail for vanishing small links. In these cases local GKLS equations give the correct heat current with respect to numerical converged approaches [60–62]. General conditions of adding up consistently GKLS generators have been suggested [63].

A violation of the II-law has also been identified if the Floquet GKLS equation Eq. (1.39) is replaced by the standard stationary GKLS. This is even true for the well known two-level Bloch equation [42] and for the three-level amplifier [64].

It is customary to start the non-Markovian investigation from the second order integro-differential equation [32, 33, 65–67]:

\[
\frac{d}{dt} \hat{\rho}_s = -i[\hat{H}_{\text{eff}}, \hat{\rho}_s] + \int_0^t dt' K(t, t') \hat{\rho}_s(t')
\]

(1.40)

where \(\hat{H}_{\text{eff}}\) is an effective system Hamiltonian and \(K(t, t')\) is termed a memory kernel.

Different approaches can be classified by the type of approximation to the memory kernel. One option is to generate a time local kernel [68, 69] which can lead to a GKLS-like equations with time dependent coefficients. Complete positivity is not ensured which manifests itself by negative coefficients.

Another option is termed the Hierarchical Equations of Motion Approach [66, 70–73] which decomposes the kernel to exponentially decaying functions (see Chap. 24). One then adds a set of auxiliary variables which leads to a hierarchy of coupled differential equations. This is equivalent to a Markovian description embedded in a larger Hilbert space. The thermodynamical consequence of non-Markovian dynamics has recently been addressed [74]. It has been observed that in the absence of the semigroup property, if the reduced dynamics has a thermal asymptotic state, this need not be stationary. Then even the integrated entropy production becomes negative. These observations imply that, when the conditions leading to reduced dynamics of semigroup type are relaxed, a consistent formulation of the second law of thermodynamics requires that the environment contribution to the entropy balance be explicitly taken into account [75].

An alternative theory of quantum thermodynamics in the framework of the nonequilibrium Green’s functions has been proposed by Esposito and Galperin [76, 77]. The theory was applied to noninteracting open quantum systems strongly coupled to their reservoirs. The theory is non-Markovian and nonlocal in time. As a consequence the particle number, energy, and entropy of the system are redefined as energy-resolved versions of the standard weak coupling definitions. The approach has been criticised as failing, already at equilibrium, to describe correctly the energy fluctuations [78].

Strong system bath coupling is another challenge that has been met by embedding in a larger system. The main idea is to move the system bath partition further into the bath (see Chap. 23). The polaron transformation is such an example. It incorporates
part of the bath degrees of freedom in a modified system [79–87]. If weak coupling is incorporated on the new system bath boundary, consistency with thermodynamics is maintained.

Another approach to strong coupling is to embed the system in a finite surrogate spin bath which represents the true infinite bath. The total system and bath are described by unitary dynamics. To model the infinite bath thermal boundary conditions are imposed between a thermal secondary bath and the primary bath. A random swap operation is employed for this task. Each individual realization is unitary. Averaging the individual realizations is equivalent to a Poisson type GKLS equation on the boundary of the primary bath. Thermodynamic properties can be obtained by evaluating the currents through the device [88]. Consistency with thermodynamics has been obtained for the case of heat transfer from a hot to a cold bath irrespective of the system-bath coupling [88, 89].

1.4 Models of Quantum Engines and Refrigerators

Since the pioneering work of Carnot [90], learning from example has been a major theme in thermodynamical studies. This is also true in Quantum Thermodynamics (QT) where the issues of heat and work obtain a concrete meaning [38]. In addition the tradeoff between efficiency and finite power can be explored. The trend toward miniaturisation has led to the construction of quantum heat devices composed from a microscopic working entity, for example a single ion in a Paul trap [91] (see also Chap. 36). This macroscopic scale raises the question: What quantum effects to expect? Is there a role for coherence or entanglement? Can we expect quantum supremacy?

Models of heat engines and refrigerators can lead to new insight in QT. They can be broadly classified as reciprocating and continuous.

1.4.1 Reciprocating Engines and Refrigerators

Reciprocating engines are composed of a series of strokes which combine to a cyclic operation. The different cycles are defined by the individual stroke operations and their order. In QT a reciprocating engine can be defined by a product of CP maps Eq. (1.19), which operate on the working medium:

\[ U_{cyc} = \prod_j U_j \]  

(1.41)

where \( U_{cyc} \) is the cycle propagator and \( U_j \) are stroke propagators. The steady state operation is an invariant of the cycle propagator \( U_{cyc} \hat{\rho}_{st} = \hat{\rho}_{st} \). For cycles that have
a single non-degenerate invariant the CP character of $U_{\text{cyc}}$, Eq. (1.21) guarantees a monotonic convergence to the steady state cycle, termed the limit cycle [92].

The four stroke Otto cycle is a primary example (see Chaps. 3 and 5). It is composed of two unitary strokes and two thermalization strokes: The Hamiltonian of the working medium is parametrically externally controlled: $\hat{H}(\omega)$ where $\omega$ is an external parameter which changes the energy scale. For example $\hat{H} = \frac{1}{2m} \hat{p}^2 + \frac{m\omega(t)^2}{2} \hat{X}^2$ for the harmonic working medium [93] and $\hat{H} = \omega(t) \hat{S}_z + J \hat{S}_x$ for a spin system [94, 95].

The quantum Otto cycle is therefore described as:

1. The hot isochore: heat is transferred from the hot bath to the working medium without change in the external parameter $\omega_h$. The stroke is described by the propagator $U_h$.
2. The expansion adiabat: the working medium reduces its energy scale from $\omega_h$ to $\omega_c$, with $\omega_h > \omega_c$, producing work while isolated from the hot and cold reservoirs. The stroke is described by the propagator $U_{hc}$.
3. The cold isochore: heat is transferred from the working medium to the cold bath without change in the external parameter $\omega_c$. The stroke is described by the propagator $U_c$.
4. The compression adiabat: the working medium increases its energy scale from $\omega_c$ to $\omega_h$, consuming power while isolated from the hot and cold reservoirs. The stroke is described by the propagator $U_{ch}$.

The cycle propagator becomes the product of the segment propagators:

$$U_{\text{cyc}} = U_{ch} U_c U_{hc} U_h.$$  

(1.42)

It should be mentioned that the stroke propagators do not commute for example: $[U_{hc}, U_h] \neq 0$. The Otto cycle can operate in two extreme protocols, adiabatic and sudden.

In the adiabatic cycle the working medium state is diagonal in the energy representation throughout the cycle. Such cycles are called stochastic [96, 97]. The efficiency becomes $\eta_o = 1 - \frac{\omega_c}{\omega_h} \leq \eta_c$ where $\eta_c = 1 - \frac{T_c}{T_h}$ is the Carnot efficiency.

To obtain finite power the time allocated to the propagators $U_{hc}$ and $U_{ch}$ should be shortened. For the unitary strokes this means deviating from the adiabatic limit. Whenever $[\hat{H}(t), \hat{H}(t')] \neq 0$ coherence will be generated and $\rho$ will not be diagonal in the energy basis $S_H > S_{vn}$. Generating coherence will always cost additional external work. This phenomena has been termed quantum friction [95, 98]. Quantum friction can be understood using the notion of passivity Eq. (1.8). In the adiabatic limit the eigenvalues of the density operator remain passive in the energy basis. Any nonadiabatic deviation will increase the required work.

The price of generating coherence can be reduced if at the end of the adiabatic stroke the state is restored to be passive in the energy basis. Such protocols are termed shortcuts to adiabaticity or frictionless [99–101] (see also Chap. 5). These protocols
allow to achieve adiabatic like solutions in finite time for the propagators $U_{hc}$ and $U_{ch}$. The fast shortcut solutions raise the question what is the shortest time allocation for frictionless adiabatic strokes. This issue is in the realm of the quantum speed limit [102, 103] with the caveat that the energy scale of the Hamiltonian also changes. The transformation can be made faster if temporary energy is stored in the working fluid. Optimal control protocols that constrain the stored energy in the working fluid lead to a scaling of the time allocation as $\tau \propto \frac{1}{\sqrt{\omega_c \omega_h}}$ for $\omega_c \rightarrow 0$ [99, 104].

Coherence can also be introduced as a resource by employing a non-thermal bath. Even a single bath is sufficient to extract work [105]. Nevertheless there is no violation of the II-law if accounting is done properly [106].

For finite power also the time allocated to thermalization $U_c$ and $U_h$ should be restricted. Typically in most studies the generator of thermalization $L$ is the GKLS equation (1.22) [94]. Finite time allocation is obtained by avoiding the infinite time full thermalization. Optimizing the time allocation in the stochastic limit leads to a finite power engine. The efficiency at maximum power at high temperature becomes [93]:

$$\eta_{ca} = 1 - \sqrt{\frac{T_c}{T_h}}$$

which is known as the Novikov–Curzon–Ahlborn efficiency [107, 108]. The importance of Eq. (1.43) is that it points to the tradeoff between efficiency and power. For the Otto cycle at high temperature the efficiency at maximum power is limited by the energy level structure of the working medium with the leading term $\eta \approx \frac{1}{2} \eta_c + \cdots$ [109]. This result has been obtained from general considerations in the adiabatic limit [110].

In QT the Carnot cycle has received less attention than the Otto cycle. The reason is that the hot and cold isochores are replaced by isotherms where the thermalization takes place with a time dependent Hamiltonian. In the adiabatic limit of slow change GKLS equations of motion can be obtained [94]. Beyond the adiabatic limit deriving GKLS equations is complicated due to the non-periodic driving. The original motivation for the study of QT cycles was to supply a more fundamental justification for the empirical Finite-Time-Thermodynamics approach [111, 112]. In the infinitely slow cycle limit, the efficiency converges to the ideal Carnot efficiency $\eta_c$. Optimizing power leads to the Novikov–Curzon–Ahlborn efficiency $\eta_{ca}$, which is universal in the stochastic low dissipation limit [113, 114]. In this limit the irreversibility can be associated to heat transport, thus termed endo-reversible.

A two stroke engine has been suggested where $U_{cyc} = U_T U_S$ [115, 116]. One that resembles the Otto cycle is composed of a four level working medium. Thermalization, $U_T$ is conducted in parallel where two-levels are connected to the hot bath and the other two-levels to the cold bath. The unitary $U_S$ stroke is composed of a swap propagator between these two sets of levels. The efficiency of this engine is equivalent to the Otto efficiency $\eta_o$.

The other extreme operational limit is the sudden limit where a limited action is performed on each stroke. The work per cycle then decreases but the power which
is the work divided by cycle time can reach a constant. In this limit each stroke can be expressed as $U_j = \exp \mathcal{L}_j \tau$, where $\mathcal{L}_j$ is the generator and $\tau$ the time allocation. Then a four stroke cycle becomes equivalent to a continuous engine with finite power \cite{R117} (see also Chap. 4). In the limit of $\tau \to 0$:

$$U_{cyc} = U_{ch} U_c U_{hc} U_h = e^{\mathcal{L}_{ch} \frac{1}{2} \tau} e^{\mathcal{L}_c \tau} e^{\mathcal{L}_{hc} \tau} e^{\mathcal{L}_h \frac{1}{2} \tau} \approx e^{(\mathcal{L}_{ch} + \mathcal{L}_c + \mathcal{L}_{hc} + \mathcal{L}_h) \tau} \tag{1.44}$$

which is correct up to $O(\tau^3)$ based on the cyclic property of the engine and Trotter formula \cite{R118}. Moreover the work extraction mechanism employs coherence \cite{R117}. Adding pure dephasing to the engine will null the power which is a signature of a quantum device.

Reversing the sequence of a reciprocating cycle leads to a quantum refrigerator:

$$U_{cyc}^{ref} = U_{hc} U_c U_{ch} U_h.$$ 

A prerequisite for such a device is that the working medium temperature is lower than the cold bath temperature at the end of the expansion stroke $\omega_h \to \omega_c$. Reciprocating refrigeration cycles were used to gain insight on the dynamical approach to the III-law of thermodynamics the vanishing of the cooling power when $T_c \to 0$ \cite{R119}. Optimizing the cooling performance requires that the energy gap of the system $\hbar \omega_c$ will match the cold bath temperature $k_B T_c$ \cite{R120}. The cooling power can either be restricted by the thermalization or by the adiabatic propagator. The energy quantum removed from the cold bath per cycle becomes $\hbar \omega_c$. Considering the optimal frictionless solution, a scaling of $J_c \propto T_c^{3/2}$ is obtained as $T_c \to 0$.

### 1.4.2 Continuous Time Quantum Machines

The three-level engine was the first QT example studied by Scovil et al. \cite{R5, R7}. The principle of operation is to convert population inversion into output power in the form of light. A hot reservoir characterised by temperature $T_h$ induces transitions between the ground state $\epsilon_0$ and the excited state $\epsilon_2$. The cold reservoir at temperature $T_c$ couples level $\epsilon_0$ and level $\epsilon_1$. The amplifier operates by coupling the energy levels $\epsilon_3$ and $\epsilon_2$ to the radiation field generating an output frequency which on resonance is $\nu = (\epsilon_3 - \epsilon_2)/\hbar$. The necessary condition for amplification is positive gain or population inversion defined by:

$$G = p_2 - p_1 \geq 0 \quad . \tag{1.45}$$

The positive gain condition dictates:

$$\frac{\omega_c}{\omega_h} = \frac{\omega_{10}}{\omega_{20}} \geq \frac{T_c}{T_h} \quad , \tag{1.46}$$

The efficiency of the amplifier becomes the Otto efficiency: $\eta_o = \frac{\nu}{\omega_{20}} = 1 - \frac{\omega_c}{\omega_h}$. Inserting the positive gain condition Eqs. (1.45) and (1.46) the efficiency is lim-
ited by Carnot: $\eta_o \leq \eta_c$. This result connecting the efficiency of a quantum amplifier to the Carnot efficiency was first obtained by Scovil et al. \[5, 7\].

The above description of the 3-level amplifier is based on a static quasi-equilibrium viewpoint. Real engines which produce power operate far from equilibrium conditions. Typically, their performance is restricted by friction, heat transport and heat leaks. A dynamical viewpoint is therefore the next required step \[121\].

Engines or refrigerators can be classified as either autonomous or driven. A continuous autonomous device operates by connecting to three or more heat baths simultaneously either heating the hottest bath or cooling the coldest bath. Such a device operates without any external intervention \[122–124\]. A driven system is connected to an external power source or to a more elaborate measurement and feedback device, which synchronizes the engine \[125\].

The tricycle model is the template for almost all continuous autonomous engines \[126\] (see also Chap. 6). It can also be viewed as a heat transistor \[79, 127\]. Surprisingly very simple models exhibit the same features of engines generating finite power. Their efficiency at operating conditions is lower than the Carnot efficiency. In addition, heat leaks restrict the performance meaning that reversible operation is unattainable.

- The basic model consists of three thermal baths: a hot bath with temperature $T_h$, a cold bath with temperature $T_c$ and a work bath with temperature $T_w$.
- Each bath is connected to the engine via a frequency filter modelled by three oscillators or three qubits:
  \[
  \hat{H}_F = \hbar \omega_h \hat{a}^\dagger \hat{a} + \hbar \omega_c \hat{b}^\dagger \hat{b} + \hbar \omega_w \hat{c}^\dagger \hat{c},
  \]  
  \[\text{(1.47)}\]
  where $\omega_h$, $\omega_c$ and $\omega_w$ are the filter frequencies on resonance $\omega_w = \omega_h - \omega_c$.
- The device operates as an engine by removing an excitation from the hot bath and generating excitations on the cold and work reservoirs. In second quantization formalism the Hamiltonian describing such an interaction becomes:
  \[
  \hat{H}_I = \hbar \epsilon \left( \hat{a} \hat{b}^\dagger \hat{c}^\dagger + \hat{a}^\dagger \hat{b} \hat{c} \right),
  \]  
  \[\text{(1.48)}\]
  where $\epsilon$ is the coupling strength.
- The device operates as a refrigerator by removing an excitation from the cold bath as well as from the work bath and generating an excitation in the hot bath. The term $\hat{a}^\dagger \hat{b} \hat{c}$ in the Hamiltonian of Eq. (1.48) describes this action.

Different types of heat baths can be employed which can include bosonic baths composed of phonons or photons, or fermionic baths composed of electrons. The frequency filters select from the continuous spectrum of the bath the working component to be employed in the tricycle. These frequency filters can be constructed also from two-level-systems (TLS) or formulated as qubits \[44, 128–130\]. A direct realization of Eq. (1.48) has been performed by an absorption refrigerator constructed from three ions in a Paul trap \[131\].
The interaction term is strictly non-linear, incorporating three heat currents simultaneously. This crucial fact has important consequences. A linear device cannot operate as a heat engine or refrigerator [132]. A linear device is constructed from a network of harmonic oscillators with linear connections of the type
\[ \hbar \mu_{ij} (\hat{a}_i \hat{a}_j^\dagger + \hat{a}_j^\dagger \hat{a}_i) \]
with additional connections to heat baths constructed from harmonic oscillators. In such a device the hottest bath always cools down and the coldest bath always heats up. Thus, this construction can transport heat but not generate power since power is equivalent to transporting heat to an infinitely hot reservoir. Another flaw in a linear model is that the different bath modes do not equilibrate with each other. A generic bath should equilibrate any system Hamiltonian irrespective of its frequency.

Many nonlinear interaction Hamiltonians of the type \( \hat{H}_I = \hat{A} \otimes \hat{B} \otimes \hat{C} \) can lead to a working heat engine. These Hamiltonians can be reduced to the form of Eq. (1.48) which captures the essence of such interactions.

The first-law of thermodynamics represents the energy balance of heat currents originating from the three baths and collimating on the system:
\[ \frac{dE_s}{dt} = J_h + J_c + J_w . \]

At steady state no heat is accumulated in the tricycle, thus \( \frac{dE_s}{dt} = 0 \). In addition, in steady state the entropy is only generated in the baths, leading to the second-law of thermodynamics:
\[ \frac{d}{dt} \Delta S_u = - \frac{J_h}{T_h} - \frac{J_c}{T_c} - \frac{J_w}{T_w} \geq 0 . \]

This version of the second-law is a generalisation of the statement of Clausius; heat does not flow spontaneously from cold to hot bodies [133]. When the temperature \( T_w \to \infty \), no entropy is generated in the power bath. An energy current with no accompanying entropy production is equivalent to generating pure power: \( P = J_w \), where \( P \) is the output power.

The evaluation of the currents \( J_j \) in the tricycle model requires dynamical equations of motion. A thermodynamical idealisation assumes that the tricycle system and the baths are uncorrelated, meaning that the total state of the combined system becomes a tensor product at all times [49]:
\[ \hat{\rho} = \hat{\rho}_s \otimes \hat{\rho}_H \otimes \hat{\rho}_C \otimes \hat{\rho}_W . \]

Under these conditions the dynamical equations of motion for the tricycle become:
\[ \frac{d}{dt} \hat{\rho}_s = \mathcal{L} \hat{\rho}_s , \]
where \( \mathcal{L} \) is the GKLS Markovian generator Eq. (1.23). The derivation of \( \mathcal{L} \) is complicated due to the nonlinearity of the interaction Eq. (1.48). Solutions can be obtained in the case when \( T_w \to \infty \) or a singular bath [126]. Equivalent solutions for \( \mathcal{L} \)
can be obtained for the 3-level [122], 2-qubit and 3-qubit absorption refrigerator [134, 135].

The autonomous absorption refrigerator has been a major model in the study of the dynamical version of the III-law of thermodynamics (see Chap. 25). Examining the II-law Eq. (1.50) as \( T_c \rightarrow 0 \), to avoid divergence of \( \Delta S_u \), \( J_c \) should scale as at least linearly with \( T_c \). A stronger version associated to Nernst Heat Theorem [136, 137] demands that \( J_c \propto T_c^{1+\epsilon} \) which ensures the vanishing of entropy production from the cold bath as \( T_c \rightarrow 0 \) [138]. For generic refrigerator models as \( T_c \rightarrow 0 \) the cold bath current obtains the universal form:

\[
J_c = \hbar \omega_c K G
\]

where \( K \) is a heat conductance term. When \( T_c \rightarrow 0 \) the gain \( G \) is finite only if \( \omega_c \propto T_c \). This leaves the issue: How does the conductance \( K \) scale with \( \omega_c \), which is model dependent. For example for a Bose Einstein Condensate (BEC), the conductance is proportional to the uncondensed fraction leading to \( J_c \propto T_c^3 \) [49, 138].

The unattainability principle [139], a different formulation of the III-law states: *The zero temperature can be reached only if infinite resources are invested.* In quantum mechanics a zero temperature system is in a pure state. This is only possible if at \( T_c \rightarrow 0 \), \( \hat{\rho}_s \otimes \hat{\rho}_B \). In addition since \( \hat{\rho}_B = |0\rangle \langle 0| \), the system-bath interaction energy will vanish, meaning that when the bath approaches its ground state the mechanism of extracting energy ceases to operate. One can consider two scenarios. Cooling an infinite cold bath and cooling a finite system. Considering an infinite bath the change in temperature becomes \( \frac{dT_c}{dt} = \frac{J_c}{C} \) where \( C \) is the heat capacity. This leads to a scaling of \( \frac{dT_c}{dt} \propto T_c^{3/2} \) as \( T_c \rightarrow 0 \) for both degenerate Bose and Fermi gases [138].

A different perspective on the III-law can be obtained from quantum resource theory. Using quite general arguments the following scaling relation was obtained \( \frac{dT_c}{dt} \propto T_c^{1+\frac{1}{2}} \) [140]. Addition of noise can further restrict the minimum achievable temperature [141].

Driven continuous devices require an external power source typically \( \hat{H}_s(t) = \hat{H}_0 + \hat{V} f(t) \) where \( f(t) \) is a periodic function. The most direct connection to a driven system is to replace the excitation of the power reservoir by its semiclassical expectation value \( \hat{c} \sim \hat{c} e^{-i\omega t} \) [121]. A derivation of a thermodynamical consistent GKLS equation requires to use Floquet theory (1.34) [45, 64]. Strong driving alters the system excitations and frequencies Eq. (1.36) which can change the operation conditions from an engine to a dissipator and to a refrigerator [64, 142].

Optimizing the performance of continuous devices leads to the tradeoff between efficiency and power. For an engine constructed from two coupled harmonic oscillators the efficiency at high temperature at maximum power becomes again \( \eta_{\text{ca}} \) Eq. (1.43) [121]. Universal features of the maximum power efficiency have been obtained by information theory considerations [143].

Driven systems are prototype models of quantum amplifiers and lasers [144]. Such a treatment ignores the entropy carried away by the amplified light. This can be solved by incorporating the emitted light as a single mode harmonic oscillator [145].
A more complete derivation of the 3-level laser has been derived recently including the entropy dissipated by light [146].

1.5 Open Problems and Prospects

In this section we discuss some controversial or unsolved questions of QT of fundamental nature.

1.5.1 Work Generation: Steady-State or Thermodynamic Cycles

One believes that the energy convertors like photovoltaic, thermoelectric and fuel cells, and their biological counterparts can directly transform light, heat or chemical energy into work carried by electric current. It is assumed that they do not need any moving parts and operate at non-equilibrium steady-states. A recent review of this approach mostly concentrated on the conversion of heat at the nanoscale is given in [147]. The phenomenological picture of heat to electric current conversion is based on the coupled equations for charge and heat local current densities \( j_e, j_h \)

\[
\begin{align*}
    j_e &= \lambda_{ee}(\Delta\mu/eT) + \lambda_{eh}(\Delta T/T^2) \\
    j_h &= \lambda_{he}(\Delta\mu/eT) + \lambda_{hh}(\Delta T/T^2)
\end{align*}
\]

(1.54)

with local temperature \( T \), local chemical potential \( \mu \) and the Onsager matrix \([\lambda_{ab}]\).

The importance of nanoscale devices and the fact that the energy conversion is based on microscopic quantum processes stimulates the development of more fundamental microscopic theories (see Chap. 7). The most popular is stochastic thermodynamics reviewed in [97]. Here, the force driving charge carriers is a phenomenological nonconservative force corresponding to a kind of negative friction powered by the external gradients of temperature and chemical potential.

Recently, the steady-state picture has been challenged in a series of papers, where models of cyclic classical [148] and quantum engines [149, 150] have been proposed. This work was motivated by an apparent inconsistency of (1.54) when applied to the devices generating electric current flowing in a closed circuit. Namely, the integral of the steady electric current over its closed path should be different from zero, while the similar integration over the RHS of (1.54) yields always zero.

The “moving parts” in the cyclic models correspond to collective delocalized charge oscillations at the interface of two different materials. For semiconductor devices they are THz plasma oscillations, while for organic photovoltaic or photosynthetic complexes delocalized and infrared sensitive phonon modes play the role of a “piston”. The cyclic models predict two types of phenomena: emission of coherent radiation by oscillating “pistons” and reverse effect—enhancement of the generated
electric current by coherent resonant radiation stimulating the “piston”. In fact, both effects were observed in organic photovoltaic systems [151, 152] and the role of selected phonon modes in photosynthesis has also been discussed [153]. However, those phenomena were considered as auxiliary effects improving the efficiency of energy converters and not as the necessary elements of their operation principle.

1.5.2 Information and Thermodynamics

The idea of representing physical processes as computation processes or more generally as information processing is quite popular in the rapidly developing field of quantum information [154]. For example, one believes that an acquired bit of information can be traded-off for \( k_B T \ln 2 \) of work extracted from the bath at temperature \( T \). This leads to the Landauer formula [155, 156] which puts the lower limit equal to \( k_B T \ln 2 \) for the work needed to reset a bit of information in a memory (see Chap. 10). The reasoning is based on the idea of Szilard [157, 158] who proposed a model of an engine which consists of a box with a single gas particle, in thermal contact with a heat bath, and a partition. The partition can be inserted into the box, dividing it into two equal volumes, and can slide without friction along the box. To extract \( k_B T \ln 2 \) of work in an isothermal process of gas expansion one connects up the partition to a pulley. Szilard assumed that in order to realize work extraction it is necessary to know “which side the molecule is on” which corresponds to one bit of information. This model was generalized in various directions including the quantum case, [159] and claimed to be realized experimentally in the classical [160, 161] and the quantum domain [162].

However, the very idea of the equivalence between information and thermodynamics remains controversial [163–165]. As noticed already by Popper and Feyerabend [166] there exist procedures of extracting work without knowing the position of the particle and, on the other hand the mechanism of inserting a partition can provide a necessary amount of work to avoid the conflict with the Kelvin formulation of the Second Law.

The recently developed resource theory of quantum thermodynamics is another example of the interplay between information theory and thermodynamics [167–170] (see also Chaps. 26 and 33). The theory is an axiomatic approach with a mathematical structure motivated by the theory of entanglement. The resource in this theory are states with informational nonequilibrium. Resource theories in quantum information identify a set of restrictive operations that can act on valuable resource states. For a given initial state these restrictive operations then define a set of states that are reachable. For example energy conserving unitaries on the system bath and work repository. The single shot regime refers to operating on a single quantum system, which can be a highly correlated system of many subsystems, rather than on an infinite ensemble of identical and independently distributed copies of a quantum system [170–173]. The idea is to find additional restrictions on possible thermodynamical transformation on finite systems. For example single shot II-laws based on properties
of Rényi divergence [173, 174] which in the thermodynamical limit converge to the standard II-law. The drawback of the theory is that there is no dynamics so there is no reference to a fast or slow operation.

1.5.3 Work and Heat

One of the great discoveries in the history of science was the recognition that heat is a form of energy. This allowed to interpret the phenomenological First Law of Thermodynamics

$$dE = \delta Q - \delta W$$

(1.55)
as the instance of energy conservation principle. However, in contrast to internal energy $E$, identified with the total energy of the system, work $W$ and heat $Q$ are path-dependent and are therefore thermodynamic process functions. In quantum language it means that there are neither described by Hermitian operators [175] nor by nonlinear functions of density matrices like e.g. von Neumann entropy.

It seems that, generally, the instantaneous decomposition corresponding to (1.55) may be even impossible as one needs certain time-scale to decide which part of energy is related to a random motion (heat) or to a deterministic one (work). It seems also that heat, which is transported by irreversible processes can be determined easier than work. The case of Markovian dynamics illustrates very well this problem. Only for slow driving there exists a natural “instantaneous” analogue of (1.55) given by (1.27), while for fast periodic driving only temporal heat currents are well-defined and the unique form of the I-Law is known in the limit cycle only (1.37).

There exists a number of proposals in the literature to define work and heat beyond the Markovian approximation:

1. Work defined in terms of two measurements [176, 177] (useful for Hamiltonian dynamics, fluctuation theorems and full counting statistics, see Chaps. 11 and 15).
2. Heat as the energy exchanged with a bath (including the assumptions of good ergodic properties of the bath and weak influence on the bath by the system).
3. Work reservoir represented by a sink (e.g. low lying level) in Markovian Master equations. Here, the applied standard entropy balance suggests that the energy flow $J_{\text{sink}}$ dumped in a sink is accompanied by a large flow of entropy $J_{\text{en}} = J_{\text{sink}} / T_{\text{sink}}$ with the effective sink temperature usually close or even equal to zero. It suggests that $J_{\text{sink}}$ should be rather interpreted as a heat flow, as work is “energy with negligible entropy”. Otherwise violation of the second law can occur [178].
4. Work reservoir represented by a quantum system (e.g. harmonic oscillator). Treating the whole transferred energy as work one can violate the Carnot bound [179]. The proper procedure seems to be using ergotropy as a measure of work stored in the work reservoir [180] (see also Chaps. 2 and 8).
5. Work measured by *wits* (qubits in excited state), resource theory, analogy to qubits, [167].

1.5.4 Thermalization

Considering a finite quantum system: What are the properties that it can serve as a bath? How large does it have to be? What should be its spectrum? How should it couple to the system? Does the system bath dynamics mimic the Markovian GKLS dynamics?

Thermalization can be described as a process where the system loses its memory partly or completely of its initial state and the system settles to a steady state. In classical mechanics chaotic dynamics even in a finite system are sufficient to lead to thermalization. On the contrary, an isolated quantum system has a discrete spectrum and therefore its dynamics is quasiperiodic. Thus strictly speaking, in terms of positive Kolmogorov entropy isolated quantum systems are non chaotic [181]. Another property should lead to quantum thermalization.

The eigenvalue thermalization hypothesis (ETH) [182, 183] (see also Chaps. 17 and 19), applies for strongly coupled quantum systems which therefore possess a Wigner-Dyson distribution of energy gaps [184]. The conjecture is that the expectation value of any operator $\hat{A}$ will relax asymptotically to its microcanonical value, with the notation of Eq. (1.7) and $A_{jj} = \langle j | \hat{A} | j \rangle$:

\[
\sum_j |c_j|^2 A_{jj} = \langle A \rangle_{\text{microcan}}(E_0) = \frac{1}{\mathcal{N}_{E_0 \Delta E}} \sum_{|E_0 - E_j| < \Delta E} A_{jj}
\]  

(1.56)

where $E_0$ is the mean energy of the initial state, $\Delta E$ is the half-width of an appropriately chosen energy window centred at $E_0$, and $\mathcal{N}_{E_0 \Delta E}$ the normalization. The ETH hypothesis has been extensively tested numerically and has been found to apply in sufficiently large and complex systems [13, 185–188]. One should comment that the popular bath composed of noninteracting harmonic oscillators does not fulfil the requirements of the eigenvalue thermalization hypothesis, its ergodic properties being weak because it is a quasi-free system with additional constants of motion.

We can now apply the ETH to a small quantum system coupled to a finite strongly coupled bath. In this case we expect the system to converge to a canonical state. The operators of interest are local in the system. Therefore according to the ETH we expect them to relax to a value which is determined by the bath mean energy with a correction to the finite heat capacity of the bath. This idea has been tested for a system consisting of a one and two qubits and a bath consisting of 32 or 34 strongly and randomly coupled spins. The initial state of the bath was a random phase thermal wavefunction. A Hilbert size of $\sim 10^{11}$ employed for the study is on the limit of simulation by currently available classical computers. The ETH proved to be correct with respect to the asymptotic system expectation values [189, 190]. In addition, for
the one qubit case a Bloch-type equation with time-dependent coefficients provides a simple and accurate description of the dynamics of a spin particle in contact with a thermal bath. A similar result was found for the 2-qubit system with a variety of bath models.

1.5.5 Concluding Remarks

The recent rapid development in the field of quantum thermodynamics is intimately connected to the quantum theory of open systems and strongly influenced by the ideas and methods of quantum information. The new directions of theoretical research are stimulated by the fast technological progress in construction and precise control of micro(meso)scopic devices for information processing and energy transduction. The implementations cover a vast spectrum of physical systems including quantum optical, superconducting, solid state or based on organic molecules devices. The operation conditions for all these systems require refrigeration.

These emerging technologies pose problems of reliability, scalability and efficiency, related to the fundamental principles of thermodynamics, which have to be properly extended to the quantum domain. This extension is a highly nontrivial and controversial task because the standard simplifications used for macroscopic systems are generally not valid at micro(meso)scopic scale, short time-scales and at the presence of strong correlations. Therefore, even the unique definitions of fundamental notions like heat, work and entropy are available only in the limiting cases. Although most of the results suggest that the laws of thermodynamics are still valid in the averaged sense, the role of quantum effects remains an open problem.

One can expect that the further analysis of particular models like quantum heat/chemical engines, quantum pumps, quantum clocks or quantum switches, including mechanisms of feedback and self-oscillations should provide new inputs for improvement and new designs of quantum thermodynamic machines.
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Part I
Continuous and Discrete Quantum Heat Devices
The efficiency of cyclic heat engines is limited by the Carnot bound. This bound follows from the second law of thermodynamics and is attained by engines that operate between two thermal baths under the reversibility condition whereby the total entropy does not increase. By contrast, the efficiency of engines powered by quantum non-thermal baths has been claimed to surpass the thermodynamic Carnot bound. The key to understanding the performance of such engines is a proper division of the energy supplied by the bath to the system into heat and work, depending on the associated change in the system entropy and ergotropy. Due to their hybrid character, the efficiency bound for quantum engines powered by a non-thermal bath does not solely follow from the laws of thermodynamics. Hence, the thermodynamic Carnot bound is inapplicable to such hybrid engines. Yet, they do not violate the principles of thermodynamics. An alternative means of boosting machine performance is the concept of heat-to-work conversion catalysis by quantum non-linear (squeezed) pumping of the piston mode. This enhancement is due to the increased ability of the squeezed piston to store ergotropy. Since the catalyzed machine is fueled by thermal baths, it adheres to the Carnot bound. We conclude by arguing that it is not quantumness per se that improves the machine performance, but rather the properties of the baths, the working fluid and the piston that boost the ergotropy and minimize the wasted heat in both the input and the output.
2.1 Introduction

Engines transform some form of energy, such as thermal, chemical, mechanical, or electrical energy into useful work. Their efficiency, namely, the ratio of the output work to the input energy, is restricted to 1 at most by energy conservation. Engines converting mechanical (potential, kinetic or rotational) energy into work may, in principle, approach unit efficiency. By contrast, the efficiency of heat-to-work conversion in a cyclic heat engine that operates between cold and hot thermal baths with temperature ratio $T_c/T_h$ is independent of the specific design and limited by the universal Carnot bound [1]. This bound follows from the second law of thermodynamics under the reversibility condition, whereby the total (combined) entropy of the engine and the two baths is unaltered over a cycle [2].

As opposed to standard heat engines (HE) conforming to the above description, diverse models of cyclic engines energized by quantum non-thermal baths have been suggested to surpass the Carnot bound [3–12]. Until recently, there has been no clear, rigorously founded answer to the questions: Is there a common mechanism for such surpassing? And if there is, does it not violate the second law? The issue is even broader: In many models the engine comprises quantum-mechanical ingredients whose purpose is to provide a “quantum advantage” or “quantum supremacy” [3–31]. What are, if any, their common operational principles and their impact on the performance? In particular, can we assess their maximum efficiency from the second law via the reversibility condition as in standard HE?

Here we present an overview of our recent endeavor [9, 32–34] to resolve the foregoing principle issues of cyclic quantum machines fuelled by arbitrary baths: The fundamental aspect of this endeavor has been the understanding of the role played by the first and second laws in quantum dissipative processes that characterize bath-powered engines. It is widely accepted [10, 13, 20, 25, 26, 29, 35–44] that the second law applied to quantum relaxation processes is faithfully rendered by Spohn’s inequality [45]. According to this inequality, the entropy change of a system that interacts with a thermal bath is bounded from below by the exchanged energy divided by the bath temperature. We have shown [33], however, that the bound on entropy change in quantum dissipative processes crucially depends on whether the state of the system is non-passive. The definition of a non-passive state [46–48] is that its energy can be unitarily reduced until the state becomes passive, thereby extracting work. The maximum amount of work extractable from such states (their “work capacity”) has been dubbed “ergotropy” in Ref. [48]. Non-passive states may thus be thought of as “quantum batteries” [49–51]. Examples of non-passive states are squeezed or coherent states of a harmonic oscillator [9, 22, 52].

The significance of non-passivity [9, 25, 26, 29, 32, 46–56] as a work resource in bath-powered engines has been demonstrated by us in our classification [9, 32, 33] of such machines according to their operation principle, as discussed below:

- **Machines of the first kind** are fuelled by a non-thermal bath, such as a squeezed thermal [7] or coherently-displaced thermal bath [55], that render the working fluid (WF) steady-state non-passive [22, 25, 26, 46–48, 52]. We have pointed out [9, 32,
that in such machines the energy imparted by the non-thermal bath consists of a part that increases the ergotropy of the WF and an entropy-changing part that changes the WF’s passive energy. This division of the transferred energy into work-like and heat-like contributions implies that the efficiency of machines of the first kind does not have a thermodynamic bound that may be deduced from the reversibility condition expressed by the second law. This becomes clear when the energy of the non-thermal bath has no thermal component and is pure ergotropy: The engine can then deliver work without heat input. Hence, such machines may be thought of as hybrid thermo-mechanical engines. Their efficiency bound cannot be properly compared with the Carnot bound, since the latter is a restriction imposed by the second law on heat [2] but not on work imparted by the bath.

- **Machines of the second kind** are heat engines wherein the WF is thermalized, i.e., is rendered passive by the bath, be it thermal or non-thermal. Hence, the entire energy transfer from the bath to the WF corresponds to heat. In addition to standard HE, machines of the second kind are exemplified by the pioneering model introduced by Scully and co-workers [3] of a Carnot heat engine powered by partly-coherent three-level atoms (dubbed “phaseonium”) that interact with a cavity-mode WF as they cross the cavity. The surprising finding [3] was that a beam of such “phaseonium” atoms may be treated as a non-thermal, quantum-coherent bath that, for an appropriate phase \( \varphi \) of the interlevel coherence, can thermalize the cavity field to a temperature \( T_\varphi > T \), where the latter is the atoms’ temperature without coherence. Machines of the second kind act as a genuine heat engine, whose efficiency is limited by the Carnot bound, but the one corresponding to the real temperature of the WF, i.e., \( T_\varphi \).

Instead of quantum machines fueled by non-thermal baths [9, 32], which adhere to rules that differ from those of quantum heat engines, we may also consider machines fueled by thermal baths but still allow for an enhanced ergotropy of the piston state. We show that the non-linear pumping of the piston mode provides a powerful boost on the performance of the machine [34], i.e., its output power and efficiency which is determined by the capacity of the piston state to store work, i.e., its ergotropy. Finally, we discuss the question: Is the engine performance in the above scenarios determined by quantumness, i.e., the quantum features of the setup? The topics outlined above are to be discussed in detail in the sections that follow.

### 2.2 Energy Exchange Between a Driven System and a Bath

The distinction discussed above between machines of first and second kind is due to the different nature of their system-energy exchange in the quantum domain. Consider an initially prepared state \( \rho_0 \) of a quantum system that evolves into a state \( \rho(t) \) under the action of a Hamiltonian \( H(t) \) and a bath. In general, the bath and/or the system may be in a non-thermal state. The change in the system energy \( E(t) = \text{Tr}[\rho(t)H(t)] \) is decomposed as follows [35, 36],
\[
\Delta E(t) = W(t) + \mathcal{E}_d(t). \tag{2.1}
\]

Here the first term
\[
W(t) := \int_0^t \text{Tr}[\rho(t') \dot{H}(t')] dr' \tag{2.2a}
\]
is the work [46] that is either extracted or invested by an external source, as in driven engines [26]. The second term
\[
\mathcal{E}_d(t) := \int_0^t \text{Tr}[\dot{\rho}(t') H(t')] dr' \tag{2.2b}
\]
is the energy change of the system due to its dissipative interaction with the bath.

We now further decompose \( \mathcal{E}_d(t) \) according to the associated entropy change, which naturally relates to the concept of non-passive states and ergotropy [46–48]: The energy \( E \) of a state \( \rho \) can be decomposed into ergotropy \( \mathcal{W} \geq 0 \) and passive energy \( E_{\text{pas}} \). Ergotropy is defined as the maximum amount of work extractable from \( \rho \) by means of unitary transformations and reads
\[
\mathcal{W}(\rho, H) := \text{Tr}(\rho H) - \min_U \text{Tr}(U \rho U^\dagger H) \geq 0, \tag{2.3}
\]
where the minimization is over all possible unitary transformations \( U \). Passive energy, by contrast, cannot be extracted as useful work in a cyclic, unitary, fashion. For a state \( \rho \), there is a passive state \( \pi = V \rho V^\dagger \) that only contains passive energy, where \( V \) is the unitary that minimizes the second term on the r.h.s. of Eq. (2.3). The corresponding passive energy is \( E_{\text{pas}} = \text{Tr}[V \rho V^\dagger H] = \text{Tr}[\pi H] \) such that the energy of the state \( \rho \) can be written as
\[
E = E_{\text{pas}} + \mathcal{W} = \text{Tr}[\pi H] + \text{Tr}[(\rho - \pi) H]. \tag{2.4}
\]

Since \( \rho \) and \( \pi \) are related by a unitary transformation, their entropies \( S(\rho) = S(\pi) \) coincide. Here \( S(\rho) = -k_B \text{Tr}[\rho \ln \rho] \) is the von Neumann entropy of the state \( \rho \). This observation motivates the decomposition of the dissipative energy change (2.2b) as
\[
\mathcal{E}_d(t) = Q(t) + \Delta \mathcal{W}|_{d}(t). \tag{2.5}
\]

Here
\[
Q(t) := \int_0^t \text{Tr}[\dot{\pi}(t') H(t')] dr' \tag{2.6a}
\]
is associated with a change in the passive state and thus a change in entropy. In analogy to thermodynamics, due to its entropy-changing character, we refer to Eq. (2.6a) as heat. While \( Q(t) \) is the dissipative (non-unitary) change in passive energy, the second contribution in Eq. (2.5),
\[ \Delta W |_{d}(t) := \int_{0}^{t} \text{Tr} \left[ \left( \dot{\rho}(t') - \dot{\pi}(t') \right) H(t') \right] dt', \quad (2.6b) \]

is the dissipative (non-unitary) change in the system ergotropy due to its interaction with the bath. If the system state is always passive, Eqs. (2.6a) and (2.2b) coincide.

Hence, the system ergotropy may increase in a non-unitary fashion due to interaction with a bath and be subsequently extracted from the system in the form of work via a suitable unitary process \[57\]. Any unitary change in passive energy due to the time-dependence of the Hamiltonian contributes to the work (2.2a). The decomposition of the exchanged energy (2.5) into dissipative changes in passive energy (2.6a) and ergotropy (2.6b), is a new unraveling of the first law of thermodynamics for quantum systems \[33\].

The energies (2.6) are, in general, process variables and thus depend on the evolution path. By contrast, for a constant Hamiltonian, they become path-independent and reduce to the change in passive energy

\[ Q(t) = \Delta E_{\text{pas}}(t) = \text{Tr}[\pi(t)H] - \text{Tr}[\pi_0 H], \quad (2.7a) \]

and the change in system ergotropy,

\[ \Delta W |_{d}(t) = \Delta W(t) = W(\rho(t)) - W(\rho_0), \quad (2.7b) \]

respectively.

### 2.3 Reversibility and Entropy Production

In this section we derive the bound on the entropy change of a quantum system that is in contact with a (thermal or non-thermal) bath \[33\] based on our above analysis (see Chap. 28). A tight estimate of entropy change is required to deduce the maximum work obtainable from cyclic quantum machines. We use the division (2.6) discussed above to derive a bound that is much tighter than that obtained from the second law (non-negative entropy production) \[2\] in scenarios where non-passive states of the WF are involved.

In non-equilibrium thermodynamics, a dissipative processes is irreversible if the total entropy of the system and the bath combined increases (positivity of its entropy production) \[2\]. This criterion translates into Spohn’s inequality for the entropy production rate \[45\] by quantum systems that are weakly coupled to thermal or non-thermal baths,

\[ \sigma := -\frac{d}{dt} S(\rho(t)||\rho_{ss}) \geq 0, \quad (2.8) \]

where \( S(\rho(t)||\rho_{ss}) := k_B \text{Tr}[\rho(t)(\ln \rho(t) - \ln \rho_{ss})] \) is the system entropy relative to its steady state \( \rho_{ss} \). Inequality (2.8) holds for any \( \rho(t) \) that evolves according to a Markovian master equation \[44\].
\[ \dot{\rho} = \mathcal{L}\rho, \quad (2.9) \]

where \( \mathcal{L} \) is a Lindblad operator, the steady-state solution obeying \( \mathcal{L}\rho_{ss} = 0 \). The time-integrated \( (t \to \infty) \) inequality (2.8) then yields the entropy production

\[ \Sigma = S(\rho(t)||\rho_{ss}) \geq 0 \quad (2.10) \]

for the relaxation \( \rho_0 \to \rho_{ss} \). Note that inequality (2.8) may not hold in the non-Markovian [58] and/or strong-coupling regimes, where correlations or entanglement between the system and the bath may be appreciable [44]. By contrast, since the relative entropy is non-negative, Eq. (2.10) is valid for any system-bath coupling, not only in the Born-Markov regime [39, 59].

For a Hamiltonian \( H(t) \) that varies slowly compared to the thermalization time [35], the corresponding master equation is

\[ \dot{\rho}(t) = \mathcal{L}(t)\rho(t), \quad (2.11) \]

where \( \mathcal{L}(t) \) is the same Lindblad operator as in Eq. (2.9), but with time-dependent coefficients (cf. Ref. [35]), and an invariant state \( \rho_{ss}(t) \) that satisfies \( \mathcal{L}(t)\rho_{ss}(t) = 0 \). The generalization of inequality (2.8) to the case of (2.11) then leads, following integration, to

\[ \Delta S = S(\rho_{ss}(\infty)) - S(\rho_0) \geq -k_B \int_0^\infty \text{Tr} \left[ \left( \mathcal{L}(t)\rho(t) \right) \ln \rho_{ss}(t) \right] dt. \quad (2.12) \]

If the time-dependent interaction is with a thermal bath at temperature \( T \), then

\[ \rho_{ss}(t) = \rho_{th}(t) = \frac{1}{Z(t)} \exp \left( -\frac{H(t)}{k_B T} \right) \quad (2.13) \]

is a thermal state for \( H(t) \). Inequality (2.12) then yields

\[ \Delta S \geq \frac{1}{T} \int_0^\infty \text{Tr} \left[ \dot{\rho}(t)H(t) \right] dt = \frac{\mathcal{E}_d}{T}, \quad (2.14) \]

\( \mathcal{E}_d \) being the long-time limit \( (t \to \infty) \) of the energy dissipated by the thermal bath.

We have pointed out [33] that the second law (non-negative entropy production) may overestimate the actual system entropy change. This can be seen upon examining the relaxation of an initially non-passive state \( \rho_0 \) to a (passive) thermal state \( \rho_{th} \) through its interaction with a thermal bath at temperature \( T \). According to the decomposition (2.5) of \( \mathcal{E}_d \), Eq. (2.14) can be written as

\[ \Delta S \geq \frac{\mathcal{E}_d}{T} = \frac{Q + \Delta W|_{\text{d}}}{T}. \quad (2.15) \]
The second law thus reflects the entropy change bound to the total exchanged energy (2.2b). However, as pointed out before, this energy can be decomposed into the two contributions (2.6), where only (2.6a) is associated to a change in entropy. Therefore, we contend that Eq. (2.15) ought to be replaced by a much tighter inequality that does not account for dissipated ergotropy, as explained below for different cases.

2.3.1 Entropy Change in a Thermal Bath: Constant Hamiltonian

Entropy is a state variable [2], hence $\Delta S = S(\rho_{th}) - S(\rho_0)$ is only determined by the initial state $\rho_0$ and the (passive) thermal steady state $\rho_{th}$. Yet, Spohn’s inequality (2.10) applied to alternative evolution paths from $\rho_0$ to $\rho_{th}$, may give rise to different inequalities for the same $\Delta S$. In particular, we can choose a path that does not involve any dissipation of ergotropy to the bath, i.e., it corresponds to first performing a unitary transformation to the passive state, $\rho_0 \mapsto \pi_0$, then bringing this state in contact with the thermal bath, where it relaxes to the thermal steady-state $\rho_{th}$. Inequality (2.10) applied on this path yields [33]

$$\Delta S \geq \frac{Q}{T},$$

(2.16)

where $Q$ is the same heat exchange as in Eq. (2.15).

In case of actual evolution, the system ergotropy decreases as a result of the relaxation caused by the thermal bath, from $\mathcal{W}_0 \geq 0$, the ergotropy of the initial state $\rho_0$, down to vanishing ergotropy in the thermal steady state, so that

$$\Delta \mathcal{W}|_d = -\mathcal{W}_0 \leq 0.$$  

(2.17)

Hence, inequality (2.16) implies inequality (2.15).

2.3.2 Entropy Change of a System in a Thermal Bath: Time-Dependent Hamiltonian

As mentioned above, $Q$ and $\Delta \mathcal{W}|_d$ on the r.h.s. of Eq. (2.15) are path-dependent if the Hamiltonian $H(t)$ slowly varies [35]. This means that they depend not only on the initial state $\rho_0$ and the steady state $\rho_{th}(\infty)$, which is a thermal state under the Hamiltonian $H(\infty)$. In particular, the path may be such that the time-dependent Hamiltonian generates a non-passive state at some point, even if the initial state is passive and the bath is thermal. Accordingly, we may choose a path void of initial ergotropy by extracting the ergotropy of the initial state by a unitary process prior to the interaction with the bath, thus resulting in the passive state $\pi_0$. If subsequently,
this passive state is placed into contact with the thermal bath, it results in the steady state $\rho_{\text{th}}(\infty)$. Our revised inequality for the latter step yields \[\Delta S \geq \frac{Q'}{T},\] (2.18)

where

$$Q' := \int_0^\infty \text{Tr}[\dot{\rho}(t)H(t)]dt$$

(2.19)

is the heat exchanged with the bath along the chosen path. Here $\rho(t)$ is the solution of the same thermal master equation that governs $\rho(t)$ but with the passive initial condition $\rho_0 = \pi_0$. For a constant Hamiltonian, Eq. (2.18) coincides with Eq. (2.16).

### 2.3.3 Entropy Change of a System in a Non-thermal Bath

We next consider the case of a system that interacts with a non-thermal bath while its Hamiltonian is kept constant. Due to this interaction, the system relaxes to the non-passive steady state $\rho_{ss} = U\pi_{ss}U^\dagger$. (2.20)

The entropy production (2.10) during the relaxation process $\rho_0 \mapsto \rho_{ss}$ then evaluates to

$$S(\rho_0||\rho_{ss}) = S(\tilde{\rho}_0||\pi_{ss}) \geq 0,$$

(2.21)

which equals the entropy production during the fictitious relaxation process $\tilde{\rho}_0 \mapsto \pi_{ss}$, where $\tilde{\rho}_0 := U^\dagger\rho_0U$.

In order to obtain the tightest inequality for the entropy change $\Delta S$, we here, instead of (2.10), propose the following relative-entropy inequality,

$$S(\pi_0||\pi_{ss}) \geq 0.$$  

(2.22)

As before, the motivation for Eq. (2.22) is that the entropy of any state $\rho$ is the same as its passive counterpart $\pi$. A general proof that Eq. (2.22) is indeed a tighter inequality for $\Delta S$ than Eq. (2.21) can be found in Ref. [33].

We now consider the situation when the working fluid is a single-mode harmonic oscillator in a Gaussian state, i.e., an experimentally relevant [11] special case where the passive steady state is thermal, $\pi_{ss} = \rho_{\text{th}}$. As shown in Ref. [60], the system evolution (determined by a Markovian master equation [44] with Liouvillian $\mathcal{L}_T$) is then unitarily equivalent to the interaction of a transformed state $\tilde{\rho}(t)$ with a thermal bath, which is described by the Liouvillian $\mathcal{L}_{\text{th}}$ (Fig. 2.1). Inequality (2.21) then yields
Two alternative evolution paths between $\rho_0$ and $\rho_{ss}$. The underlying assumptions and the equivalence between the two paths are given in [33]: The solid (physical) path corresponds to the interaction of the system with a non-thermal bath whereas the dashed path consists of two unitary transformations and the interaction with a thermal bath. Figure adapted from [33].

\[ \Delta S \geq \frac{\tilde{E}_d}{T}, \quad (2.23) \]

where $\tilde{E}_d$ is the change in the energy $\tilde{E} = \text{Tr}[\tilde{\rho}H]$ of the unitarily transformed state $\tilde{\rho}$, as it relaxes from $\tilde{\rho}_0$ to $\tilde{\rho}_{th}$ (second step in the dashed path in Fig. 2.1). By contrast, inequality (2.22) keeps track of the initial ergotropy and evaluates to Eq. (2.16).

Hence, inequalities (2.16) and (2.18) also apply to the situation where the non-thermal bath relaxes the system to a state of the form $\rho_{ss} = U\rho_{th}U^\dagger [33]$. The latter state naturally arises in machines of the first kind fuelled by a squeezed thermal bath [7].

### 2.4 Efficiency Bound of Cyclic Quantum Engines Powered by Thermal or Non-thermal Baths

Based on the results of the previous section, we here show that reversible operation according to the second law does not yield a proper efficiency bound of cyclic engines fuelled by non-thermal baths whenever such baths impart both heat and ergotropy to the WF. This inadequacy, as discussed above, is due to the fact that the second law does not discern between dissipative changes in passive energy and ergotropy.

Here we consider a broad class of cyclic quantum engines (Fig. 2.2) that operate between a cold thermal bath (at temperature $T_c$) and a hot (thermal or non-thermal) bath, while being subject to a time-dependent drive (the “piston” [35]). The “hot” non-thermal bath is assumed to produce a non-passive state of the WF whose passive counterpart is thermal with temperature $T_h > T_c$. For a harmonic-oscillator (HO) WF interacting with a squeezed thermal bath [44, 61], $T_h$ is the temperature that the bath had before its squeezing. We allow the WF Hamiltonian to slowly change during the interaction with the baths [35]. We only require that the WF attains its steady state by the end of the energizing stroke where it interacts with the hot bath and the stroke where it interacts with the cold bath.
A quantum engine cyclically converts energy obtained from a non-thermal (e.g., squeezed thermal) bath into useful work that is extracted by a piston. In each cycle, the non-thermal bath provides the energy $E_d$, and a fraction thereof is converted into work and an amount $E_d, c$ is dumped into the cold thermal bath. Figure adapted from [33].

The energizing stroke is described by a master equation [44] that evolves the WF to a non-passive state $\rho_{ss}(\infty) = U \rho_{th}(\infty) U^\dagger$. To obtain the efficiency bound, we need to extract the ergotropy from the WF (by the piston via a suitable unitary transformation) before its interaction with the cold bath. In continuous cycles where both baths are simultaneously coupled to the WF [19, 26, 62], part of the ergotropy may then be dissipated into the cold bath, so that such cycles are inherently less efficient than stroke cycles. For time-dependent Hamiltonians, the requirement that $H(t)$ commutes with itself at all times, e.g., a HO with time-independent eigenstates, will be adopted in this chapter for any interaction of a system with a bath, since Hamiltonians that do not commute with themselves at different times reduce the efficiency via “quantum friction” [20, 63].

The entropy changes in the two strokes of the WF-bath interactions obey

$$\Delta S_c \geq \frac{\mathcal{E}_{d, c}}{T_c},$$

$$\Delta S_h \geq \frac{Q_h}{T_h}. \quad (2.24a)$$

Here $\mathcal{E}_{d, c} \leq 0$ is the change in the WF energy due to its interaction with the cold (thermal) bath and $Q_h \geq 0$ is the heat that the WF would have received, if the initial state was passive and the non-thermal bath were thermal (as in Eq. (2.19) and Fig. 2.1). The WF cyclically returns to its initial state, therefore $\Delta S = \Delta S_c + \Delta S_h = 0$ over a cycle. These two conditions yield the inequality

$$\frac{\mathcal{E}_{d, c}}{T_c} + \frac{Q_h}{T_h} \leq 0. \quad (2.25)$$

Correspondingly, energy conservation over a cycle yields

$$\mathcal{E}_{d, c} + \mathcal{E}_{d, h} + W = 0, \quad (2.26)$$
where $E_{d,h}$ is the dissipative energy change of the WF due to its interaction with the hot non-thermal bath (Fig. 2.2).

The engine efficiency is defined as the ratio of the extracted work to the total energy (heat and ergotropy) $E_{d,h}$ imparted by the hot (non-thermal or thermal) bath. Here we assume $E_{d,c} \leq 0$ and $E_{d,h} \geq 0$. The efficiency then reads

$$\eta := \frac{-W}{E_{d,h}} = 1 + \frac{E_{d,c}}{E_{d,h}}.$$  \hfill (2.27)

From condition (2.25) it then follows that

$$E_{d,c} \leq -\frac{T_c}{T_h} Q'_d,$$  \hfill (2.28)

which restricts the efficiency to

$$\eta \leq 1 - \frac{T_c}{T_h} \frac{Q'_d}{E_{d,h}} =: \eta_{\text{max}}.$$  \hfill (2.29)

The efficiency bound (2.29) does not only depend on the two temperatures [33]. The bath characteristics (e.g., its squeezing parameter) determine the ratio $Q'_d/E_{d,h}$ of the heat (2.19) to the total energy input from the hot bath. Eq. (2.29) holds in the regime where the hot bath supplies energy and increases the WF entropy, $Q'_h \geq 0$ and $E_{d,h} > 0$. The bound (2.29) is then limited by unity, $\eta_{\text{max}} \leq 1$. Unity efficiency is reached in the “mechanical”-engine limit, $Q'_h \to 0$, where the hot non-thermal bath only provides ergotropy. In the heat-engine limit, $Q'_h \to E_{d,h}$, where only heat but no ergotropy is supplied by the hot bath, Eq. (2.29) reduces to the Carnot bound

$$\eta_{\text{Carnot}} = 1 - \frac{T_c}{T_h}.$$

By contrast, the bound $\eta_{\Sigma}$ that follows from the non-negativity of the entropy production may surpass 1 which is unphysical (see Ref. [10]). This can be seen from the second-law condition on entropy change over a cycle,

$$\frac{E_{d,c}}{T_c} + \frac{\tilde{E}_{d,h}}{T_h} \leq 0.$$  \hfill (2.30)

Here $\tilde{E}_{d,h}$ is the energy change during the interaction with the thermal bath along the dashed path in Fig. 2.1, so that

$$\eta \leq 1 - \frac{T_c}{T_h} \frac{\tilde{E}_{d,h}}{E_{d,h}} =: \eta_{\Sigma}.$$  \hfill (2.31)

The bound in (2.31) exceeds 1 if $\tilde{E}_{d,h} < 0$, which occurs under excessive bath squeezing, as explained below. The interaction with the effective thermal bath, which proceeds along the dashed path in Fig. 2.1, then reduces the WF energy, whereas the
interaction with the non-thermal bath along the solid path increases the WF energy. By contrast, $\eta_{\text{max}}$ in (2.29) advocated by us does not exceed 1.

The reason for the unphysicality of (2.31) becomes clear when the Hamiltonian is constant during the hot-bath stroke. Then

$$\tilde{E}_{d,h} = \tilde{Q} + \tilde{\Delta W}_{d},$$

(2.32)

where $\tilde{\Delta W}_{d} \leq 0$ is the ergotropy lost to the effective thermal bath in the second stage of the dashed path (Fig. 2.1). The more we squeeze the non-thermal bath, the more ergotropy is lost to the effective thermal bath, until the regime $\tilde{E}_{d,h} < 0$ is attained, causing Eq. (2.31) to exceed 1.

There exists a regime [9], wherein such a machine of the first kind acts simultaneously as an engine and a refrigerator that cools the cold bath. In this regime $E_{d,c} > 0$ and $Q'_{d,h} < 0$. Then also the cold bath provides energy to the WF and the efficiency becomes

$$\eta = \frac{-W}{E_{d,h} + E_{d,c}} = \frac{E_{d,h} + E_{d,c}}{E_{d,h} + E_{d,c}} = 1.$$  

(2.33)

Namely, it is not restricted by any condition on $\Delta S$ and hence by the second law.

2.5 Stroke-Based Quantum Engines Powered by Non-thermal Baths

2.5.1 Machines of the First Kind

We now consider explicit examples of stroke-based (“reciprocal”) bath-powered engine cycles which are not restricted by the second law, but by other constraints on their entropy. These cycles conform to the classification of the engine as a machine of the first kind in the introduction.

2.5.1.1 Modified Otto Cycle Powered by a Squeezed Thermal Bath

We first consider machines powered by a squeezed thermal bath that obey the modified Otto cycle proposed in [9]. In addition to the two isentropic strokes (adiabatic compression and decompression of the WF) and the two isochoric strokes (interaction with the baths under a fixed Hamiltonian) of the standard quantum Otto cycle [64], we add one additional ergotropy-extraction stroke. The latter may be implemented by abruptly ramping up the HO frequency and then gradually ramping this frequency down [65–67]. This cycle is schematically shown in Fig. 2.3a.

As the interaction of the WF with the bath is isochoric, we have $Q'_{h} = \Delta E_{\text{pas},h}$ and $E_{d,h} = \Delta E_{\text{pas},h} + \Delta W_{h}$, where $\Delta E_{\text{pas},h}$ is the passive energy change and $\Delta W_{h}$
Fig. 2.3  \(a\) Modified Otto cycle for an oscillator WF and a squeezed thermal bath: In the first stroke the work \(W_1\) is invested by the piston to compress the (thermal) WF. The second stroke consists of the interaction of the WF with a squeezed thermal bath, from which passive energy \(Q_h\) and ergotropy \(\Delta\mathcal{W}_h\) is imparted to the WF. As a modification of the standard Otto cycle, now a unitary transformation is performed on the WF to extract its ergotropy in the form of work \(W_{\text{non-pas}}\). The WF is now passive (thermal) and the work \(W_{\text{th}}\) is extracted by the piston by expanding the WF, as in the standard Otto cycle. Finally, the cycle is closed by the interaction of the WF with a cold thermal bath at temperature \(T_c\) to which the heat \(Q_c\) is released. \(b\) Equivalent hybrid machine yielding the same work and efficiency as the modified Otto cycle in \(a\): Instead of being fuelled by a squeezed thermal bath, the WF first interacts with a hot thermal bath at temperature \(T_h\) that provides the heat \(Q_c\). Afterwards, an external work reservoir (e.g., a battery) investes the work \(W_{\text{ext}}\) to squeeze the WF. This increases the WF ergotropy by the same amount \(\Delta\mathcal{W}_h\) that the squeezed thermal bath produced in \(a\). This demonstrates the hybrid character of machines of the first kind. Figure adapted from [9].
is the ergotropy change, respectively. The efficiency bound (2.29) of this Otto-like cycle then reads
\[ \eta_{\text{max}} = 1 - \frac{T_c}{T_h} \frac{\Delta E_{\text{pas},h}}{\Delta E_{\text{pas},h} + \Delta W_h}. \] (2.34)

In general, any engine cycle wherein the interaction with the hot bath is isochoric and sufficiently long (for the WF to reach steady state) abides by the bound (2.34).

The interaction of the WF with the squeezed thermal bath is governed by the master equation [61]
\[
\dot{\rho} = \kappa (N + 1)D(a, a^\dagger)[\rho] + \kappa N D(a^\dagger, a)[\rho] - \kappa M D(a, a)[\rho] - \kappa M D(a^\dagger, a^\dagger)[\rho].
\] (2.35)

Here the dissipator is defined as
\[
D(A, B)[\rho] := 2A\rho B - BA\rho - \rho BA.
\]

\[\bar{n}_h = [\exp(\hbar \omega/[k_B T_h]) - 1]^{-1}\]

being the thermal excitation number of the bath at the WF-oscillator frequency \(\omega\) and \(r\) the squeezing parameter.

The steady state of Eq. (2.35) is a squeezed thermal state of the WF. The deviation of the squeezed WF’s excitation number from thermal equilibrium is [61]
\[
\Delta \bar{n}_h = (2\bar{n}_h + 1) \sinh^2(r) > 0.
\] (2.37)

The efficiency bounds \(\eta_{\Sigma}\) [Eq. (2.31)] and \(\eta_{\text{max}}\) [Eq. (2.34)] then evaluate to [33]
\[
\eta_{\Sigma} = 1 - \frac{T_c}{T_h} \frac{\bar{n}_h - \bar{n}_c - \Delta \bar{n}_c}{\bar{n}_h + \Delta \bar{n}_h - \bar{n}_c}
\] (2.38)

and
\[
\eta_{\text{max}} = 1 - \frac{T_c}{T_h} \frac{\bar{n}_h - \bar{n}_c}{\bar{n}_h + \Delta \bar{n}_h - \bar{n}_c}.
\] (2.39)

The efficiency of the modified Otto cycle evaluates to [9]
\[
\eta = 1 - \frac{(\bar{n}_h - \bar{n}_c)\omega_c}{(\bar{n}_h + \Delta \bar{n}_h - \bar{n}_c)\omega_h}.
\] (2.40)

Equation (2.40) holds for \(E_{d,c} \leq 0\); for \(E_{d,c} \geq 0\) the machine operates as an engine and a refrigerator for the cold bath with \(\eta = 1\) [Eq. (2.33)]. The machine acts as an engine for \(E_{d,h} \geq 0\), i.e., it delivers work for \(\bar{n}_h + \Delta \bar{n}_h \geq \bar{n}_c\). In Fig. 2.4 we compare \(\eta_{\Sigma}\) [Eq. (2.38)] obtained from the reversibility condition with the physical bound \(\eta_{\text{max}}\) [Eq. (2.39)] discussed above.
Fig. 2.4 Efficiency (2.40) of the modified Otto cycle as a function of a the frequency ratio and b the squeezing parameter. The second-law bound $\eta_{\Sigma}$ [Eq. (2.38)] does not limit the efficiency and may even surpass 1. By contrast, the bound (2.39) interpolates between the Carnot bound (in the heat-engine limit) and unity (in the mechanical-engine limit). Parameters: $T_\text{h} = 3T_\text{c}$ and a $r = 0.5$ and b $\omega_\text{c} = \omega_\text{h}/2$. Figure adapted from [33].

The difference between a standard heat engine (which, by definition, is energized exclusively by heat) and this hybrid (thermo-mechanical) machine of the first kind becomes apparent in the extreme case $T_\text{c} = T_\text{h} = 0$ ($\bar{n}_\text{c} = \bar{n}_\text{h} = 0$). A machine of the first kind can then still deliver work,

$$W = -\hbar(\omega_\text{h} - \omega_\text{c})\Delta\bar{n}_\text{h} < 0,$$

(2.41)

although no heat is imparted to the WF by the (pure-state) bath. The machine is then an effectively mechanical engine, energized by $E_\text{d,h} = \hbar\omega_\text{h}\Delta\bar{n}_\text{h} > 0$, which is pure ergotropy transfer from the zero-temperature bath. The WF energy increase in the second stroke is then effectively isentropic and does not involve any net heat exchange with the bath (Fig. 2.5).
2.5.1.2 An Equivalent Hybrid Cycle

The above modified Otto cycle (Fig. 2.3a) may be replaced by an equivalent cycle (Fig. 2.3b) involving a hot thermal bath at temperature $T_h$ and an external work source (which is not the piston) [9]. After the second stroke this external work source performs a unitary transformation on the thermal WF state that transforms it into the same non-passive state that it would become via contact with a non-thermal bath. The amount of work invested by this device is the same ergotropy of the WF state that a non-thermal bath would provide. This equivalent cycle demonstrates the hybrid thermo-mechanical nature of the engine. The equivalence of this cycle and the modified Otto cycle follows from our analysis, whereby the heat provided by the non-thermal bath is the same as the heat that a thermal bath at temperature $T_h$ would have provided [cf. Eq. (2.25)]. The energy surplus imparted by the non-thermal bath was identified to be the work obtained from ergotropy. This equivalence supports our conclusion that the maximum efficiency of this cycle is not a thermodynamic bound, since the work imparted by the auxiliary work reservoir is not bounded by the second law of thermodynamics, whereas the heat exchanges are.

2.5.1.3 Modified Carnot Cycle Powered by a Squeezed Thermal Bath

We finally consider a cycle powered by a squeezed thermal bath that comprises the four strokes of the ordinary thermal Carnot cycle [1, 2] and an additional ergotropy-extraction stroke (stroke 3 in Fig. 2.6). Stroke 2 is isothermal expansion wherein the state $\varrho(t)$ is always in thermal equilibrium. Hence, from Eq. (2.18) we have $Q'_h = T_h \Delta S_h$ (Fig. 2.7). Stroke 5 is isothermal compression, i.e., $\mathcal{E}_{d,c} = T_c \Delta S_c$. The condition of vanishing entropy change over a cycle corresponds to the equality sign in condition (2.25). Hence, the efficiency of this cycle is the bound $\eta_{\text{max}}$ in Eq. (2.29).
We conclude that the bound $\eta_{\text{max}}$ is lower than $\eta_{\Sigma}$ [33] for all possible engine cycles that contain a “Carnot-like” energizing stroke, namely, a stroke characterized by a slowly-changing Hamiltonian and an initial thermal state at temperature $T_h$, such that $Q'_h = T_h \Delta S_h$. The Carnot-like cycle always operates at the maximum efficiency (2.29), even when both passive thermal energy and ergotropy are imparted by this bath.
Fig. 2.7 Change in entropy (in units of $k_B$) during stroke 2 of the modified Carnot cycle in Fig. 2.6 as a function of the stroke duration obtained by a numerical integration of the master equation. The upper (blue) curve corresponds to the second-law inequality (2.14) which is far from being saturated. By contrast, our proposed inequality (2.18) is saturated (i.e., the equality sign applies) for sufficiently long stroke duration (red lower curve); here $\Delta S_h(t) = S(\rho(t)) - S(\rho_0)$. Parameters: $\omega(t) = (25 - 0.05\kappa\kappa)t$, $k_B T_h = 5\hbar\kappa$ and $r = 0.2$, $\kappa$ being the decay rate of the cavity-mode WF. Figure adapted from [33].

2.5.2 Machines of the Second Kind

There are machines wherein the WF does not draw both work and heat from the non-thermal bath, but is instead thermalized by this bath, in spite of the bath being non-thermal. Then, the excitation $\bar{n}_h + \Delta \bar{n}_h$ corresponds to a real temperature $T_{\text{real}}$ (the WF relaxes to a thermal state with this temperature if left in contact with the non-thermal bath) of the WF [68], such that [9]

$$Q_c + Q_h + W = 0 \quad (2.42a)$$

and

$$\frac{Q_h}{T_{\text{real}}} + \frac{Q_c}{T_c} \leq 0. \quad (2.42b)$$

Thus, in this regime the machine operates as a genuine heat engine whose efficiency is restricted by the Carnot bound

$$\eta = \frac{-W}{Q_h} \leq 1 - \frac{T_c}{T_{\text{real}}} = \eta_{\text{Carnot}} \quad (2.43)$$

corresponding to this real temperature. The (“original”) temperature $T_h$ of the bath, prior to its transformation into a non-thermal state, plays no role; the only temperatures that matter are $T_c$ and $T_{\text{real}}$. These temperatures appear in (2.42b), which, together with the first law (2.42a), gives rise to the Carnot bound (2.43).

For a HO WF, such a machine of the second kind can be realized, e.g., for a cavity being fuelled by a phaseonium bath where $T_{\text{real}} = T_\phi$ [3], by its $N$-level generalization [69], or by a beam of entangled atom dimers [70]. The non-thermal character
of the bath presents an advantage to engine operation only if $T_{\text{real}} > T_h$, which corresponds to $\Delta \tilde{n}_h > 0$. Contrary to machines of the first kind, in machines of the second kind $\Delta \tilde{n}_h$ may, in principle, become negative. This case is exemplified by a phaseonium bath with the wrong choice of phase $\varphi$ [3].

2.6 Catalysis of Heat-to-Work Conversion in Quantum Machines

We have recently shown [34] that under non-linear (quadratic) pumping the piston mode of a quantum heat engine evolves into a squeezed thermal state that strongly enhances its work capacity (ergotropy) compared to its linearly-pumped or unpumped counterparts. The resulting effects are that the output power and efficiency of heat-to-work conversion are drastically enhanced. Yet, since the engine is fueled by thermal baths, its efficiency is limited by the Carnot bound [2]. In describing the enhanced performance of the engine we resort to the concept of catalysis, whereby a small amount of catalyst (here a weak pump) strongly enhances the heat-to-work conversion.

2.6.1 Model of Catalyzed Quantum Heat Engine

Our model of a catalyzed quantum heat engine is shown in Fig. 2.8a. The Hamiltonian has the form ($\hbar = 1$)

$$H_{\text{tot}} = \sum_{j=h,c} (H_{SB}^j + H_B^j) + H_{S+P} + H_{\text{pump}}(t), \quad (2.44)$$

where, $H_{\text{SB}}^j$ is the free Hamiltonian of the cold (c) and hot (h) baths and $H_{SB}^j = \sigma X_B^j$ is their coupling to the WF. The S-P interaction is described by

$$H_{S+P} = H_S + H_P + H_{SP},$$

$$H_S = \frac{1}{2} \omega_0 \sigma Z; \quad H_P = \nu a^\dagger a; \quad H_{SP} = g \sigma Z \otimes (a + a^\dagger). \quad (2.45)$$

The P mode is isolated from the baths. Yet, the latter still modify its energy and entropy (Fig. 2.8) indirectly via S. This implies that the state of the piston cannot be fully cyclic, it must inevitably keep changing.

The catalysis is induced by the coupling of P to a (degenerate) parametric amplifier [61] via the Hamiltonian

$$H_{\text{pump}}(t) = \frac{i}{2} \kappa e^{-2i\nu t} a^{\dagger 2} + \text{h.c.} \quad (2.46)$$
Fig. 2.8  a A schematic diagram of a catalyzed quantum heat engine: The two-level WF, S is continuously coupled to cold and hot thermal baths and to a non-linearly-pumped piston mode P. b Evolution of the Wigner phase-space distribution function of an initial coherent state in the presence ($\kappa \neq 0$) and absence ($\kappa = 0$) of a non-linear pump.

where $|\kappa|$ ($0 < |\kappa| \leq 1$) is the undepleted pumping rate, taken to be real. The quadratic form of $H_{\text{pump}}(t)$ generates squeezing [61]. We show that two not-additive processes may reinforce each other, thereby producing the catalysis: The enhancement of the ergotropy of P and the amplification of P by the S-B coupling.

The present model is realizable by a cavity-based non-linear parametric amplifier [61] that couples to two heat baths with different temperatures and spectra. S can be a superconducting flux qubit that is dispersively coupled to P which can be realized by a phonon mode of a nano-mechanical cantilever [71] or by a field mode [72]. In either realization, the quantized quadrature $a + a^\dagger$ of the P-mode acts on the flux qubit energy $\sigma_Z$ [19].

2.6.2 Model Analysis: Derivation of the Lindblad Master Equation

In order to derive a Lindblad master equation, we first diagonalize the Hamiltonian (2.45) by the unitary transformation

$$a \mapsto b = U^\dagger a U, \quad \sigma_k \mapsto \tilde{\sigma}_k = U^\dagger \sigma_k U; \quad U = \exp\left[\frac{g}{\nu}(a^\dagger - a)\sigma_Z\right]; \quad (k = X, Y, Z).$$

(2.47)

In terms of these new operators, the evolution of the piston mode is found to be [34]

$$\dot{\rho}_P = \frac{\Gamma + D}{2} ([b, \rho_P b^\dagger] + [b^\dagger, \rho_P b]) + \frac{D}{2} ([b^\dagger, \rho_P b] + [b^\dagger, \rho_P b]) + \frac{\kappa}{2} [b^\dagger b, \rho_P(t)] - \frac{\kappa^*}{2} [b^2, \rho_P(t)].$$

(2.48)

Here both the drift (gain or amplification) and diffusion (thermalization) rates
\[ \Gamma = \left( \frac{g}{\nu} \right)^2 \left( (G(\omega_+) - G(\omega_-))\rho_{11} + (G(-\omega_-) - G(-\omega_+))\rho_{00} \right); \]

\[ D = \left( \frac{g}{\nu} \right)^2 \left( (G(\omega_-)\rho_{11} + G(-\omega_+))\rho_{00} \right), \]

(2.49)

depend on the sum of the baths’ response spectra \( G(\omega) = \sum_{j=h,c} G_j(\omega) \) evaluated at frequencies \( \omega_{\pm} = \omega_0 \pm \nu \). They satisfy the Kubo-Martin Schwinger (KMS) condition [44] \( G_j(\omega) = e^{\omega/T_j} G_j(-\omega) \), and \( \rho_{11}, \rho_{00} \) are the populations of the upper and lower states of \( S \). One may verify that even with the original operators (cf. Eq. (2.47)), the master equation for \( P \) to second order in \( g/\nu \) does not change the qualitative nature of our results [34]. Hence, in the following we consider Eq. (2.48) as our starting equation.

For appropriate values of \( G_j(\omega_{\pm}) \) one can achieve gain, i.e., \( \Gamma < 0 \). The following choice is optimal for a heat engine [19, 22]: \( G_h(\omega_0 - \nu) = G_c(\omega_0 - \nu) = 0, \ G_h(\omega_0 + \nu) \gg G_c(\omega_0 + \nu), \ G_c(\omega_0) \gg G_h(\omega_0) \). Namely, the spectral densities of the baths nearly non-overlapping, the cold bath spectral density is centered around \( \omega_0 \) and the hot bath spectral density around \( \omega_0 + \nu \). The sum \( D + \Gamma \geq 0 \), so that \( \Gamma < 0 \), implies \( D/|\Gamma| \geq 1 \).

Equation (2.48) is equivalent to a Fokker–Planck equation for the Wigner quasi-probability distribution function \( W(\alpha) \) [34],

\[ \frac{\partial W}{\partial t} = \left( \frac{\partial}{\partial \alpha} d_{\alpha} + \frac{\partial}{\partial \alpha^*} d_{\alpha^*} \right) W + \left( D + \frac{\Gamma}{2} \right) \frac{\partial^2 W}{\partial \alpha \partial \alpha^*}, \]

(2.50)

where \( d_{\alpha} = \frac{\Gamma}{2} \alpha - \kappa \alpha^* \). For an initial coherent state \( |\alpha(0)\rangle \) of \( P \), corresponding to the Wigner distribution \( W(\alpha, \alpha^*, 0) = \frac{2}{\pi} e^{-2(|\alpha(0)|)^2} \), the solution reads

\[ W(x_1, x_2, t) = \frac{1}{2\pi \sqrt{f_+ f_-}} \exp \left\{ -\frac{1}{2} \left[ f_-(x_1 - x_{10} e^{\Gamma_+ t})^2 + f_+(x_2 - x_{20} e^{\Gamma_- t})^2 \right] \right\}, \]

(2.51)

where \( \Gamma_\pm = -\Gamma/2 \pm |\kappa| \). Here the real variables \( x_1, x_2 \) are defined by \( \alpha = x_1 + ix_2 \), \( x_{10} = \text{Re}[\alpha(0)] \), \( x_{20} = \text{Im}[\alpha(0)] \), and the coefficients \( f_\pm \) are the Gaussian widths

\[ f_\pm = \frac{e^{2\Gamma_\pm t}}{4} + \frac{(D + \frac{\Gamma}{2})}{4\Gamma_\pm} (e^{2\Gamma_\pm t} - 1). \]

(2.52)

Hence under quadratic pumping in the gain regime \( \Gamma < 0 \), the initial coherent-state distribution evolves to a Gaussian with maximal and minimal widths \( f_+ \) and \( f_- \) along the orthogonal axes \( x_1 \) and \( x_2 \) that are determined by the phase of the pump. The maximal width \( f_+ \) grows much faster than the minimal width \( f_- \) (Fig. 2.8b), resulting in enhanced squeezing of the distribution.
2.6.3 Work Extraction Under Non-linear Pumping

The maximum extractable work from $\rho_P$ is its ergotropy

$$W(\rho_P) = \langle H_P(\rho_P) \rangle - \langle H_P(\pi_P) \rangle.$$  \hspace{1cm} (2.53)

Here $\pi_P$ is the corresponding passive state of $P$. The passive state $\pi_P$ corresponding to the Gaussian $\rho_P$ is the thermal (Gibbs) state

$$\pi_P(t) = Z^{-1} e^{-\frac{|H_P|^2}{T_P(t)}}$$  \hspace{1cm} (2.54)

with slowly varying temperature $T_P(t)$. We then find from Eqs. (2.53) and (2.54) the maximal power

$$\mathcal{P}_{\text{max}} = \dot{W} - \dot{W}_{\text{pump}} = \langle \dot{H}_P \rangle - T_P(t)\dot{S}_P(t) - \dot{W}_{\text{pump}}.$$  \hspace{1cm} (2.55)

Equation (2.55) is the net rate of extractable work converted from heat. The first term $\langle \dot{H}_P \rangle$ is the power obtained for a perfectly non-passive state, the second term $-T_P(t)\dot{S}_P$ in (2.55) expresses its passivity increase due to the rise of the temperature $T_P(t)$ and the entropy $S_P$ of $P$, and the third term is the subtracted power supplied by the pump.

As we show, the power may be strongly catalyzed by the pump squeezing (Fig. 2.9a). To obtain a better insight into this catalysis, we compute the engine efficiency bound which is defined as the ratio of the maximal net power output to the heat flux input $\dot{Q}_{SP/h}$,

$$\eta_{\text{max}} = \frac{\dot{W} - \dot{W}_{\text{pump}}}{\dot{Q}_{SP/h}} = \frac{\langle \dot{H}_P \rangle - T_P(t)\dot{S}_P - \dot{W}_{\text{pump}}}{\dot{Q}_{SP/h}},$$  \hspace{1cm} (2.56)

where the heat current from the hot bath to $S+P$ is given by [34]

$$\dot{Q}_{SP/h} = -\omega_+ \Gamma \langle b^\dagger b \rangle + \omega_+ D.$$  \hspace{1cm} (2.57)

Using Eq. (2.48) one finds

$$\langle \dot{H}_P \rangle = \nu \text{Tr} [\dot{\rho}_P b^\dagger b] = -\nu \Gamma \langle b^\dagger b \rangle + \nu D + \nu \kappa \langle b^{12} \rangle + \text{c.c.},$$  \hspace{1cm} (2.58)

$$\dot{W}_{\text{pump}}(t) = \text{Tr} [\rho_P \frac{d}{dt} H_{\text{pump}}(t)] = \nu \kappa \langle b^{12} \rangle + \text{c.c.}$$  \hspace{1cm} (2.59)

Combining Eqs. (2.57)–(2.59), we finally arrive at

$$\langle \dot{H}_P \rangle - \dot{W}_{\text{pump}} = \frac{\nu}{\omega_+} \dot{Q}_{SP/h}.$$  \hspace{1cm} (2.60)
Fig. 2.9  a Output power as a function of the piston frequency for quadratic pumping, linear pumping and without pumping, respectively for $T_c = 0.6T_h$. b Comparison of efficiency in the presence of weak non-linear pumping ($\kappa \neq 0$, and $|\kappa|/|\Gamma| \sim 0.1$) and in absence of any pumping ($\kappa = 0$). c The maximal extractable work (ergotropy) drastically increases in the presence of quadratic pumping compared to its linear and unpumped counterparts (normalized by the initial work capacity) as a function of $|\Gamma|/t$ for an initial coherent state with $|\alpha(0)|^2 \sim 1$.

### 2.6.4 Efficiency Boost

From Eqs. (2.56) and (2.60), the efficiency bound can be expressed as

$$\eta_{\text{max}} = \frac{\nu}{\omega_+} - \frac{\nu \dot{n}_{\text{pas}}}{\hat{Q}_{\text{SP/h}}},$$

(2.61)

where we have used the identity $T_P S_P = \nu \dot{n}_{\text{pas}}$ for Gaussian states that relates the entropy increase to $n_{\text{pas}} = (e^\nu/T_P - 1)^{-1}$, the thermal excitation of the passive state (2.54). Equation (2.61) shows that the efficiency depends on the ratio of $\nu \dot{n}_{\text{pas}}$ to the incoming heat flow. In turn, $\nu \dot{n}_{\text{pas}}$ and $\hat{Q}_{\text{SP/h}}$ depend on the evolving $T_P(t)$ and squeezing parameter $r(t)$ [34] of $P$, and on the expectation values $\hat{x}_{10}, \hat{x}_{20}$, of the quadrature operators $\hat{x}_1$ and $\hat{x}_2$ in the initial state of $P$. 
We can simplify the exact expression of $\eta_{\text{max}}$ using the parametrization of Gaussian states in terms of the squeezing parameter $r(t)$ [34] which relates to the quadrature widths $f_{\pm}$ [cf. (2.52)] of the distribution (2.51),

$$\eta_{\text{max}} = \nu \left( \frac{n_{\text{pas}} + 1/2 \cosh 2r(t)}{n_{\text{pas}} + 1/2} \cosh 2r(t) + \frac{x^2_{10} e^{2r(t)} + x^2_{20} e^{2r(t)}}{\cosh 2r(t)} \right).$$

Then one obtains [34]

$$\dot{n}_{\text{pas}} = -\Gamma (n_{\text{pas}} + 1/2) + (D + \Gamma/2) \cosh 2r(t),$$

$$\dot{Q}_{\text{SP}/h} = \omega_+ (D + \Gamma/2) - \omega_+ \Gamma \left[ (n_{\text{pas}} + 1/2) \cosh 2r(t) + x^2_{10} e^{2r(t)} + x^2_{20} e^{2r(t)} \right].$$

Both $\dot{n}_{\text{pas}}$ and the heat flow are enhanced by the squeezing, but remarkably, the heat flow $\dot{Q}_{\text{SP}/h}$ is more strongly enhanced, which yields an ergotropy increase along with an efficiency increase.

Assuming that $n_{\text{pas}} \gg D/|\Gamma|$, for any Gaussian (squeezed) state the efficiency can be computed as [34]

$$\eta(t) \simeq \frac{\nu}{\omega_+} \left[ 1 - \frac{n_{\text{pas}} + 1/2 \cosh 2r(t)}{n_{\text{pas}} + 1/2} \cosh 2r(t) + (x^2_{10} e^{2r(t)} + x^2_{20} e^{2r(t)}) \right].$$

The efficiency reaches the maximal attainable efficiency $\eta_{\text{max}}$, bounded by the Carnot efficiency [34],

$$\eta_{\text{max}} \equiv \frac{\nu}{\omega_+} \leq \eta_{\text{Carnot}} = 1 - \frac{T_c}{T_h}.$$

It is seen from Fig. 2.9b and the analysis of the expression (2.64) that $\eta$ tends to $\eta_{\text{max}} = \nu/\omega_+$ as the pumping rate $\kappa$ increases. Thus $\eta_{\text{max}}$ can approach the Carnot efficiency by choosing $T_h/T_c = \omega_+ / \omega_0$.

When the pumping is off ($\kappa = r(t) = 0$), the passivity term that limits the ergotropy (2.53) or the power (2.55) becomes small only in the semiclassical limit $x^2_{10} + x^2_{20} = |\alpha(0)|^2 \gg 1$ and under the weak coupling condition $(g/\nu)|\alpha(0)| \ll 1$. The efficiency in the unpumped gain regime $\Gamma < 0$ is then

$$\eta_0 = \frac{\nu}{\omega_+} \left[ \frac{|\alpha(0)|^2}{|\alpha(0)|^2 - D/\Gamma} \right] = \frac{\nu}{\omega_+} \left[ 1 + \frac{D}{|\Gamma||\alpha(0)|^2} \right].$$

A comparison between the unpumped case (2.66) and the pumped case (2.64) and (2.65) shows that quadratic pumping may dramatically enhance the efficiency (Fig. 2.9b) and the ergotropy as shown in Fig. 2.9c for an initial piston charging $|\alpha(0)|^2 \sim 1$. The reason is that when the non-linear pumping is on, any heat input in $P$ is amplified by the squeezing as $\nu(n_{\text{pas}} + 1/2 \cosh 2r(t))$ which enhances the leading term in the denominator of (2.64). On the other hand, the terms depending on
\( \Gamma \pm \) therein [cf. (2.51)] and the passive energy, \( \nu n_{\text{pas}} \), are unaffected by the squeezing. As a consequence, the stronger the squeezing, the higher the efficiency.

Similar calculations lead to the following work capacity for its linear pumping counterpart (pump Hamiltonian \( H_{\text{pump}}(t) = i \kappa b^\dagger e^{-i\nu t} + \text{h.c.} \)),

\[
\mathcal{W}_L = \nu |\alpha(t)|^2,
\]  

(2.67)

where \( \alpha(t) \) is the generated phase-space displacement \( \alpha(t) := \alpha(0)e^{-\frac{\Gamma t}{2}} + \frac{2\kappa}{|\Gamma|} (e^{-\frac{\Gamma t}{2}} - 1) \). Linear pumping generates an energy contribution which is additive to the passive energy, \( \nu n_{\text{pas}} + \nu |\alpha(t)| \). The efficiency for linear pumping is found to be limited by

\[
\eta_L \longrightarrow \frac{\nu}{\nu + \frac{\kappa}{|\Gamma|} |\alpha(0)|^2 + n_{\text{pas}}(0) + D/|\Gamma|}.
\]  

(2.68)

This efficiency never approaches \( \eta_{\text{max}} = \frac{\nu}{\omega_+} \) if \( |\alpha(0)| \) is much smaller than \( n_{\text{pas}}(0) + D/|\Gamma| \). Consequently, the ergotropy increase generated by heat input for linear pumping is much less significant than for non-linear pumping resulting in much lower power.

### 2.7 Discussion: Quantumness and Engine Performance

We have shown that the operation of machines powered by quantum-coherent (non-thermal) baths or catalyzed by quantum-non-linear pumping of the piston crucially depends on whether the working fluid (WF) or the piston are in a passive or non-passive state. However, non-passivity also exists in a classical context [73–75] which prompts the question: To what extent is the performance of these machines truly affected by quantum features of the bath, the WF and (or) the piston? This question requires the clarification of two points: (i) What are the relevant criteria for the bath, WF or piston quantumness? (ii) Is there a compelling link between such quantumness and the machine performance? (iii) Conversely, does the fact that a machine with quantum ingredients is fueled by a heat bath imply that the machine conforms to the rules of thermal (heat) engines?

As long as the dynamics of the harmonic-oscillator (HO) WF or piston is described by linear or quadratic operators, the Gaussian character of their state is preserved [76]. A Gaussian HO state is non-classical if its \( P \)-function is negative [61, 77, 78]. According to this criterion, a squeezed thermal distribution with thermal photon number \( \bar{n} \) and squeezing parameter \( r > 0 \) is non-classical only if its fluctuations are below the minimum uncertainty limit. This holds if \( \bar{n} < (e^{2r} - 1)/2 \) [61, 79].

Whether or not the WF or the piston are in a non-classical state, however, has no direct impact on the machine’s operation —only the energy and ergotropy of their state play a role. The highest (near-unity) efficiency is attained by nearly mechanical
operation of the machine. It is effected by the ergotropy imparted by a squeezed bath to the WF or by a non-linear pump to the piston (Fig. 2.10). Thus the possibility of strong catalysis of heat-to-work conversion arises from ergotropy enhancement as the piston undergoes squeezing after it is initialized in any nearly-coherent state and subjected to quadratic pumping. Yet, non-classicality and non-passivity do not generally go hand-in-hand: Coherent thermal states are classical but non-passive, whereas squeezed thermal states may be either classical or non-classical.

In general for Gaussian and non-Gaussian states alike, the machine performance is optimized for a WF or piston state with the highest possible ergotropy allowed for its energy. Equivalently, the quantumness of an engine and bath may be deemed useful, if given a certain energy to transfer (e.g. squeeze) a thermal bath, the unitary transformation that maximizes the ergotropy of the bath has no classical counterpart. Thus, neither the operational principles of a cyclic machine nor its performance demand the non-classicality of the state of its ingredients. The extracted work and efficiency are optimized by maximizing the ergotropy and minimizing the passive (thermal) energy of the WF and/or the piston, but are not necessarily related to the non-classicality of their state.
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Quantum cycles are the microscopic version of the macroscopic thermodynamic cycles, such as the Carnot cycle or the Otto cycle. The quantum Otto cycle consists of four-strokes, two adiabats and two isochores. The equations for the dynamics on the adiabats and isochores are derived from first principles and illustrated for a working medium consisting of spins. We review a frictionlike behaviour due to the noncommutability of the external and internal Hamiltonians. The performance of the engine cycle and the refrigerator cycle are illustrated using a simple model of an ensemble of spin pairs with an effective interaction.

3.1 Introduction

The task of a quantum heat engine is to transform heat into useful work using the spontaneous heat flow from a hot to a cold reservoir. Quantum heat engines are either continuous (see Chaps. 1, 2 and 9) or discrete. Examples of the latter are four-stroke engines [1, 2] and two-stroke engines [3–5]. The cycle operation in four-stroke quantum engines is similar to their classical counterparts, either the Carnot cycle or the Otto cycle [1, 6]. In this chapter we focus on the quantum version of the Otto cycle. The working medium consists of an ensemble of quantum systems, for example two-level systems (TLS’s) [7, 8] or harmonic oscillators [9, 10]. The energy scale of the working medium can be modified by an external control parameter $\omega(t)$. All
branches can be described by quantum equations of motion and the thermodynamic variables can be derived from first principles.

The construction of the quantum Otto cycle requires two kind of processes in the working medium: (a) processes in which the external control $\omega$ varies when the medium is isolated from the environment, termed *adiabats* since only work is consumed or produced. (b) Processes in which the external control remains constant, but the working medium is in contact with a heat bath. Only heat is exchanged with the environment, and the process is termed *isochore* by analogy with the classical ones. The cycle is described as [10]:

1. The compression *adiabat*: the system frequency increases from $\omega_c$ to $\omega_h$ in a time period $\tau_{ch}$, while the working medium is isolated from the heat baths.
2. The hot *isochore*: the working medium is coupled to the hot bath at temperature $T_h$ in a time period $\tau_h$ while $\omega_h$ remains constant.
3. The expansion *adiabat*: the working medium is isolated from the heat baths in a time period $\tau_{hc}$ and the frequency decreases from $\omega_h$ to $\omega_c$.
4. The cold *isochore*: the working medium is coupled to the cold bath at temperature $T_c$ in a time period $\tau_c$ while $\omega_c$ remains constant.

The useful work is obtained at the cost of the heat absorbed from the hot bath. In order to close the cycle, the surplus energy is rejected from the working medium to the environment, represented by the cold heat bath.

A refrigerator cycle can be obtained by reversing the sequence of the branches [11, 12]. Here the objective is to remove heat from a cold bath at temperature $T_c$ at the expenses of external work performed on the system. The surplus energy is rejected to the environment represented by a hot bath at temperature $T_h$. Some interesting questions arise when approaching low temperatures. For example, what are the conditions for optimizing the cooling rate for small $T_c$? or whether there is a minimum temperature below which the refrigerator cycle stops working [13–16].

The performance of classical cycles is limited by the rate of heat transport, friction and heat leaks, which become more important when the cycle time is reduced. The miniaturization of the engines from the macroscopic to the quantum regime raises the questions whether the same limitations scale down, and whether the quantum origin of the macroscopic phenomena can be identified. The first attempts to answer these questions studied the heat transport in cycles using the framework of open quantum systems. For example, a model of the Otto cycle with spins as a working medium was used to explore the performance of a quantum engine only limited by heat transfer [17]. The maximum power for this engine was obtained for the unrealistic case of zero time allocation on the *adiabats*, the bang-bang solution. An improved model [11], in which *friction* was added phenomenally, already shows some realistic features of heat engines and refrigerators, as for example minimum cycle time and reduced efficiency for finite power. The frictionlike phenomena appears naturally in quantum models when the “nonadiabatic” dynamics generates coherences on the *adiabats* since the cycle requires an additional energy cost when they are dissipated on the *isochores*. This “nonadiabatic” effect has been termed as inner *friction* or quantum *friction* [7, 8, 18]. (Notice that we use “nonadiabatic” and *adiabat* in the
quantum and thermodynamic sense respectively). This apparent friction is traced back to the noncommutability of the external control field Hamiltonian and the internal Hamiltonian of the working fluid [15]. Optimising performance then leads to two different strategies for the optimal protocol of changing the control parameter $\omega$ on the adiabats. One strategy is to find a frictionless protocol [15, 19]. The other strategy is to shorten the cycle time such that coherence is maintained throughout [20].

This chapter has two parts. In the first one we introduce the equations for the dynamics of the working medium, either driven by an external control or in contact with a heat bath, and identify work and heat by the change of the working medium energy in each case (see Chap. 1). Next, we describe two models of the working medium, noninteracting spins with effective inner friction and interacting spins, where we discuss in detail the origin of quantum friction. Although we mainly consider spin systems, we also briefly introduce the harmonic working medium. In the second part we study the engine and refrigerator cycles. In order to get some insight based on simple analytical expressions, we describe them for the model of noninteracting spins with effective inner friction. Finally, we discuss the concept of limit cycle. In the following, we use units for which $\hbar = 1$ and $k_B = 1$.

### 3.2 Dynamics of the Working Medium

The working medium consists of an ensemble of quantum systems and is described by the density operator $\hat{\rho}$ with the Hamiltonian

$$\hat{H}(\omega) = \hat{H}_0 + \hat{H}_{\text{ext}}(\omega) + \hat{H}_{\text{int}},$$

(3.1)

where $\hat{H}_0$ is the free Hamiltonian, $\hat{H}_{\text{ext}}(\omega)$ incorporates the external time-dependent control field $\omega$ and $\hat{H}_{\text{int}}$ represents the internal interaction in the ensemble. In general $[\hat{H}(t), \hat{H}(t')] \neq 0$.

#### 3.2.1 Dynamics on the Adiabats

The evolution of the density operator is given by

$$\frac{d\hat{\rho}}{dt} = -i[\hat{H}(\omega), \hat{\rho}].$$

(3.2)

The change of the energy $\langle E \rangle = \text{Tr}(\hat{H}(\omega)\hat{\rho})$ due to the explicit time dependence of $\omega$ on the adiabats becomes

$$\frac{d}{dt} \langle E \rangle_a = \text{Tr} \left\{ \left( \frac{d}{dt} \hat{H}(\omega) \right) \hat{\rho} \right\}.$$

(3.3)
The work in a time period \( t \) is then
\[
W(t) = \int_0^t \frac{d}{dt'} \langle E \rangle_a dt' = \langle E(t) \rangle_a - \langle E(0) \rangle_a. \tag{3.4}
\]
Notice that \( W > 0 \) when the system energy increases, and \( W < 0 \) when the cycle realizes useful work on the environment.

### 3.2.2 Dynamics on the Isochores

The system is in contact with a heat bath at temperature \( T_\alpha \) while the external control is equal to \( \omega_\alpha \), with \( \alpha = c, h \). When the working medium couples weakly to a heat bath, the Markovian relaxation towards thermal equilibrium \([21]\) is described by the Gorini–Kossakowski–Lindblad–Sudarshan (GKLS) equation \([22, 23]\) (see also Chap. 1),
\[
\frac{d \hat{\rho}}{dt} = -i[\hat{H}(\omega_\alpha), \hat{\rho}] + L_\alpha(\hat{\rho}), \tag{3.5}
\]
where
\[
L_\alpha(\hat{\rho}) = \sum_j \kappa_j \left( \hat{A}_j \hat{\rho} \hat{A}_j^\dagger - \frac{1}{2} \{ \hat{A}_j^\dagger \hat{A}_j, \hat{\rho} \} \right). \tag{3.6}
\]
In this expression, \( \hat{A}_j \) are transition operators between neighboring energy levels of \( \hat{H} \) and \( \kappa_j \) the corresponding transition rates. Pure dephasing can be considered by adding to Eq. (3.5) a term
\[
L_D(\hat{\rho}) = -\gamma_\alpha[\hat{H}(\omega_\alpha), [\hat{H}(\omega_\alpha), \hat{\rho}]]. \tag{3.7}
\]
This term has been also considered on the adiabats in order to supress quantum friction \([24]\). The energy change on the isochore is
\[
\frac{d}{dt} \langle E \rangle_i = \text{Tr}[\hat{H}(\omega_\alpha) L_\alpha(\hat{\rho})]. \tag{3.8}
\]
The heat exchange with the baths in a time period \( t \) is then
\[
Q_\alpha(t) = \int_0^t \frac{d}{dt'} \langle E \rangle_i dt' = \langle E(t) \rangle_i - \langle E(0) \rangle_i, \tag{3.9}
\]
which is positive when energy flows towards the system.
3.2.3 Entropy and Internal Temperature

In addition to the von Neumann entropy, \( s_{VN} = -\text{Tr} (\hat{\rho} \ln \hat{\rho}) \), we consider the energy entropy \( s_E = -\Sigma_i p_i \ln p_i \), where \( p_i \) are the diagonal elements of the density operator in the energy basis. In general \( s_E \geq s_{VN} \). The equality holds when \( \hat{\rho} \) is diagonal in the energy basis. The difference between the von Neumann entropy and the energy entropy is one of the possible measures of coherence [25]. Besides, the energy entropy appears in the definition of a dynamical temperature when the working medium is not in thermal equilibrium, \( T_{dyn} = (\partial \langle E \rangle / \partial t) / (\partial s_E / \partial t) \), where the derivative is taken with constant external field [26].

3.3 Models of the Working Medium

3.3.1 Noninteracting Spins with Effective Inner Friction

In the analysis of a working medium with effective internal interaction, we must consider the dynamics of a single component. To be more concrete, we consider a spin 1/2 system with Hamiltonian \( \hat{H}_{ext}(\omega) = \omega \hat{\sigma}_z / 2 \), where the frequency is determined by the longitudinal component of an external magnetic field, \( \omega = -\gamma B_z [1, 11, 17] \). The energy is then

\[
\langle E \rangle = \text{Tr} (\hat{H}_{ext}(\omega) \hat{\rho}) = \omega S, \tag{3.10}
\]

and depends only on the polarization \( S = (p_+ - p_-) / 2 \), where \( p_{\pm} \) are the populations in the eigenstates of \( \hat{H}_{ext} \) with energies \( \pm \omega / 2 \). The internal temperature \( T \) is defined via the relation

\[
S = -\frac{1}{2} \tanh \left( \frac{\omega}{2T} \right). \tag{3.11}
\]

Let us first analyse the dynamics on the adiabats. The interaction between spins is described effectively by a constant speed polarization change, \( dS/dt = (\sigma / \tau_a)^2 \), where \( \tau_a \) is the duration of the process on the adiabat and \( \sigma \) the friction coefficient [11]. The validity of this assumption is discussed below. The polarization as a function of time becomes

\[
S(t) = S(0) + \left( \frac{\sigma}{\tau_a} \right)^2 t, \tag{3.12}
\]

and the work on a period of time \( t \), Eqs. (3.4) and (3.10), results in

\[
W(t) = [\omega(t) - \omega(0)]S(0) + \omega(t) \left( \frac{\sigma}{\tau_a} \right)^2 t. \tag{3.13}
\]
The second term corresponds to the additional work on the system associated with friction.

The spin is in contact with a bath at temperature \( T_\alpha \) on the isochores. The Liouville operator Eq. (3.6) includes two terms, with rates \( \kappa_\downarrow^{(\alpha)} \) for transitions from the upper to the lower level and \( \kappa_\uparrow^{(\alpha)} \) from the lower to the upper level. The corresponding operators are

\[
\hat{A}_\downarrow = (\hat{\sigma}_x - i \hat{\sigma}_y)/2 \quad \text{and} \quad \hat{A}_\uparrow = (\hat{\sigma}_x + i \hat{\sigma}_y)/2 .
\]

The rate coefficients and the bath temperature are related by detailed balance,

\[
\frac{\kappa_\uparrow^{(\alpha)}}{\kappa_\downarrow^{(\alpha)}} = \exp\left(-\frac{\omega_\alpha}{T_\alpha}\right) .
\]

The equations for the populations are obtained using Eq. (3.6), from which one achieves the equation of motion for the polarization

\[
\frac{dS}{dt} = -\Gamma_\alpha (S - S_{eq}^{\alpha}) ,
\]

where \( \Gamma_\alpha = \kappa_\downarrow^{(\alpha)} + \kappa_\uparrow^{(\alpha)} \), and

\[
S_{eq}^{\alpha} = -\frac{1}{2} \frac{\kappa_\downarrow^{(\alpha)} - \kappa_\uparrow^{(\alpha)}}{\kappa_\downarrow^{(\alpha)} + \kappa_\uparrow^{(\alpha)}} = -\frac{1}{2} \tanh\left(\frac{\omega_\alpha}{2T_\alpha}\right) ,
\]

is the value of the polarization when the spin reaches thermal equilibrium with the bath. Then, the polarization changes on the isochore are given by [11]

\[
S(t) = S(0)e^{-\Gamma_\alpha t} + S_{eq}^{\alpha}(1 - e^{-\Gamma_\alpha t}) .
\]

Using Eq. (3.9), the heat exchange with the bath on an isochore after a time period \( t \) is

\[
Q_\alpha(t) = \omega_\alpha [S(t) - S(0)] .
\]

### 3.3.2 Pairs of Interacting Spins

The model consists of an ensemble of spin atoms, in which the internal interaction only couples a given atom with another one, while each pair of atoms does not interact with any other pair [7, 8]. As a consequence, we need to consider only one pair of interacting spins to describe the medium dynamics. The Hamiltonian is given by

\[
\hat{H}(\omega) = \hat{H}_{ext}(\omega) + \hat{H}_{int}(J) = \omega \hat{B}_1 + J \hat{B}_2 ,
\]

where \( \hat{B}_1 = (\hat{\sigma}_z^{(1)} \otimes \hat{I}^{(2)} + \hat{I}^{(1)} \otimes \hat{\sigma}_z^{(2)})/2 \), \( \hat{B}_2 = (\hat{\sigma}_x^{(1)} \otimes \hat{\sigma}_x^{(2)} - \hat{\sigma}_y^{(1)} \otimes \hat{\sigma}_y^{(2)})/2 \), and \( \hat{\sigma}_x^{(i)}, \hat{\sigma}_y^{(i)}, \hat{\sigma}_z^{(i)} \) are the Pauli matrices corresponding to each spin. Notice that \( [\hat{H}_{ext}(\omega), \hat{H}_{int}(J)] \neq 0 \). The parameter \( J \) scales the strength of the internal interaction. The thermodynamic quantities and the system state can be determined from the expecta-
tion values of the subset \( \{ \hat{B}_1, \hat{B}_2, \hat{B}_3 \} = i[\hat{B}_1, \hat{B}_2] = (\hat{\sigma}_x^{(1)} \otimes \hat{\sigma}_y^{(2)} + \hat{\sigma}_y^{(1)} \otimes \hat{\sigma}_x^{(2)})/2 \)
of the operator algebra of the system, which is a closed Lie subalgebra [8].

We denote by \((p_1, p_2, p_3, p_4)\) the populations of the eigenstates of \(\hat{H}(\omega)\) with energies \((\Omega, 0, 0, -\Omega)\), where \(\Omega = \pm \sqrt{\omega^2 + J^2}\), and introduce \(S = (p_1 - p_4)/2\). The system energy is given by

\[
\langle E \rangle = 2\Omega S = \omega \langle b_1 \rangle + J \langle b_2 \rangle,
\]

where \(\langle b_i \rangle = \text{Tr}[\hat{B}_i \hat{\rho}]\).

Let us now consider the system dynamics on the adiabats. As mentioned above, the system density matrix can be constructed from the expectation values of the operators \(\hat{B}_1, \hat{B}_2\) and \(\hat{B}_3\), since the internal interaction only connects the states \(|++\rangle\) and \(|--\rangle\) in the polarization basis [7]. Notice that \(p_1 + p_4, p_2\) and \(p_3\) remain constant in these processes. Using Eq. (3.2) with the Hamiltonian Eq. (3.18), the evolution of the expectation values of these operators is given by the coupled differential equations

\[
\frac{d}{dt} \langle b_1 \rangle_a = 2J \langle b_3 \rangle_a, \quad \frac{d}{dt} \langle b_2 \rangle_a = -2\omega \langle b_5 \rangle_a, \quad \frac{d}{dt} \langle b_3 \rangle_a = 2\omega \langle b_2 \rangle_a - 2J \langle b_1 \rangle_a.
\]

Closed-form solutions for these equations can be obtained for constant “adiabatic” parameter \(\mu_s = J\Omega^{-3}(d\omega/dt)\) [15].

When \(\omega\) changes slowly, the populations in the energy basis follow the external control field and the energy is given by \(\langle E(t) \rangle^a_0 = 2\Omega(t)S(0)\). However, in a fast process, the “nonadiabatic” dynamics may lead to the generation of coherences and a population transfer between states. Then, an additional term must be considered in the energy, \(\langle E(t) \rangle^{na}_0 = 2\Omega(t)[S(t) - S(0)]\). Using Eq. (3.4), the work on the adiabat after a period \(t\) results in \(W = W^{ad} + W^{na}\), where \(W^{ad} = 2[\Omega(t) - \Omega(0)]S(0)\) and \(W^{na}(t) = 2\Omega(t)[S(t) - S(0)]\).

The “nonadiabatic” effects are reflected in the energy entropy \(s_E\). For an initial thermal state (as expected after a long enough isochore) \(s_E(0) = s_{VN} \leq s_E(t)\), which implies that \(S(0) \leq S(t)\). Then \(W^{na}\) is positive, that is, it implies an additional cost in external work to drive the system on the adiabats. We remark that this conclusion is valid if the initial state is a thermal state, \(S < 0\). The additional cost reduces in general the cycle performance. This is the origin of quantum friction. The same effect may appear for any working medium whenever \([\hat{H}(t), \hat{H}(t')] \neq 0\). However, it depends on the particular time scheduling for \(\omega\). When the populations in the energy basis coincide at time \(t = 0\) and \(t\), the additional work \(W^{na}(t) = 0\), irrespective of the time employed on the process. Those protocols, termed frictionless solutions or shortcuts to “adiabaticity” [19, 27], are the subject of Chap. 5. Other possible strategies to avoid the frictionless mechanism consist in adding noise on the adiabats [24] or the multilevel embedding scheme [28].

The close relation between the energy entropy, the coherences, and the additional work in “nonadiabatic” processes is illustrated in Fig. 3.1 for a linear scheduling of
Fig. 3.1  a Energy entropy $s_E$ vs. control field $\omega$ on the adiabat when the frequency changes linearly from $\omega_c$ to $\omega_h$. b Coherence $C_{\ell_1}(t) = |\langle 1|\hat{\rho}|4\rangle|$ in the energy basis and c the “nonadiabatic” work $W_{na}(t)$ during the process. The time periods are $\tau_{ch} = \tau_1$ (solid lines), $\tau_{ch} = 10\tau_1$ (dashed lines) and $\tau_{ch} = 100\tau_1$ (dotted lines). The parameters are $\tau_1 = 0.05$, $\omega_c = 5.1$, $\omega_h = 12.6$, $J = 2$. The initial state is a thermal state at temperature $T = 2.5$.

$\omega(t)$. Three different time periods are considered. For large time periods, they show an oscillating behaviour while the magnitude of the “nonadiabatic” effects decrease. Frictionless solutions take advantage of this oscillating behaviour, since the initial energy entropy is recovered for some protocols after a specific time period [15].

The super-operator $\mathcal{L}$ for the dynamics on the isochores is constructed taking $\{\hat{\mathcal{A}}\}$ as a set of transition operators between the energy eigenstates, with the condition that any two states are connected by a sequence of transitions. The corresponding evolution operator can be obtained explicitly [8]. However, the complete cycle dynamics must be obtained numerically except when considering protocols with analytical solutions on the adiabats.

A simple effective model can be constructed considering the TLS formed by states 1 and 4. The starting point is the change of the TLS “polarization” on the adiabats. Using Eqs. (3.19) and (3.20), it is given by

$$\frac{dS}{dt} = v_s = \frac{J}{\omega^2} \left( \frac{d\omega}{dt} \right) (-\text{Re}\{\langle 1|\hat{\rho}|4\rangle\}).$$

(3.22)

In order to simplify the model we will consider a constant speed change of $S$ and initial thermal states for which $S(0) \leq S(t)$. Qualitatively, the coherences increase with $J$ but decrease with the time period $\tau_a$ of the adiabat. Assuming a linear change of the field $(d\omega/dt) \propto 1/\tau_a$, we set the speed $v_s = \sigma^2/\tau_a^2$, where the friction coefficient $\sigma$ is proportional to $J$ [11]. Besides, all the coherences and the populations in the other states are neglected. As a consequence, the only frictionless solutions are slow processes. In this way, the model of noninteracting spins with effective inner friction is obtained. We remark that the effective model does not incorporate the oscillating behaviour shown in Fig. 3.1, and neither additional effects of the coherences along a cycle.
3.3.3 Harmonic Oscillators

We briefly introduce the harmonic working medium. Two different models have been studied: (a) systems with Hamiltonian $\hat{H}(\omega) = \omega \hat{a}_0^{\dagger} \hat{a}_0$, where $\hat{a}_0^{\dagger}$ and $\hat{a}_0$ are time independent creation and annihilation operators respectively [2]. This model is free of quantum friction and the results are similar to those obtained for noninteracting spins [17]. (b) Systems where the external control is the curvature of the potential well [9]. The Hamiltonian is

$$\hat{H}(\omega) = \frac{\hat{P}^2}{2m} + \frac{1}{2} m \omega^2 \hat{X}^2. \quad (3.23)$$

As a consequence, $[\hat{H}(t), \hat{H}(t')] \neq 0$ and the system may be subject to quantum friction. The Liouville operator Eq. (3.6) includes two terms, with $\hat{A}_\downarrow = \hat{a}$ for transitions from the upper to the lower level and $\hat{A}_\uparrow = \hat{a}^{\dagger}$ from the lower to the upper level, with $\hat{a} = \sqrt{m \omega/2} \hat{X} + i \hat{P}/\sqrt{2m \omega}$. Closed-form solutions for the dynamics can be obtained when the “nonadiabatic” parameter $\mu_o = \omega - \frac{d\omega}{dt}$ is constant, including frictionless solutions [10].

3.4 Performance of Heat Engine Cycle

The main quantities of interest in the analysis of the engine performance are the work per cycle $W_{\text{cyc}}$, the averaged power per cycle $P_{\text{cyc}} = W_{\text{cyc}}/\tau$, where $\tau$ is the time period of the cycle, and the efficiency

$$\eta = -\frac{W_{\text{cyc}}}{Q_h}, \quad (3.24)$$

where $Q_h$ is the heat absorbed from the hot bath. For very slow cycles $\eta_{\text{ad}} = 1 - \frac{\omega_c}{\omega_h} \leq \eta_{\text{Carnot}} [1]$. We have introduced the Carnot efficiency $\eta_{\text{Carnot}} = 1 - T_c/T_h$. However, the power is negligible in this regime. In order to obtain finite power output, the cycle time $\tau$ should be shortened, at the price of introducing possible “nonadiabatic” effects. We assume that those effects, which can be avoided by using the appropriate protocol, are detrimental for the engine performance, $\eta_{\text{na}} \leq \eta_{\text{ad}} \leq \eta_{\text{Carnot}}$. The special case of very short time periods is discussed in the last section. The engine performance for low temperatures, $\omega_\alpha/T_\alpha \gg 1$, is similar for spin systems and harmonic oscillators. For high temperatures, $\omega_\alpha/T_\alpha \ll 1$, the efficiency at maximum power of the engine with a working medium consisting of harmonic oscillators is given by $\eta_{\text{lo,ht}} = 1 - \sqrt{T_c/T_h} = \eta_{\text{CA}} [9, 29]$, which is the efficiency at maximum power of endoreversible engines [30–32]. A similar result is shown below for spins. These results highlight the connection between the analysis of quantum models and the finite-time analysis of macroscopic engines [33].
As an illustrative example, we consider the engine Otto cycle for noninteracting spins with effective friction. The cycle was described in the introduction and is schematically represented in Fig. 3.2a. Using Eqs. (3.12), (3.13), (3.15), (3.16) and (3.17), the polarization, work and heat involved in each branch are given by

\[
\begin{align*}
\text{Compression adiabat } AB : \quad S_2 &= S_1 + \sigma^2 / \tau_{ch}, \quad W_{AB} = (\omega_h - \omega_c)S_1 + \omega_h \sigma^2 / \tau_{ch}, \\
\text{Hot isochore } BC : \quad S_3 &= yS_2 + (1 - y)S_{eq}^h, \quad Q_{h, BC} = \omega_h (S_3 - S_2), \\
\text{Expansion adiabat } CD : \quad S_4 &= S_3 + \sigma^2 / \tau_{hc}, \quad W_{CD} = (\omega_c - \omega_h)S_3 + \omega_c \sigma^2 / \tau_{hc}, \\
\text{Cold isochore } DA : \quad S_1 &= xS_4 + (1 - x)S_{eq}^c, \quad Q_{c, DA} = \omega_c (S_1 - S_4),
\end{align*}
\]

where \( x = e^{-\Gamma_1 c \tau_c} \) and \( y = e^{-\Gamma_1 h \tau_h} \). In the spin system the useful work is realized on the adiabat \( AB \) (\( W_{AB} < 0 \)). As an effect of friction, the work output on the adiabat \( AB \) and the heat absorbed on the isochore \( BC \) are reduced, whereas the work on the adiabat \( CD \) and the heat rejected on the isochore \( DA \) become higher than in the ideal cycle. The results for the cycle without friction [17] are obtained setting \( \sigma = 0 \), \( S_2 = S_1 \) and \( S_4 = S_3 \). The relation between the polarizations along the cycle restrict the possible values of some of the parameters. For example, the internal temperature of the working medium is always lower than \( T_h \) and higher than \( T_c \), and therefore \( S_3 < S_{eq}^h \) and \( S_1 > S_{eq}^c \). Besides \( S_3 > S_1 \), and using Eq. (3.11)

\[
\frac{\omega_h}{T_h} < \frac{\omega_c}{T_c}.
\]

Equation (3.25) determines completely the polarizations along the cycle. For example

\[
S_1 = \frac{(1 - x)S_{eq}^c + x(1 - y)S_{eq}^h}{1 - xy} + \sigma^2 \frac{x(1/T_{hc} + y/\tau_{ch})}{1 - xy},
\]

and the polarization change in the hot isochore is
\[ S_3 - S_2 = \Delta S_{eq}^d \frac{(1 - x)(1 - y)}{1 - xy} - \sigma^2 \frac{(1 - y)(x/\tau_{hc} + 1/\tau_{ch})}{1 - xy}, \] (3.28)

where \( \Delta S_{eq}^d = S_{eq}^h - S_{eq}^c \). The total work per cycle is the sum of the work on each adiabat,

\[ W_{cyc} = W_{AB} + W_{CD} = -\omega_h - \omega_c (S_3 - S_2) + \sigma^2 \omega_c (1/\tau_{ch} + 1/\tau_{hc}). \] (3.29)

We recall that \( W_{cyc} < 0 \) when the cycle realizes useful work on the environment. In the same way, the heat exchanged with the baths per cycle is

\[ Q_{cyc} = Q_{BC} + Q_{DA} = W_{cyc}, \]

showing the consistency of the model with the first law of thermodynamics. Considering that after a cycle the working medium reaches again the initial state, the total entropy production is only associated with the heat exchanged with the baths on the isochores,

\[ \Delta S_{cyc}^u = -\frac{Q_{BC}}{T_h} - \frac{Q_{DA}}{T_c} = (\omega_c/T_c - \omega_h/T_h)(S_3 - S_2) + \sigma^2 \omega_c (1/\tau_{ch} + 1/\tau_{hc})/T_c, \] (3.30)

and, therefore, the model can be classified as endoreversible. The entropy production and the work per cycle have a reciprocal relation as the entropy production increases with \( \sigma \), whereas the work output decreases. The efficiency of the engine cycle is given by

\[ \eta = -\frac{W_{cyc}}{Q_{h,BC}} = 1 - \frac{\omega_c}{\omega_h} - \frac{\sigma^2 \omega_c (1/\tau_{ch} + 1/\tau_{hc})}{\omega_h (S_3 - S_2)}. \] (3.31)

For slow processes (\( \tau_{ch}, \tau_{hc} \gg 1 \)), the contribution of the third term is negligible, and then \( \eta \leq \eta_{ad} \leq \eta_{Carnot} \), where we have used Eq. (3.26).

The cycle time is the sum of the time period in each branch, \( \tau = \tau_{ch} + \tau_{h} + \tau_{hc} + \tau_{c} \). The minimum value of \( \tau \) required to close the cycle is given by the condition \( S_3 - S_2 = 0 \), see cycle ABD' in Fig. 3.2a. Using Eq. (3.28), the corresponding maximum value of \( x \) is

\[ x_{max} = \frac{\Delta S_{eq}^d - \sigma^2/\tau_{ch}}{\Delta S_{eq}^d + \sigma^2/\tau_{hc}}. \] (3.32)

Then, the minimum time on the cold branch is \( \tau_{c,min} = -\ln(x_{max})/\Gamma_c \) and the minimum cycle time is \( \tau_{min} = \tau_{ch} + \tau_{c,min} + \tau_{hc} \). In a frictionless cycle \( x_{max} = 1, \tau_{c,min} = 0 \) and \( W_{cyc} < 0 \) for any cycle time, which is not realistic due to the unavoidable noise in the process. But when subject to quantum friction, the work output \( W_{cyc} \) is the sum of a negative (useful work) and a positive (work against friction) contribution. The minimum time for which they are balanced is denoted by \( \tau_0 \geq \tau_{min} \). The condition \( W_{cyc} = 0 \) is not sufficient to determine \( \tau_0 = \tau_{ch} + \tau_{h,0} + \tau_{hc} + \tau_{c,0} \), but it establishes a relation between the time allocation in each segment of the cycle,

\[ y_0 = \frac{(x_{max} - x_0) - R}{(x_{max} - x_0) - Rx_0}, \] (3.33)
where \( x_0 = \exp(-\Gamma_c \tau_c,0) \), \( y_0 = \exp(-\Gamma_h \tau_h,0) \), and \( R = \sigma^2 \omega_c (1/\tau_{ch} + 1/\tau_{hc}) / [ (\omega_h - \omega_c)(\Delta S^q + \sigma^2/\tau_{hc})] \).

### 3.4.1 Optimization of Power

Different optimization problems can be considered, for example the optimization of power with respect to time allocation in each branch, with respect to external fields, or even with respect to all control parameters [11]. For fixed cycle time, the optimization power is equivalent to the optimization of work.

First, we discuss the optimization of work with respect to time allocation on the isochores, for fixed \( \tau_c, \tau_{ch}, \tau_{hc}, \omega_c \) and \( \omega_h \). The Lagrangian for the work becomes

\[
L(x, y, \lambda) = W_{cycle}(x, y) + \lambda \left( \tau + \frac{\ln x}{\Gamma_c} + \frac{\ln y}{\Gamma_h} - \tau_{ch} - \tau_{hc} \right),
\]

where \( x \) and \( y \) are the optimization variables and \( \lambda \) is the Lagrange multiplier associated with the constraint of constant total cycle time. Equating the partial derivatives of \( L \) with respect to \( x \) and \( y \), the following relation is found

\[
\Gamma_c x [(1 - y)(1 - y x_{max})] = \Gamma_h y [(1 - x)(x_{max} - x)].
\]

For slow processes (\( \tau_c, \tau_h \gg 1 \)), \( \Gamma_c x = \Gamma_h y \), which leads to the optimal ratio \( \tau_c/\tau_h = \Gamma_h/\Gamma_c \), that is, the time period in each isochore is inversely proportional to the dissipation rate [17]. In the cases of equal relaxation rates, \( \Gamma_c = \Gamma_h \), the relation becomes \( x = x_{max} y \): The time allocated on the cold segment becomes larger than the time allocated on the hot segment, as the additional work due to inner friction must be dissipated in the cold bath [11].

For optimal time allocation on the isochores and fixed \( \tau_{ch} \) and \( \tau_{hc} \), the minimum cycle time \( \tau_0 \) required to obtain useful work \( (W_{cycle} < 0) \) can be derived from Eqs. (3.33) and (3.35). After some algebra, the problem reduces to determining \( x_0 \) solving the quadratic equation \( A x_0^2 + B x_0 + C = 0 \), with coefficients \( A = \Gamma_h(1 + R), B = -\Gamma_c R(R - x_{max} + 1) - \Gamma_h[2 x_{max} - R(1 - x_{max}) - R^2], \) and \( C = \Gamma_h x_{max} (x_{max} - R) \).

The dependence of the cycle times \( \tau_{min} \) and \( \tau_0 \) on the friction coefficient is illustrated in Fig. 3.3a for optimal time allocation on the isochores. Both times increase with \( \sigma \), but \( \tau_0 \) diverges at a much lower value. Above this friction coefficient no useful work can be obtained from the engine. The divergence of \( \tau_{min} \) corresponds to a value of the friction parameter beyond which the cycle cannot be closed. The optimal work and power per cycle as a function of the cycle time are shown in Fig. 3.3b. The maximum useful work \( (W_{cycle} < 0) \) is obtained for very slow cycles. However, the maximum power is obtained for a finite time, which is larger as the friction coefficient increases. In the idealized case of infinitely fast adiabats and \( \sigma = 0 \), maximum power is obtained in the limit \( \tau = 0 \) corresponding to the bang-bang solution [17].
This result arises the question: Which is the minimum cycle time for a frictionless protocol in an arbitrary working medium? [34].

Let us consider now the optimization of work with respect to the external fields in the high temperature limit. We assume in addition “adiabatic” processes, and then

\[ W_{ht}^{\text{cyc}} = -\left(\omega_h - \omega_c\right)\Delta S_{ht} F(x, y), \]

where \( \Delta S_{ht} = (\omega_c / T_c - \omega_h / T_h) \) and \( F(x, y) = (1 - x)(1 - y) /[4(1 - xy)] \). The optimal frequency \( \omega_c^{\text{opt}} = \omega_h(T_c + T_h)/(2T_h) \) is obtained by equating to zero the derivative of \( W_{ht}^{\text{cyc}} \) with respect to \( \omega_c \). The work \( W_{ht}^{\text{cyc}}(\omega_c^{\text{opt}}, \omega_h) \) grows monotonically with \( \omega_h \) in this limit since the rates for upward and downward transitions are equal. However, the efficiency Eq. (3.31) remains constant,

\[ \eta_{s,ht} = \frac{\eta_{\text{Carnot}}}{2}, \]

which is the efficiency at maximum power for engines found in linear response (in this case, high temperatures) and “strong coupling” between work and heat flow (in this case, \( \eta = 1 - \omega_c/\omega_h \)) [32, 35].

### 3.5 Refrigerator Cycle

Reversing the sequence of the engine cycle leads to a refrigeration cycle, schematically represented in Fig. 3.2b for the spin system with inner friction [11]. The objective is to absorb heat from a cold bath at temperature \( T_c \). The cycle starts with an adiabatic compression \( AB \), during which the working medium is isolated from the heat baths and the control frequency changes from \( \omega_h \) to \( \omega_c \) in a time period \( \tau_{hc} \).
The final polarization $S_2$ corresponds to an internal temperature lower than $T_c$. On the cold isochore $BC$, the working medium is coupled to the cold bath for a time $\tau_c$. In this process the polarization changes from $S_2$ to $S_3 < -\tanh(\omega_c/2T_c)/2$ and the heat absorbed by the working medium is

$$Q_{BC} = \omega_c (S_3 - S_2).$$

(3.37)

In the adiabatic expansion $CD$, the energy gap changes from $\omega_c$ to $\omega_h$ in a period $\tau_{ch}$. Finally, on the hot isochore $DA$, surplus heat is rejected to the hot bath and the polarization changes from $S_4$ to the initial value $S_1 > -\tanh(\omega_h/2T_h)/2$. From $S_1 < S_3$, the working condition for the refrigerator cycle is

$$\frac{\omega_c}{T_c} < \frac{\omega_h}{T_h}. \quad (3.38)$$

In a similar analysis to the one for heat engine cycles, the polarization change on the cold branch is given by

$$S_3 - S_2 = -\Delta S^{eq} \frac{(1-x)(1-y)}{1-xy} - \sigma^2 \frac{(1-x)(1/\tau_{hc} + y/\tau_{ch})}{1-xy}. \quad (3.39)$$

Notice that in the refrigerator cycle $\Delta S^{eq} < 0$. The work per cycle is in this case

$$W_{cyc} = (\omega_h - \omega_c)(S_3 - S_2) + \sigma^2 \omega_h(1/\tau_{ch} + 1/\tau_{hc}), \quad (3.40)$$

and the coefficient of performance (COP) \[11, 36\]

$$\varepsilon = \frac{Q_{BC}}{W_{cyc}} \leq \frac{\omega_c}{\omega_h - \omega_c} \leq \varepsilon_{Carnot}, \quad (3.41)$$

where $\varepsilon_{Carnot} = T_c/(T_h - T_c)$ is the Carnot COP. Here, the variable to be optimized is the cycle cooling rate, $\dot{Q}_{BC} = Q_{BC}/\tau$, and different optimization strategies can be adopted. For example, the numerical optimization with respect to time allocation between all segments in the refrigerator gives a point of optimal operation \[11\], which coincides with the universal plot for commercial chillers \[37\].

We consider the optimization with respect to the field frequencies $\omega_c$, since the cooling rate is monotonic with respect to $\omega_h$ \[11\]. From the condition $\partial \dot{Q}_{BC}/\partial \omega_c = 0$, the optimal cooling rate results in

$$\dot{Q}_{opt} = \frac{(1-x)(1-y)}{4(1-xy)\tau} \left(\frac{\omega_c}{T_c}\right)^2 \frac{T_c}{\cosh^2[\omega_c/(2T_c)]}, \quad (3.42)$$

with the upper bound
\[ \dot{Q}_{BC}^{\text{opt}} \leq \frac{(1-x)(1-y)}{4(1-xy)\tau} \left( \frac{\omega_c}{T_c} \right)^2 T_c. \]  

Equation (3.38) implies that the ratio \( \omega_c / T_c \) remains bounded when the temperature of the cold bath decreases. Therefore, the cooling rate vanishes at least linearly with temperature for fixed cycle time [11]. In particular, for a working medium consisting of harmonic oscillators and frictionless protocols, an optimization with respect to all cycle parameters gives a cooling rate proportional to \( T_c^{-3/2} \) [13]. Those results lead to a possible dynamical interpretation of the third law of thermodynamics (see Chap. 25), the absolute zero cannot be reached because the maximum cooling rate of the cycle vanishes at least linearly with temperature [11]. In interacting spin systems, the cooling rate for frictionless protocols degrades with any noise in the controls. Then, the refrigerator cycle works down to a minimum temperature \( T_{c,\text{min}} \), which scales linearly with the interaction strength \( J \) [14, 15]. However, for harmonic oscillators \( T_{c,\text{min}} = 0 \) [16], although the cooling rate vanishes as stated before. The conclusion is that any refrigerator constructed with a working medium possessing an uncontrolled energy gap will reach a minimum operating temperature of the order of the minimum energy gap.

### 3.6 The Limit Cycle

Let us consider a heat engine or refrigerator in an arbitrary initial state and with fixed values of the cycle parameters (external frequencies and time allocations). In general, after a short transitory, it settles to a steady state regime, the limit cycle [38]. In order to analyze it, we introduce the propagator of the cycle \( \hat{U}_{\text{cyc}} \), a completely positive map constructed as the product of the individual propagators on the different branches (see Chap. 1),

\[ \hat{U}_{\text{cyc}} = \hat{U}_c \hat{U}_{hc} \hat{U}_h \hat{U}_{ch}. \]  

The propagators on the adiabats, \( \hat{U}_{ch} \) and \( \hat{U}_{hc} \), and on the isochores, \( \hat{U}_c \) and \( \hat{U}_h \), can be obtained from Eqs. (3.2) and (3.5) respectively. The approach to the limit cycle has similarities to the approach to thermodynamic equilibrium of an initially displaced state. The limit cycle \( \hat{\rho}_{lc} \) is a single nondegenerate invariant state of \( \hat{U}_{\text{cyc}} \),

\[ \hat{U}_{\text{cyc}} \hat{\rho}_{lc} = \hat{\rho}_{lc}. \]  

If \( \hat{\rho}_{lc} \) is found, any initial state will approach monotonically to it by the repeated application of the cycle [38]. The limit cycle can be found for every possible choice of parameters when the working medium consists of spin systems [39], except when no time is allocated on the isochores. Then, the evolution is unitary, the modulus of all eigenvalues of \( \hat{U}_{\text{cyc}} \) are one, and there is no unique limit cycle [38]. In the case of harmonic oscillators, the modulus of one eigenvalue may be larger than one for
specific values of the parameters. As a consequence, the system is unable to reach the steady state regime \[39, 40\].

The analysis of the approach to the limit cycle requires a symmetric distance measure, for example Wooter’s distance \[41\]

\[
D(\hat{\rho}, \hat{\rho}_{lc}) = \sqrt{N[1 - \text{Tr}[\sqrt{\hat{\rho}^{1/2} \hat{\rho}_{lc} \hat{\rho}^{1/2}]]],}
\]

where \(N\) is the size of the Hilbert space. The rate of approach to the limit cycle is determined by the remaining eigenvalues of the propagator, which are smaller than one and proportional to \(\exp\{-\Gamma_c \tau_c - \Gamma_h \tau_h\}\) \[38\].

The limit cycle can be easily obtained for noninteracting spins with effective friction. Let us assume an arbitrary initial polarization \(S_1^{(0)}\) and fixed \(\omega_c\) and \(\omega_h\), time allocations, bath temperatures and rate coefficients. Using Eq. (3.25), the polarization after \(n\) cycles is \[17\]

\[
S_1^{(n)} = (xy)^n S_1^{(0)} + (b + ax) \sum_{n'=0}^{n} (xy)^n',
\]

where \(a = (1 - y)S_{eq}^{c} + y\sigma^2/\tau_{ch}\) and \(b = (1 - x)S_{eq}^{c} + x\sigma^2/\tau_{hc}\). In the limit of a large number of applications \(S_1^{(n \to \infty)} = S_1\), see Eq. (3.27). Therefore, regardless of the initial polarization, the limit cycle is identical to the one described in Fig. 3.2a. Notice the dependence on \(xy = \exp\{-\Gamma_c \tau_c - \Gamma_h \tau_h\}\).

### 3.7 Concluding Remarks

Quantum thermodynamic cycles, and in particular the quantum Otto cycle, allow for a rigorous dynamical description of the processes in the working medium, and in consequence, supply a fundamental explanation for the empirical finite-time thermodynamics. In this chapter, we have illustrated that for “adiabatic” cycles, in which the density matrix of the working medium remains diagonal in the energy basis, the performance of the quantum cycles closely resembles their macroscopic counterpart. In this regime the cycles can be described by the rate equations for the populations, such as in the framework of stochastic thermodynamics \[42, 43\]. When the cycle time is shortened, “nonadiabatic” effects may appear, generating coherences and reducing the performance. For sudden cycles, corresponding to cycle times shorter than the internal timescale of the working fluid, significant coherence remains in all branches. Sudden cycles show additional differences from regular cycles. For example, the branches are interrelated, the limit cycle is reached after a large number of iterations and it strongly depends on the parameters. Besides, a maximum in the cooling rate is found depending on \(J/T_c\) for refrigerator cycles \[20\]. The performance degrades as the cycle time is further shortened until eventually the device stops working. But a
different picture emerges when very short *sudden* cycles ($\tau \to 0$) are considered. For example, for refrigerator cycles, finite cooling power is obtained once again [44]. In this case, the “nonadiabatic” work $W^{na}$ does not necessarily reduce the cycle output and the work extraction mechanism may benefit from the coherences [28, 45]. This effect is one of the subjects of the following Chap. 4. The exciting prospect of the experimental implementation of quantum cycles, for example using ions [46], is discussed in the last part of this volume.
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Chapter 4
Quantum Features and Signatures of Quantum Thermal Machines

Amikam Levy and David Gelbwaser-Klimovsky

The aim of this book chapter is to indicate how quantum phenomena are affecting the operation of microscopic thermal machines, such as engines and refrigerators. As converting heat to work is one of the fundamental concerns in thermodynamics, the platform of quantum thermal machines sheds light on thermodynamics in the quantum regime. This chapter focuses on the basic features of quantum mechanics, such as energy quantization, the uncertainty principle, quantum coherence and correlations, and their manifestation in microscopic thermal devices. In addition to indicating the peculiar behaviors of thermal-machines due to their non-classical aspects, we present quantum-thermodynamic signatures of these machines. Any violation of the classical thermodynamic bounds observed in the outcome of measurements on these machines is a sufficient condition to conclude that quantum effects are present in the operation of that thermal machine. Experimental setups demonstrating some of these results are also presented.

4.1 Introduction

Quantum mechanics is one of the greatest revolutions in the history of science. It changed the way we understand the world and demonstrates that the microscopic
realm is governed by a theory that is fundamentally different from classical mechanics. Classical mechanics is formulated on the phase-space and treats particles as points whereas quantum mechanics is described by wave functions and operators acting in Hilbert space. In the quantum framework, the classical perception of certainty is replaced by probability, and instead of being continuous, physical quantities are generally quantized. These significant differences result in peculiar phenomena that are observed only in the quantum regime.

Since the beginning, the development of quantum mechanics has been influenced by thermodynamics. Planck initiated the quantum era by introducing the quantization hypothesis to describe thermal radiation emitted from a black body; Einstein discovered stimulated emission while studying thermal equilibration between light and matter. In spite of the close historical relationship between quantum mechanics and thermodynamics, one could wonder if the quantum revolution would eventually shake the foundations of thermodynamics as it did with classical mechanics. Some of the early works in this direction studied the behavior of heat machines, which, besides their technological applications, were used to test the compliance with the laws of thermodynamics. Despite the effort focused on this direction, as of today, the fundamental laws and bounds of thermodynamics hold also in the quantum regime.

Even though quantum mechanics complies with the laws of thermodynamics, classical and quantum heat machines still differ in a non-trivial way. As we show in this chapter, not only are classical and quantum heat machines fundamentally different, but quantum mechanics allows the realization of classically inconceivable heat machines.

In order to identify the appearance and effects of quantum features in thermal machines, one should first have a clear notion of classical thermal machines. Throughout this chapter, we will use different notions or levels of classicality, starting from the purest definitions, (i.e., a system is classical only if it is precisely described by classical mechanics), and working toward less strict definitions, which consider systems governed by quantum Hamiltonians as classical as long as either their coherences or quantum correlations are zero. In this manner we obtain a thorough understanding of how different quantum features influence thermal devices.

The chapter is divided into three sections concerning three main quantum features and their corresponding thermodynamic signatures. In the first section, classicality will be considered as it is in classical thermodynamics, where the probability distribution is fully described by a phase-space distribution without any constraint aside from normalization. In this section, quantum effects result only from the quantization of energy levels and the uncertainty principle, which set some limitations on the probability distributions. These features alone lead to discrepancies in the behavior of classical and quantum heat machines.

The second section describes the effects of quantum coherence in thermal machines. Both the positive and negative implications of coherence are discussed. Furthermore, we present a recent experiment demonstrating some of these results. In these scenarios thermal machines that are governed by a quantum Hamiltonian, but can be fully described by their populations are considered classical (stochastic). In this context it's also important to note that the preferred basis to describe thermal
machine is the one in which measurements are performed, typically, this will be the energy basis.

In the last section, we discuss the role of correlations in the operation of thermal machines. We demonstrate that quantum correlations can induce anomalous heat flow from a colder body to a hotter body, that cannot be explained classically. Here, classicality refers to separable quantum states with zero discord, (i.e., only classical correlations are allowed). The chapter is structured so that each of the three main sections are independent of the others.

4.2 Energy Quantization and Uncertainty Principle

Classical and quantum mechanics provide different descriptions of the same physical system. This is true even for the simplest cases. As an example, consider a harmonic oscillator with mass $m$ and frequency $\omega$, in a thermal state at temperature $T$. Classically, its phase-space distribution is given by the following Gaussian:

$$P_{\text{HO}}^{\text{clas}}(x, p) = \frac{\omega}{2\pi k_B T} e^{-\frac{m\omega^2 x^2}{k_B T} + \frac{p^2}{2m k_B T}}. \quad (4.1)$$

Strictly speaking, phase-space distributions are not part of the quantum mechanical framework, as it is impossible to simultaneously determine the position and momentum of a system. Nevertheless, quasi-probability distributions, such as the Wigner function, share many properties with phase-space distributions [1, 2] and are considered the “closest quantum equivalent” to a phase-space distribution. The Wigner function for the same harmonic oscillator at the same state is

$$P_{\text{HO}}^{\text{quan}}(x, p) = \frac{\tanh\left[\frac{\hbar \omega}{2k_B T}\right]}{\frac{k_B T}{\hbar \pi}} e^{-\tanh\left[\frac{\hbar \omega}{2k_B T}\right]\left(\frac{m\omega x^2}{k_B T} + \frac{p^2}{m \omega}\right)}. \quad (4.2)$$

These two distributions coincide at the regime where the thermal energy is much larger than the quantization energy, i.e., $\frac{\hbar \omega}{k_B T} \ll 1$. In this limit, the classical description is very precise, so quantum effects can be neglected. Nevertheless, the distributions diverge at low temperatures (see Fig. 4.1), where classical mechanics predicts a smaller and smaller position and momentum uncertainties, in contradiction with the uncertainty principle. In contrast, the Wigner distribution, Eq. (4.2), obeys the uncertainty principle at any temperature.

This is the main difference between quantum and classical distributions [2]. Moreover, confining potentials impose boundary conditions that quantize the energy state, create a zero point energy, and establish a dependence of the system energy on the boundary conditions. The combination of all these effects results on different energy, heat capacity and other thermal properties [3] relative to the ones predicted by classical mechanics and thermodynamics that neglect boundary effects [4]. In this section of the chapter we will explore how those differences affect the performance of thermal
heat machines. We will compare exactly the same heat machine, i.e., same working medium, same baths, same temperatures, etc., where in one case the behavior of the working medium is dictated by classical mechanics and in the other by quantum mechanics. In this section we do not consider the effects of quantum coherences or quantum correlations. These are left for subsequent sections of this chapter.

In particular, we consider an Otto heat machine [5–7] operating with a M-dimensional working medium, but a similar analysis can be done for other cycles. The Otto cycle is composed of the following four strokes (see Fig.4.2): At point A of the cycle the working medium potential is \( V_h(x_1, \ldots, x_M) \equiv V_h \). Its Hamiltonian is \( H_h \) and its energy levels are \( \{ E_n^h \} \). The working medium is in thermal equilibrium with a hot bath at temperature \( T_h \), so its state in the Hamiltonian energy basis is
\[ \rho_A = Z_{Th}^{-1} \sum_n e^{-\frac{E_h^n}{k_B T_h}} |n\rangle \langle n|, \]

where \( Z_{Th} \) is the partition function. At \( A \), the adiabatic stroke starts: the working medium is decoupled from the hot bath and the potential is slowly deformed until point \( B \), where it reaches \( V_c(x_1, \ldots x_M) \equiv V_c \). Here, the Hamiltonian is \( H_c \), and its energy levels are \( \{E_n^c\} \). The deformation is slow enough for the process to fulfill the assumptions of the quantum adiabatic theorem [8], so the levels populations are the same \( \rho_B = \rho_A \). At \( B \), the system is coupled to the cold thermal bath at temperature \( T_c \), initiating the cold isochoric stage. The system relaxes, achieving thermal equilibrium at \( C \), i.e., \( \rho_C = Z_{Tc}^{-1} \sum_n e^{-\frac{E_c^n}{k_B T_c}} |n\rangle \langle n| \), where \( Z_{Tc} \) is the partition function. Then, the working medium undergoes the second adiabatic stroke: it is decoupled from the bath and the potential is again slowly transformed back, reaching \( V_h \) at \( D \). Here too, we apply the quantum adiabatic theorem so \( \rho_D = \rho_C \). Finally, at this point, the second isochoric phase starts: the working medium is coupled again to the hot bath and equilibrates with it, returning to point \( A \).

One useful feature of the Otto cycle is that work and heat are exchanged during different parts of the cycle: work is transferred during the adiabatic processes and heat over the isochoric strokes. The heat flow from the hot bath is

\[ Q_h = \langle H_h \rangle_A - \langle H_h \rangle_D = \sum_n E_h^n \left( \frac{e^{-\frac{E_h^n}{k_B T_h}}}{Z_{Th}} - \frac{e^{-\frac{E_c^n}{k_B T_c}}}{Z_{Tc}} \right), \quad (4.3) \]

and from the cold bath is

\[ Q_c = \langle H_c \rangle_C - \langle H_c \rangle_B = \sum_n E_c^n \left( \frac{e^{-\frac{E_c^n}{k_B T_c}}}{Z_{Tc}} - \frac{e^{-\frac{E_h^n}{k_B T_h}}}{Z_{Th}} \right). \quad (4.4) \]

Using the first law of thermodynamics, the expression for the work can be obtained,

\[ W = -Q_h - Q_c = (E_c - E_h^c) \left( \frac{e^{-\frac{E_h^n}{k_B T_h}}}{Z_{Th}} - \frac{e^{-\frac{E_c^n}{k_B T_c}}}{Z_{Tc}} \right). \quad (4.5) \]

Here, we use the sign convention that energy flowing to the working medium is positive and flowing from the working medium is negative. The heat machine has several operating modes: for \( W < 0 \) and \( Q_h > 0 \), it is a heat engine and its thermal efficiency quantifies the amount of work extracted per unit of incoming heat, i.e., \( \eta = -\frac{W}{Q_h} \); for \( W > 0 \) and \( Q_c > 0 \), it is a refrigerator and its efficiency or coefficient of performance measures how much energy flows from the cold bath per unit of invested work \( COP = \frac{Q_c}{W} \).

For a classical Otto heat machine, whose working medium is an ideal gas, the operation mode is determined by the compression ratio \( r = \frac{Vol_c}{Vol_h} \), (\( Vol_c \) is the container volume at point \( C \) and \( Vol_h \) is the container volume at point \( A \)): for
$r > r_{Car} = \left( \frac{T_c}{T} \right)^{\frac{1}{\gamma-1}}$, it operates as a refrigerator and for $1 < r < r_{Car}$ the classical Otto heat machine operates as an engine with an efficiency

$$\eta = 1 - \frac{1}{r^{\gamma-1}} \leq 1 - \frac{1}{r_{Car}^{\gamma-1}} = \eta_{Car}, \quad (4.6)$$

where $\eta_{Car}$ is the Carnot efficiency for an engine and $\gamma = \frac{C_p}{C_v}$ is the ratio of heat capacities. An important property of the classical Otto machine is that, in order to extract work or extract heat from the cold bath, the working medium has to be compressible [4, 9–12]. Otherwise, $r = 1$ and $\eta = 0$, precluding work extraction. This compression ratio is smaller than $r_{Car}$, hindering also the refrigerator operation. Here, quantum mechanics provides heat machines with an advantage over their classical counterparts. As it was shown on [5] and we explain below, once the working medium is governed by quantum laws instead of classical mechanics, compressibility is no longer required for work extraction or for cooling down the cold bath. Quantum mechanics allows the realization of heat machines with incompressible working media, opening the possibility for creating classically inconceivable heat machines.

One feature of a classical ideal gas undergoing an Otto cycle is that it is always at equilibrium, so at every point of the cycle it is possible to define the ideal gas temperature. This is not always true for a quantum working medium. For example, at $B$, the working medium is at the state $\rho_B = Z_{T_h}^{-1} \sum_n e^{-\frac{E_n^h}{k_B T_h}} |n\rangle \langle n|$, which is a Boltzmann distribution of the energy levels at point $A (\{E_n^h\})$ instead of point $B (\{E_n^c\})$. So, in general, the state $\rho_B$ is not a thermal equilibrium state with respect to the Hamiltonian at point $B$. The only exception is if the transformation homogeneously scales the energy levels i.e., $E_n^c = q E_n^h$, where $q$ is independent of $n$. Under this condition we can rewrite the state at $B$ as $\rho_B = Z_{qT_h}^{-1} \sum_n e^{-\frac{qE_n^h}{k_B qT_h}} |n\rangle \langle n|$, which is a Boltzmann distribution at temperature $qT_h$ of the energy levels at point $B$. In a similar way, the state at $D$, $\rho_D = Z_{T_c}^{-1} \sum_n e^{-\frac{E_n^c}{k_B T_c}} |n\rangle \langle n| = Z_{T_c/q}^{-1} \sum_n e^{-\frac{qE_n^h}{k_B qT_c}} |n\rangle \langle n|$ is a Boltzmann distribution at temperature $T_c/q$ of the energy levels at point $D$. Most of the research on quantum Otto cycles has focused on this type of transformations [6, 7] which includes the length change of a 1D infinite well [13], frequency shift of a 1D harmonic oscillator [14] or any other scale invariant transformation [15]. We will first study the differences between classical and quantum heat machines undergoing homogeneously energy scaling, which allows the working medium to be in a thermal state during the whole cycle. Then, we will explore the regime of inhomogeneous energy scaling, which has been seldom studied, with few exceptions [16, 17]. For an inhomogeneous energy scaling, the working medium deviates from a thermal state during the adiabatic strokes, resulting on more striking discrepancies between the operation of classical and quantum heat machines, and providing the later with more noteworthy advantages.
4.2.1 Homogeneous Energy Scaling: Work and Heat Corrections

In the case of the homogeneous energy scaling, the working medium is in a thermal state during the whole cycle. So we can use Wigner’s original computation to calculate the quantum corrections to the performance of a heat machine. In 1932, Wigner calculated the quantum corrections to the quasiprobability distribution of an M-dimensional system in a potential \( V \) at thermal equilibrium at temperature \( T \) \[2\]. After integrating the momentum, the unnormalized position distribution is given by a series expansion on \( \hbar \):

\[
\int \ldots \int dp_1 \ldots dp_M P_{\text{quan}}^{(x_1, \ldots, x_n; p_1, \ldots, p_M)} = P_{\text{clas}} + \hbar^2 P_2^{\text{quan}} + \hbar^4 P_4^{\text{quan}} + O(\hbar^6),
\]

where

\[
P_{\text{clas}} = e^{-\frac{V}{k_B T}}
\]

is the classical phase-space distribution and \( P_2^{\text{quan}} \) are quantum corrections that depend on the potential and its derivatives but not on \( \hbar \). For example, the first quantum correction is

\[
P_2^{\text{quan}} = e^{-\frac{V}{k_B T}} \left[ -\frac{1}{12 (k_B T)^2} \sum_k \frac{1}{m_k} \left( \frac{\partial^2 V}{\partial x_k^2} \right) + \frac{1}{24 (k_B T)^3} \sum_k \frac{1}{m_k} \left( \frac{\partial V}{\partial x_k} \right)^2 \right].
\]

At high temperatures, the Wigner function tends to the classical phase space distribution, i.e.,

\[
\int \ldots \int dp_1 \ldots dp_M P_{\text{quan}}^{(x_1, \ldots, x_n; p_1, \ldots, p_M)} \approx e^{-\frac{V}{k_B T}}.
\]

But as the temperature decreases, quantum corrections need to be included to prevent the violation of the uncertainty principle. These corrections change the expectation value of the energy,

\[
\langle H \rangle_T = E_{\text{clas}}(V, T) + \hbar^2 E_{2, QC}(V, T) + O(\hbar^4),
\]

where \( E_{\text{clas}}(V, T) \) corresponds to the system energy predicted by classical mechanics and \( E_{2, QC}(V, T) \) is the first quantum correction

\[
E_{2, QC}(V, T) = \frac{1}{f P_{\text{clas}}} \left[ \frac{1}{24k_B T} \int \sum_k \frac{1}{m_k} \frac{\partial^2 V}{\partial x_k^2} P_{\text{clas}}^{(x_1, \ldots, x_M; p_1, \ldots, p_M)} \right] + \int V \times P_{\text{clas}}^{(x_1, \ldots, x_M; p_1, \ldots, p_M)} - \int V \times P_{2, QC}^{(x_1, \ldots, x_M; p_1, \ldots, p_M)}.
\]

where all the integrals are over all the positions, \( x_1, \ldots, x_M \). The quantum corrections to the energy affect the output of a heat machine. For example, the heat exchanged with the hot bath, including quantum corrections of the order \( \hbar^2 \) is

\[
Q_h = Q_h^{\text{clas}} + \hbar^2 \left( E_{2, QC}(V_h, T_h) - E_{2, QC}(V_c, T_c/q) \right) + O(\hbar^4).
\]
where $Q_{h,\text{clas}}$ corresponds to the heat that a classical working medium would exchange with the hot bath during the Otto cycle, and the other terms are corrections that have to be included for a quantum working medium. In the same way, we can calculate the exchanged work,

$$W = W^{\text{clas}} - \hbar^2 \left( E_{2,QC}(V_h, T_h) - E_{2,QC}(V_h, T_c/q) + E_{2,QC}(V_c, T_c) - E_{2,QC}(V_c, q T_h) \right) + O(\hbar^4), \quad (4.13)$$

where $W^{\text{clas}}$ corresponds to the work exchange by a classical Otto engine and the rest are the quantum corrections. As we explain later (see Eq. (4.17)), in order to extract work, i.e., $W < 0$, the scaling factor of the energy levels has to comply with the following inequality: $\frac{T_c}{T_h} < q < 1$.

For 1D systems in an Otto cycle with potentials $V_c = a_c x^{2n}$ and $V_h = a_h x^{2n}$, the scaling factor between energy levels is $q = \left( \frac{a_c}{a_h} \right)^{\frac{1}{2n}}$ [7] and the correction of order $\hbar^2$ to the exchanged work can be analytically calculated. It is equal to

$$- \frac{\hbar^2 \pi (2n^2 + n - 1) \csc \left[ \frac{\pi}{2n} \right]}{12m \Gamma \left( \frac{1}{2n} \right)^2} \left( \frac{a_c}{k_B T_c} \right)^{\frac{1}{n}} \left( 1 - \frac{1}{q} \right) \left( 1 - \left( \frac{T_c}{q T_h} \right)^{\frac{1}{n}} \right), \quad (4.14)$$

where $\Gamma$ is the gamma function. The correction can be positive or negative, but in the regime of work extraction, $W < 0$, it is always positive, i.e., it always reduces the work extraction.

The first quantum correction starts being relevant when the operation temperatures are not so high and any of the Wigner functions during the cycle deviate from the classical phase-space distribution. As temperatures decrease even more, higher order corrections should be considered. At least for 1D systems, there are recursive formulas that could be used to calculate any $P_{2n}^{\text{quan}}$ [18], from which the full quantum corrections to the work and heat could be calculated. Nevertheless, this is not a practical approach and we will now introduce a simpler strategy that is exact at any temperature.

Using the fact that the energy levels are homogeneously scaled, $E_n^c = q E_n^h$, the expressions for the exchanged heat and work, Eqs. (4.3)–(4.5), can be rewritten. Consider for example $Q_h$ (Eq. (4.3)). Using the relation between the energy levels this equation becomes

$$Q_h = \sum_n E_n^h \left( \frac{e^{-\frac{E_n^h}{k_B T_h}}}{Z_{T_h}} - \frac{e^{-\frac{q E_n^h}{k_B T_c}}}{Z_{T_c/q}} \right) = \int_{T_c/q}^{T_h} dT \left( \sum_n E_n^h \frac{e^{-\frac{E_n^h}{k_B T}}}{Z_T} \right) dT = \int_{T_c/q}^{T_h} d\langle H_h \rangle_T dT = \int_{T_c/q}^{T_h} C_v dT, \quad (4.15)$$
where we have used the fundamental theorem of calculus and $C_v$ is the heat capacity of a thermal state at temperature $T$ with Hamiltonian $H_h$. In the same way, we can rewrite the equations for $Q_c$ and $W$ as:

$$Q_c = -q \int_{T_c/q}^{T_h} C_v dT,$$

(4.16)

$$W = (q - 1) \int_{T_c/q}^{T_h} C_v dT.$$

(4.17)

Because the heat capacity is always positive, work is extracted only if $T_c/q < q < 1$. We leave the readers to prove this as an exercise. All the information about the nature of the working medium is contained only on the heat capacity, $C_v$. If the working medium is a classical system, classical mechanics should be used to compute $C_v$. If the working medium is a quantum system, quantum mechanics should be used instead. Consider for example a working medium composed of $N$ independent harmonic oscillators at thermal equilibrium at temperature $T$. A classical description, based on the equipartition theorem, assigns a contribution of $\frac{k_B}{2}$ for each quadratic degree of freedom of the Hamiltonian. There are two quadratic degrees of freedom for each harmonic oscillator, $x$ and $p$. Therefore, classically $C^{HO,\text{clas}}_v = Nk_B$ at any $T$. In contrast, if we use quantum mechanics for calculating the heat capacity, we will get $C^{HO,\text{quan}}_v = Nk_B \left( \frac{\hbar \omega}{2k_B T} \text{csch} \left[ \frac{\hbar \omega}{2k_B T} \right] \right)^2$, which is temperature dependent (see Fig. 4.3-left). Because, $C^{HO,\text{quan}}_v \leq C^{HO,\text{clas}}_v$, the heat and work exchanged by a heat machine made of a quantum harmonic oscillator working medium is always less than its classical counterpart, turning the classical heat machine into a better choice if we want to increase the heat or work exchange.
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**Fig. 4.3** Classical (yellow dashed line) and quantum (blue continuous line) heat capacities as function of the temperature normalized by the working medium ground state energy. The area below the curves, enclosed by the temperatures $T_c/q$ and $T_h$, is proportional to the work and heat exchange by a classical or a quantum heat machine. For 1D harmonic oscillator potentials (left), the classical heat machine has a larger output than its quantum counterpart (see red area above the quantum curve). In contrast, for a particle in a 1D box (right), the output of the quantum heat machine is larger (see blue area above the classical curve).
Nevertheless, the advantage of the classical heat machine is not a general feature and depends on the type of working medium, which is determined by the potentials, and the temperature range. As an example consider a working medium composed of particles of mass $m$ in a one dimensional box of length $L$. The quantum heat capacity is larger than its classical counterpart at not so low temperatures, i.e., $k_B T \gtrsim \frac{\hbar^2 \pi^2}{2mL^2}$ (see Fig. 4.3-right). Thus, for a one dimensional box potential, a quantum heat machine may have a larger output than its classical counterpart, i.e., extracts more work and exchanges more heat with the thermal baths. Which are the required features for a potential in order to boost the heat machine output and how they relate with other quantum effects, such as the Wigner function negativity, are still open questions that should be further investigated.

Up to this point we have talked about the work and heat exchange. But what about the thermal efficiencies, such as the engine efficiency or the coefficient of performance of a refrigerator? Because these quantities are rates of the exchanged work and the heat from one of the baths,

$$\eta = -\frac{W}{Q_h} = 1 - q; \quad COP = \frac{Q_c}{W} = \frac{q}{1-q},$$

they do not depend on the heat capacity, and therefore they do not depend on the quantum or classical nature of the working medium. Thus, $\eta_{quan} = \eta_{clas}$ and $COP_{quan} = COP_{clas}$. The efficiencies only depend on the potential deformation, which is characterized by the energy levels scaling factor, $q$.

### 4.2.2 Inhomogeneous Energy Scaling and the Efficiency Divergence

Could the efficiency of a quantum heat machine be greater than or at least different from its classical counterpart? Do quantum heat machines have any fundamental advantage over their classical counterparts? The answer to both questions is yes, but the potential transformation should be such that the energy levels are not homogeneously scaled, i.e., $E_n^c \neq qE_n^h$. As we show below, not only the performance is different, but energy quantization enables the realization of classically inconceivable heat machines, such as those operating with an incompressible working medium [5].

We exemplify these effects in a particular 2D example, but a similar analysis can be done for higher dimensions, such as 3D, or other potentials [5]. Here, we consider a working medium contained in a two dimensional box. At points $D$ and $A$ of the cycle, the dimensions of the box are $L^h_x$ and $L^h_y$. At points $B$ and $C$, they are $L^c_x$ and $L^c_y$. If the working medium is incompressible, the box transformations during the adiabatic strokes have to keep the area constant: if the length along $x$ is increased by a factor $j$, $L^c_x = jL^h_x$, then the size along $y$ has to be scaled by a factor $\frac{1}{j}$, $L^c_y = \frac{1}{j}L^h_y$. These transformations correspond to the red lines on the plots on Fig. 4.4.
During the adiabatic strokes, the adiabatic invariants have to be constant. The adiabatic invariant for a classical particle of mass $m$ and energy $E$ in a two dimensional box of area $A$ is [19]

$$\mu = 2\pi m E A,$$

which implies that during the adiabatic transformation $mE A$ is constant. So, for a constant area adiabatic transformation, the energy of the classical working medium does not change, precluding the work extraction. This is true for any classical non-interacting system, from an ideal gas to a single particle. Furthermore, the lack of work extraction is confirmed by taking the classical limit ($\hbar \to 0$) of the quantum calculation for the work, (see Eq. (4.5) and Fig. 4.4-center).

For a quantum working medium, one has to consider the energy levels, which are given by

$$E_{n_x, n_y}^i = \frac{\hbar^2 n^2}{2m} \left( \left( \frac{n_x}{L_x^i} \right)^2 + \left( \frac{n_y}{L_y^i} \right)^2 \right),$$

(4.20)

where $n_x$ and $n_y$ are integers, and $i = \{h, c\}$. For the constant area transformations, as long as $j \neq 1$, the energy levels scaling is inhomogeneous and the classical and quantum efficiencies differ. Moreover, Eq. (4.19) is not an adiabatic invariant at the quantum regime, where constant level populations is enough to warrant adiabaticity. As stated by the quantum adiabatic theorem, adiabaticity is achieved by performing the transformation slowly enough. This can be realized for constant area deformations that change the energy of the working medium. For simplicity, here we are assuming that the quantum working medium is composed of distinguishable particles.
In contrast to the classical heat machine, a quantum heat machine can be highly efficient, i.e., operate close to the Carnot limit, even for constant area transformations (see red line on Fig. 4.4-center). This opens the possibility of creating heat machines using incompressible working media, which classically would be impossible. Despite the increase in efficiency, quantum heat machines are always limited by the Carnot bound and fully comply with the second law of thermodynamics.

The quantum model of a particle in a two dimensional box is not the exact counterpart of a classical ideal gas heat machine. For an ideal gas, changes on one of the directions affect the other, redistributing the energy. In contrast, our quantum model is composed of two independent degrees of freedom that do not interact between themselves. Its classical limit, $\hbar \rightarrow 0$, corresponds to a different performance than the ideal gas heat machine (see Fig. 4.4 right and left, respectively). In any case, for a classical working medium contained in a two dimensional box, either an ideal gas or one composed of two independent degrees of freedom, classical adiabatic invariants forbid the work extraction for constant area transformations. This differs from the quantum case where quantum adiabatic invariants still allow work extraction. Further extension of this work should confirm if, for constant area transformations, work can be extracted using a “quantum ideal gas”. The gas Hamiltonian should include non-trivial interactions among its degrees of freedom, i.e., non-linear couplings, in order to avoid the formation of normal modes and to achieve full thermalization. Further works should also consider the effects of different quantum statistics, such as Fermi–Dirac or Bose–Einstein statistics.

In summary, in this section we have analyzed the differences between heat machines with a working medium governed either by classical or quantum mechanics. The difference in their operation is determined by the type of Hamiltonian transformation: if the energy levels are homogeneously scaled, the work and heat exchange may diverge, but the efficiencies are the same. In contrast, for inhomogeneous energy level scaling, the efficiencies also diverge, allowing the extraction of work with incompressible working fluids and opening for the realization of classically impossible heat machines. Future research should focus on finding other fundamental differences between the operation of classical and quantum heat machines. In this section, we have not studied quantum coherences or correlations. All the quantum effects that have been considered are the basic ones of a confined system: energy quantization and the uncertainty principle. Nevertheless, as we showed, this is enough for heat machines to have fundamentally different performances.

### 4.3 Coherence and Small Action Regime

Quantum coherence is one of the underlying principles of quantum mechanics that allows us to distinguish between classical and quantum phenomena. Historically, quantum coherence clarified the basic aspect of wave-particle duality in physical objects. Nowadays, scientists are trying to reveal the role of quantum coherence in biological, chemical, and physical systems and learn how to exploit it as a resource [20, 21].
In recent years, the role of coherence in quantum thermodynamics has been studied extensively. One fundamental question is how, if at all, quantum coherence can be extracted as thermodynamic work [22–28]. The role of coherence in the operation of quantum thermal machines is another area of investigation. For example, it has been shown that noise-induced coherence can break detailed balance and enable the removal of additional power from a laser or a photocell heat engine [29]. It has also been shown that coherence enhances heat flow between a quantum engine and the thermal bath, implying that coherence plays an important role in the operation of quantum refrigerators [30–33]. Engines subject to coherent and squeezed thermal baths have also been studied [34–36]. While such engines can exceed the Carnot efficiency or even extract work from a single bath [37, 38], they do not break the second-law of thermodynamics as useful work is hidden in the bath [39]. In this context, it is important to note, that the Carnot bound is a relevant reference point only when thermal bath are considered.

However, the existence of coherence in quantum thermal machines is not always beneficial for their operation. In [40] it was shown that for slow driving in the linear response of a Stirling-type engine coherence leads to power loss. This detraction in the performance of the engine is related to the phenomenon of quantum friction [41–44] (see also Chap. 3). In this section we will discuss both positive and negative implications of coherence. In particular, we will present a study by Uzdin et al. [45, 46] that reveals the thermodynamic equivalence of different types of engines in the small action regime. In this regime it has further been shown that coherence enhances power extraction. We further present a recent experiment [47] that demonstrate these two findings. At the end of this section we will discuss the origin of quantum friction which degrades the performance of thermal machines.

4.3.1 Heat Machines Types and the Mathematical Description

4.3.1.1 Heat Machine Types

In this section, we will consider the three most common types of heat engines: the continuous engine, the two-stroke engine, and the four-stroke engine (see Fig. 4.5). The elementary components for assembling a quantum heat engine are two heat baths at different temperatures, $T_h$ and $T_c$, where the subscripts $h$($c$) correspond to hot(cold), such that $T_h > T_c$, a work source, which is used for consuming/extracting energy in/out of the engine, and as the working medium, a quantum system, that couples the different components of the engine.

As was discussed in the previous chapters and in Refs. [48–52], the working medium can be described by different types of quantum systems. Here, we treat the working medium as a three-level system. The three-level setup was first studied by Scovil and Schulz-DuBois [53] and is considered the pioneering work in the field. This model was later studied by Kosloff et al. [48, 54, 55] who employed a quantum
dynamical description, which reveals the significance of quantum effects in the study of thermodynamics of microscopic heat engines. Besides being an elementary model, the three-level engine has demonstrated quantum signatures in a nitrogen-vacancy centers experimental setup [47]. This will be discussed in more detail in Sect. 4.3.4. In Fig. 4.5 the three types of quantum heat engines that are comprised of three-level systems are described schematically. The Hamiltonian of the system, including the driving Hamiltonian, takes the form \( H(t) = H_o + H_w(t) \) with

\[
H_o = \hbar \omega |2\rangle \langle 2| + \hbar \omega_h |3\rangle \langle 3|, \\
H_w = \epsilon(t) \exp(i \omega t) |1\rangle \langle 2| + \text{H.c.}.
\]

Here, \( H_o \) is the bare Hamiltonian, where the energy of level one is assumed to be zero. The system is periodically driven with the frequency \( \omega = \omega_h - \omega_c \) which is in resonance with the transition frequency between the first and second levels. The driving Hamiltonian, \( H_w(t) \), is expressed after performing the rotating wave approximation (assuming \( \epsilon \ll \omega \)), and H.c. stands for the Hermitian conjugate. The interaction with the bath will be described explicitly below for both the Markovian and non-Markovian regimes.

Continuous engines are machines in which all components of the engine are simultaneously coupled through the working medium [48, 56–58], attaining a steady-state operation. The hot bath couples the first and third levels while the cold bath couples the second and third levels. The coupling to the heat baths generates a population inversion between the first and second levels, which is used to extract work by amplifying a driving field connecting the two levels. In the weak driving limit, the condition for population inversion can be simplified to \( T_h/T_c > \omega_h/\omega_c > 1 \). The device can operate as a refrigerator by simply changing the direction of the inequality \( T_h/T_c < \omega_h/\omega_c \) [59]. We remark that population inversion is not the only mechanism to gain power from a quantum heat engine. In Ref. [60] electromagnetically induced transparency mechanism was suggested to obtain bright narrow emission light without population inversion, and this was later demonstrated experimentally [61] with cold Rb atoms.

Two-stroke engines operate in a two stage mode [6, 62]. In the first stroke, the quantum system is coupled to both the cold and hot baths, whereas in the second stroke, after the system is decoupled from the heat baths, work is extracted from the quantum system via a coupling to an external field. In the example of the three level system, at the end of the first stroke population inversion between the first and second levels is created, and in the second stroke this population inversion is exploited to extract useful work from the engine (see Fig. 4.5).

Four-stroke engines are perhaps the most familiar types of engines, as they include the Otto and Carnot engines. The Otto cycle, which was already introduced in Sect. 4.2 is comprised of four strokes, two isochores and two adiabats [14, 41, 63]. In Fig. 4.5, we describe the quantum analogue of the four-stroke Otto engine. In the first stroke, levels one and three are coupled to the hot bath, and heat flows into the working medium. In the second stroke, work is invested without any transfer of heat,
Fig. 4.5 Scheme of three different types of heat engines: a) a continuous engine, b) a two-stroke engine, and c) a four-stroke engine.

and in the third stroke levels three and two are coupled to the cold bath, and heat flows out of the working medium. In the last stroke, the working medium is again decoupled from the heat bath and work is extracted from the engine, completing a full cycle.

The stroke-type engines operate repeatedly, and each cycle takes a certain amount of time $\tau_{\text{cyc}}$. Defining where the cycle begins is arbitrary, as long as all four strokes are completed. Unlike the continuous engines, the stroke-type engines do not reach a steady state operation, but rather, they reach a limit cycle, where at the end of each cycle the state of the quantum system is the same. The efficiencies for all of the engines described in Fig. 4.5 are given by $\eta_{\text{Otto}} = 1 - \frac{\omega}{\omega_h}$, which is termed the quantum otto efficiency [14, 41, 48]. We leave the readers to prove this as an exercise. For simplicity, the description of the stroke-engines above is based solely on population inversion and does not require description of quantum coherence. In this sense, these engines describe a stochastic (classical) operation of the engines. In the following sections we will see that the presence of quantum coherence will have an influence on the thermodynamics of these thermal devices.

The mathematical description of these engines requires tools from the theory of open quantum systems. While the work strokes are described using a unitary propagator $U$ which preserves the entropy of the quantum system, the coupling to the bath introduces irreversible dynamics accompanied with entropy generation. The dynamics of the engine is described by a completely-positive and trace-preserving map. In the Markovian regime this can be achieved using the Lindblad-Gorini-Kossakowski-Sudarshan (LGKS) master equation [64, 65], which is described in detail in the next section. Extending the study of quantum heat machines beyond the Markovian
regime and the weak system-bath coupling limit can be performed using Green’s functions [66], the polaron transformation [67–69], the reaction coordinate mapping [70–72] or using simulations based on the stochastic surrogate Hamiltonian [73]. Here, we will take a different approach based on the idea of heat exchangers [46], which will be described in detail in Sect. 4.3.1.3.

### 4.3.1.2 Markovian Regime and Liouville Space

In the Markovian regime, the dynamics of the system (the working medium) is described by a reduced description for the density operator \( \rho \) and takes the form of the LGKS Markovian master equation [64, 65, 74] (see also Chap. 1):

\[
i \hbar \frac{d}{dt} \rho = L(\rho) \equiv [H_s, \rho] + i \sum_k S_k \rho S_k^\dagger - \frac{1}{2} S_k^\dagger S_k \rho - \frac{1}{2} \rho S_k^\dagger S_k.
\]  

(4.22)

The \( S_k \) operators depend on the system-bath coupling and on the properties of the bath, including the temperature and the correlations [74]. In following, we concentrate on thermal generators \( L \) that asymptotically induce the system to evolve into a Gibbs state, \( \rho_{th} = \exp(-\beta H_s)/Z \), with the inverse bath temperature \( \beta = 1/k_B T \) and the partition function \( Z \). This type of generator can be derived from a microscopic Hamiltonian description in the weak system-bath coupling limit [74, 75] and for a collision model in the low density limit [76]. The necessity of a microscopic derivation was discussed in [77], where it was shown that a local phenomenological description may lead to a violation of the second law of thermodynamics. Further discussion on this topic is found in [78, 79].

To derive the results of this chapter, we analyze the dynamics in the extended Liouville space. In this space, any matrix representation of an operator acting in a Hilbert space is mapped to a vector. That is, for a general matrix \( B \) acting in Hilbert space: \( B_{N \times N} \rightarrow |B\rangle_{1 \times N^2} \). Given this index mapping, the master equation (4.22) in Liouville space reads:

\[
i \hbar \frac{d}{dt} |\rho\rangle \equiv \mathcal{L}|\rho\rangle \equiv (\mathcal{H}_s + \mathcal{L}^d)|\rho\rangle.
\]  

(4.23)

The super-operator \( \mathcal{H}_s \) is represented by a Hermitian \( N^2 \times N^2 \) matrix that corresponds to the first term on the right hand side of (4.22), and the super-operator \( \mathcal{L}^d \) is a non-Hermitian \( N^2 \times N^2 \) matrix that corresponds to the dissipative terms in (4.22). In this chapter, we use calligraphic letters to describe super-operators acting in Liouville space and ordinary letters for operators acting on a Hilbert space. We also chose a specific map known as the “vec-ing”. More details on the Liouville-space representation of quantum mechanics are presented in Box 1.

The LGKS operators in Hilbert space that describes the coupling of the system to the hot bath are expressed as
\[ S_1^h = \sqrt{\gamma_h} e^{-\hbar \omega_h \beta_h} |3\rangle \langle 1|, \]
\[ S_2^h = \sqrt{\gamma_h} |1\rangle \langle 3|, \]
and those to the cold bath as
\[ S_1^c = \sqrt{\gamma_c} e^{-\hbar \omega_c \beta_c} |3\rangle \langle 2|, \]
\[ S_2^c = \sqrt{\gamma_c} |2\rangle \langle 3|. \]

These operators form the dissipators \( L_h \) and \( L_c \) respectively. In the weak coupling limit, the parameters \( \gamma_h \) and \( \gamma_c \) are given by the Fourier-transforms of the baths correlation functions [74]. Without any external driving, the coupling to the baths will lead asymptotically to a Boltzmann factor ratio of the populations, \( p_3/p_1 = e^{-\hbar \omega_h \beta_h} \) and \( p_3/p_2 = e^{-\hbar \omega_c \beta_c} \). However, when driving is incorporated to the process, the behavior of the state is changing, and different engine-types will differ from one another. With these building blocks a full description in the Markovian regime of the different engines can be obtained.

**Box 1: Liouville-space representation of quantum mechanics**

Quantum dynamics is traditionally described in Hilbert space. However, it is convenient, particularly, for open quantum systems, to introduce an extended space where the density operator is represented by a vector and the time evolution of a quantum system is generated by a Schrödinger-like equation. This space is usually referred to as Liouville space [80]. We denote the “density vector” by \( |\rho\rangle \in \mathbb{C}^{1 \times N^2} \), which is obtained by reshaping the density matrix \( \rho \) into a larger vector with index \( \alpha \in \{1, 2, \ldots N^2\} \). The one-to-one mapping of the two matrix indices into a single vector index \( \{i, j\} \rightarrow \alpha \) is arbitrary, but has to be used consistently. In general, the vector \( |\rho\rangle \) is not normalized to unity. Its norm is equal to the purity, \( \mathcal{P} = \text{tr}(\rho^2) = \langle \rho | \rho \rangle \), where \( \langle \rho | = | \rho \rangle^\dagger \). The equation of motion of the density vector in Liouville space follows from
\[ d_t \rho_\alpha = \sum_\beta \rho_\beta \partial(d_t \rho_\alpha)/\partial \rho_\beta. \]

Using this equation, one can verify that the dynamics of the density vector \( |\rho\rangle \) is governed by a Schrödinger-like equation in the new space,
\[ i\hbar \partial_t |\rho\rangle = \mathcal{L} |\rho\rangle, \]
where the super-operator \( \mathcal{L} \in \mathbb{C}^{N^2 \times N^2} \) is given by
\[ \mathcal{L}_{\alpha\beta} = i\hbar \frac{\partial(d_t \rho_\alpha)}{\partial \rho_\beta}. \]
A particularly useful index mapping is the “vec-ing” mapping [81–83] that provides a simple form for $\mathcal{L}$ in terms of original Hilbert-space Hamiltonian and Lindblad operators. In this mapping, the density vector $|\rho\rangle$ is ordered row by row, i.e., $\alpha = \text{col}+N(\text{row}-1)$, and the following relations hold:

$$[H, \rho] \rightarrow (H \otimes I - I \otimes H^T)|\rho\rangle, \quad (4.29)$$

$$A\rho A^\dagger \rightarrow (A \otimes A^*)|\rho\rangle, \quad (A^\dagger A \otimes I)|\rho\rangle, \quad (4.30)$$

$$A^\dagger A\rho \rightarrow (A^\dagger A \otimes I)|\rho\rangle, \quad \rho A A^\dagger \rightarrow (I \otimes (A^\dagger A)^T)|\rho\rangle, \quad (4.31)$$

where $^T$ denotes the transpose and $^*$ denotes the complex conjugate. Using these relations, the generator $\mathcal{L}$ can easily be expressed in a matrix form. The dynamical map generated by the Lindblad super-operator can also be expressed in a matrix form $\Lambda = \exp(-i\mathcal{L}t/\hbar)$. This matrix has a single eigenvalue which is equal to one and it’s eigenvector is associated with the stationary state of the system. For standard thermalization dynamics, this state is the Gibbs (thermal) state with the temperature of the bath.

The inner product of two operators $A$ and $B$ in Hilbert space is mapped to Liouville-space as

$$\text{tr}(A^\dagger B) \rightarrow \langle A|B \rangle. \quad (4.32)$$

Since $\rho$ is Hermitian, (4.30) implies that the expectation value of an operator $A$ in Liouville space is given by the inner product of $\rho$ and $A$,

$$\langle A \rangle = \langle \rho|A \rangle. \quad (4.33)$$

The dynamics of the expectation value $\langle A \rangle$ can then be expressed as

$$\frac{d}{dt}\langle A \rangle = i\hbar^{-1}\langle \rho|\mathcal{L}^\dagger|A \rangle + \langle \rho|\partial_t A \rangle. \quad (4.34)$$

Another useful relation for the Hamiltonian part

$$\mathcal{H}|H\rangle = \langle H|\mathcal{H} = 0, \quad (4.35)$$

where we mapped $H \rightarrow |H\rangle$ and $[H, \cdot] \rightarrow \mathcal{H}$. This relation follows from the fact that the Hamiltonian commutes with itself.
4.3.1.3 Non-Markovian and Strong Coupling Regime

Generally, treating non-Markovian dynamics and a strong system-bath coupling can be challenging. Here we adopt the idea developed in [46] of heat exchangers that captures the effects of non-Markovianity and strong coupling on the quantum thermal machines equivalence principle which will be discussed in Sect. 4.3.2.

Heat exchangers are widely used in engineering to pump heat out of a system. For example, computer chips interact strongly with a metal that conducts the heat and then is cooled by the surrounding air. In the context of the engines described in Fig. 4.5, the quantum system interacts with heat exchangers that are modeled by two level particles. There are \( N_h \) and \( N_c \) particles in the hot and the cold heat exchangers, respectively. We assume that in each stroke, the working medium interacts with a single particle of the heat exchangers. Before the interaction, each of the particles in the exchangers is in a thermal state with temperature \( T_{h,c} \). During the interaction, heat is exchanged with the quantum system and the states of the particle and the working medium change. After the interaction, the particle relaxes back to its original thermal state via a coupling to a thermal bath. Thus, each particle will interact with the working medium cyclically with a period \( N_h \tau_{cyc} \).

The advantage of the above description is that it is independent of the properties of the thermal bath (the interaction can be described in the weak coupling and Markovian limits). On the other hand, the particles may interact strongly with the working medium and in a non-Markovian manner, imposing the effects of strong and non-Markovianity on the equivalence principle.

In this scheme, the work source is modeled by a set of qubits or qutrits interacting with the working medium. After a complete cycle of the engine, energy is stored in the work repository which can later be extracted, similar to the function of a battery. The concepts of quantum batteries and quantum flywheels (see Chap. 8), where energy is stored and extracted from internal degrees of a quantum system were studied in different contexts [46, 84–88].

When the work repository is quantized, the exchange of energy with the working medium cannot necessarily be considered as pure work, since entropy may be generated in the battery and the working medium [46, 84, 89–91]. This phenomenon is ignored when the work repository is modeled as a semi-classical field. The field is typically considered large enough that the entropy generated in the field is negligible, and since its operation on the quantum system is unitary the entropy of the quantum system does not change as well. This generation of entropy in the battery can be resolved using a feedback scheme [84] or by applying a specific procedure that guarantees that entropy will be produced in the working medium while the entropy of the battery is not changing or even reduced (super-charging) [46].

The interaction of the working medium with the work repository and the heat exchangers can be modeled by unitary dynamics evolving from a Hamiltonian description. The initial states of the heat exchangers, the work repository, and the working medium in each cycle are uncorrelated, i.e., \( \rho_{\text{tot}}(0) = \rho_c \otimes \rho_h \otimes \rho_w \otimes \rho \). Here \( \rho \) is the engine (working medium) state and \( \rho_{c,h,w} \) are the heat exchangers and
work repository states. The coupling between the engine and the rest of the particles takes the form

$$H_{\text{int}} = \sum_{k=e,h,w} f_k(t) H_{ok}, \quad (4.34)$$

where $f_k(t)$ is a periodic function that controls the timing of the interaction. We further require that the interactions will be energy conserving. Thus the energy in the exchangers, the work repository, and the engine are not effected by $H_{ok}$ but only redistributed. Mathematically this requirement is translated to $[H_{ok}, H_o + H_k] = 0$, where the index $k$ stands for $c, h, w$, and $H_o$ is defined by Eq. (4.21). The interaction Hamiltonian takes the form,

$$H_{ok} = a_k^\dagger a_{ok} + a_k a_{ok}^\dagger, \quad (4.35)$$

where $a_k$ is the annihilation operator of the $k$ particle of the exchangers and battery, and $a_{ok}$ is the annihilation operator of the $k$ manifold of the working medium (the three-level system, see Fig. 4.5). This type of interaction generates a partial or full swap between the $k$ manifold of the engine and the corresponding $k$ particle of the exchangers and battery. Since the swap operation may significantly change both the states of the heat exchangers particles and the engine and form quantum correlations, this simplified model captures non-Markovian and strong coupling effects.

### 4.3.2 Quantum Thermal Machines Equivalence

A peculiar phenomenon in the thermodynamic behavior of the different engine-types described above occurs in a quantum regime where the action over a cycle is small compared to $\hbar$ [45]. In this regime of operation, the four-stroke, two-stroke, and continuous engines have the same thermodynamic properties for both transient and steady state operation. At the end of each cycle, the power, heat and efficiency becomes equivalent. This phenomenon can be traced back to the coherent mechanisms of the engines that become dominant in the small action regime. The action is defined as the integral over a cycle time of the spectral norm of the generator of the dynamics:

$$s = \int_0^\tau \| \mathcal{L}(t) \| \, dt. \quad (4.36)$$

The spectral norm (operator norm) is simply given by the square root of the largest eigenvalue of $\| \mathcal{L} \| = \max \sqrt{\text{eig} (\mathcal{L}^\dagger \mathcal{L})}$. For a non-Hermitian operator, this magnitude is the largest singular value of the operator $\mathcal{L}$. The action norm Eq. (4.36) has been used before to obtain quantum speed limits and distance bounds for quantum states [92, 93] and the distance between protocols in the context of quantum control [94]. As an example [45], the action norm limits the maximal state change during time $\tau$, such that $\max (\| |\rho(\tau)\| - |\rho(0)\| \|) \leq s/\hbar$. 
The derivation of the equivalence is based on the Strang decomposition [95, 96] for two non-commuting operators $A$ and $B$,

$$
e^{(A+B)dt/\hbar} = e^{\frac{i}{2}A dt/\hbar} e^{\frac{i}{2}B dt/\hbar} e^{\frac{i}{2}A dt/\hbar} + O(\tilde{s}^3) \approx e^{\frac{i}{2}A dt/\hbar} e^{\frac{i}{2}B dt/\hbar} e^{\frac{i}{2}A dt/\hbar}. \quad (4.37)$$

Here we define $\tilde{s} \equiv s/\hbar$, which is the norm action $s = (\|A\| + \|B\|)dt$ divided by $\hbar$ that must be small parameter for the expansion to hold, i.e. $\tilde{s} \ll 1$ [45].

### 4.3.2.1 Equivalence in the Markovian Regime

To derive the engines’ equivalence we start with the dynamical description of the continuous engine. The following calculations are carried out in a rotating frame, according to the transformation $U = e^{-iH_0 t/\hbar}$. Since $L_h$ and $L_c$ commute with $H_0$ the transformation will not affect these generators. The interaction Hamiltonian is now time independent $H_w \rightarrow \tilde{H}_w = \epsilon |1\rangle\langle 2| + \text{H.c.} (\text{see Eq. (4.21)})$, and the generator of the dynamics reads,

$$\tilde{L} = L_h + L_c + \tilde{H}_w. \quad (4.38)$$

We chose the cycle time $\tau_{cyc} = 6m\tau_d$, where $\tau_d$ is the external drive cycle and $m \in \mathbb{Z}^+$. The propagator of the continuous engine over time $\tau_{cyc}$ is

$$\Lambda^{cont} = \exp \left[ -i (L_h + L_c + \tilde{H}_w) \frac{\tau_{cyc}}{\hbar} \right]. \quad (4.39)$$

Applying the Strang splitting Eq. (4.37) on $L_h + L_c$ we obtain the two-stroke propagator over one cycle,

$$\Lambda^{2st} = \exp \left[ -i \frac{3}{2} (L_h + L_c) \frac{\tau_{cyc}}{3\hbar} \right] \exp \left[ -i 3\tilde{H}_w \frac{\tau_{cyc}}{3\hbar} \right] \exp \left[ -i \frac{3}{2} (L_h + L_c) \frac{\tau_{cyc}}{3\hbar} \right]. \quad (4.40)$$

Here we rescaled the cycle time and the couplings to the bath and the external field such that the total cycle time will remain $\tau_{cyc}$. Moreover, we set the fraction time of the work stroke to be $1/3$ of the cycle time, in agreement with the experiment [47] described in Sect. 4.3.4. We can repeat this procedure and obtain the four-stroke propagator over one cycle. First we split $L_c$ in Eq. (4.39) and then split $\tilde{H}_w$,

$$\Lambda^{4st} = \exp \left[ -i 3L_c \frac{\tau_{cyc}}{6\hbar} \right] \exp \left[ -i 3\tilde{H}_w \frac{\tau_{cyc}}{6\hbar} \right] \exp \left[ -i 3L_h \frac{\tau_{cyc}}{6\hbar} \right] \exp \left[ -i 3\tilde{H}_w \frac{\tau_{cyc}}{6\hbar} \right] \exp \left[ -i 3L_c \frac{\tau_{cyc}}{6\hbar} \right]. \quad (4.41)$$

Also here, the cycle time and couplings are rescaled to maintain a similar $\tau_{cyc}$ for all engines. According to Eq. (4.37), given $\tilde{s} \ll 1$, all engine-types propagators over a cycle are equivalent to order $O(\tilde{s}^3)$, that is

$$\Lambda^{cont} \approx \Lambda^{2st} \approx \Lambda^{4st}. \quad (4.42)$$
The equivalence holds also for the average work and heat over a cycle:

$$W_{cont} \simeq W^{2st} \simeq W^{4st},$$  
$$Q_{c,h}^{cont} \simeq Q_{c,h}^{2st} \simeq Q_{c,h}^{4st}.$$  

(4.43)

As heat and work are process-dependent, and since the states of the different engines differ significantly from one another during the cycle, Eq. (4.43) should be proved. The rigorous proof can be found in [45] and is based on the symmetric rearrangement theorem. Here we will explicitly show how work equivalence can be derived for the continuous and the two-stroke engines. In steady state, the work performed over one cycle of the continuous engine is given by the steady state power multiplied by the cycle time [45],

$$W_{cont} = -\frac{i}{\hbar} \langle H_o | \tilde{H}_w | \tilde{\rho}_s \rangle \tau_{cyc}. \quad (4.44)$$

Here $\tilde{\rho}_s$ is the steady state density matrix of the continuous engine in the rotating frame. The work output over a single cycle of the two-stroke engine is simply given by the energy difference between the end and beginning of the work stroke. Assuming that the engine operates in the limit cycle and that the cycle (4.40) starts at a state $|\tilde{\rho}(t_o - \tau_{cyc}/2)\rangle$, we have $|\tilde{\rho}(t_o - \tau_{cyc}/2)\rangle = |\tilde{\rho}(t_o + \tau_{cyc}/2)\rangle$. The work in this cycle is then given by

$$W^{2st} = \langle H_o | \tilde{\rho} \left( t_o + \frac{\tau_{cyc}}{6} \right) \rangle - \langle H_o | \tilde{\rho} \left( t_o - \frac{\tau_{cyc}}{6} \right) \rangle = -\frac{i}{\hbar} \langle H_o | \tilde{H}_w | \tilde{\rho}(t_o) \rangle \tau_{cyc} + O(\tilde{s}^3). \quad (4.45)$$

The second equality in Eq. (4.45) follows from the fact that in the small action regime we can expand the states $|\tilde{\rho}(t_o \pm \tau_{cyc}/6)\rangle = |\tilde{\rho}(t_o)\rangle \mp i3\tilde{H}_w \frac{\tau_{cyc}}{6\hbar} |\tilde{\rho}(t_o)\rangle + O(\tilde{s}^3)$. Because of symmetry, the second order term vanishes and we are left with correction of the order $O(\tilde{s}^3)$. Using Eq. (4.42), we have $|\tilde{\rho}(t_o \pm \tau_{cyc}/2)\rangle = |\tilde{\rho}_s\rangle + O(\tilde{s}^3)$, and $|\tilde{\rho}(t_o \pm \tau_{cyc}/2)\rangle = |\tilde{\rho}(t_o)\rangle \mp i\tilde{L}_{c,w} \frac{\tau_{cyc}}{2} |\tilde{\rho}(t_o)\rangle + O(\tilde{s}^3)$, which implies $|\tilde{\rho}(t_o)\rangle = |\tilde{\rho}_s\rangle + O(\tilde{s}^2)$. Inserting this last relation into the right hand side of Eq. (4.44), we obtain $W_{cont} = W^{2st} + O(\tilde{s}^3)$. In a similar manner, one can show the equivalence of the heat which is defined as

$$Q_{c,h}^{cont} = -\frac{i}{\hbar} \langle H_o | \tilde{L}_{c,h} | \tilde{\rho}_s \rangle \tau_{cyc}. \quad (4.46)$$

The proof above assumes operation in the limit cycle. However, note that the equivalence holds also for transients and can be shown to hold for the four stroke engine without explicit calculation. To show this, the symmetric rearrangement theorem [45] should be applied.

The average power and heat flow are given by $P = W/\tau_{cyc}$ and $J_{c,h} = Q_{c,h}/\tau_{cyc}$. The power and heat flows of the continuous engine is independent of the cycle time $\tau_{cyc}$. Thus, according to the proof of the equivalence for the work and heat, the power and heat flow of the two-stroke and four-stroke engines will deviate quadratically from the power of the continuous one.
This result can be observed in Fig. 4.7b and will be discussed in detail in Sect. 4.3.4.

4.3.2.2 Equivalence in the Strong-Coupling and Non-Markovian Regime

The thermodynamic equivalence of heat machines can be extended to the non-Markovian and strong coupling regime. Adapting the setup introduced in Sect. 4.3.1.3 and applying the Strang decomposition Eq. (4.37), one can show the equivalence principle for small action in a similar manner to the Markovian regime. Yet, the equivalence work and heat in this setup is of the order of $O(\bar{s}^4)$, instead of $O(\bar{s}^3)$ as it is in the Markovian regime. The dynamics of the engine and its interaction with the heat exchangers and the battery are described by a unitary transformation. By choosing the energy gaps in the engine manifold $k$ to match those of the $k$-th heat exchanger and battery, we have the condition $[H_{oh} + \sum_{k=h,c,w} H_k, H_{int}] = 0$. This condition implies that a transformation to a rotated frame according to $U_0 = \exp[-i(H_{oh} + \sum_{k=h,c,w} H_k)t/\hbar]$ will not affect $H_{int}$. Thus, in the rotated frame, the propagators in Hilbert space of continuous, two-stroke, and four-stroke engines over a cycle time read:

\begin{align}
U_{cont} &= \exp[-i(H_{oh} + H_{oc} + H_{ow}) \frac{\tau_{cyc}}{\hbar}], \\
U^{2st} &= \exp[-i\frac{3}{2}H_{ow} \frac{\tau_{cyc}}{\hbar}] \exp[-i3(H_{oh} + H_{oc}) \frac{\tau_{cyc}}{\hbar}] \exp[-i\frac{3}{2}H_{ow} \frac{\tau_{cyc}}{\hbar}], \\
U^{4st} &= \exp[-i3H_{oc} \frac{\tau_{cyc}}{\hbar}] \exp[-i3H_{ow} \frac{\tau_{cyc}}{\hbar}] \exp[-i3H_{oh} \frac{\tau_{cyc}}{\hbar}] \exp[-i3H_{ow} \frac{\tau_{cyc}}{\hbar}] \exp[-i3H_{oc} \frac{\tau_{cyc}}{\hbar}].
\end{align}

Applying the Strang decomposition in a similar manner to Sect. 4.3.2.1 results in

\begin{equation}
U^{cont}(\tau_{cyc}) \cong U^{2st}(\tau_{cyc}) \cong U^{4st}(\tau_{cyc}),
\end{equation}

up to order $O(\bar{s}^3)$. If the engines start in the same initial condition, then their states at time $m\tau_{cyc}$ for $m \in \mathbb{Z}^+$ will differ at most by $O(\bar{s}^3)$, while at other times, they will differ in the strongest order possible $O(\bar{s})$. The heat and the work over one cycle are given by the energy of the heat exchanger particle and the energy stored in the battery after this cycle,

\begin{align}
W^j &= tr \left[ (U^j(\tau_{cyc})\rho_{tot}(0)U^j(\tau_{cyc})^\dagger - \rho_{tot}(0)) H_w \right], \\
Q_{c,h}^j &= tr \left[ (U^j(\tau_{cyc})\rho_{tot}(0)U^j(\tau_{cyc})^\dagger - \rho_{tot}(0)) H_{c,h} \right], \quad j = cont, 2st, 4st.
\end{align}

The proper name for this type of engine would be the simultaneous engine, as all the interactions occur within one stroke. After this stroke, some energy is stored in the battery and the engine will subsequently interact with a new set of particles. However, for consistency with previous sections we will refer to this engine as continuous.
Equations (4.49) and (4.50) imply immediately, without the need of the symmetric rearrangement theorem, the equivalence of heat and work for the different heat engine types.

Since at every cycle the engine interacts with new particles of the battery and the heat exchangers, and no initial correlation is present, the equivalence of heat and work hold up to order $O(\bar{s}^4)$. The $O(\bar{s}^3)$ corrections contribute only to inter-particle coherence generation and not to population changes. The inter-particle coherence should be distinguished from the single particle coherence, which is manifested by local operations on the single particles. The inter-particle coherence represents the interaction between degenerate states. In the model describe above, we have three pairs of degenerate states \( \{|0_w, 1_w\}, \{|0_h, 1_h\}, \text{ and } \{|0_c, 1_c\}\), which are essential for the engine operation. Suppression of these coherences will lead to a Zeno effect, where the engine will not evolve in time.

Here, we assumed that the initial states of all the engines are the same, which implies that the equivalence also holds in the transient dynamics. However, the equivalence holds also in the limit cycle regardless of the initial state of the engines. To show this one should look at the reduced state of one of the engine types at the limit cycle and apply the evolution operator of a different engine and see how the state changes.

### 4.3.3 Quantum-Thermodynamic Signatures

Much like in quantum information theory, where entanglement witness are identified in order to distinguish between entangled and separable states, it is desirable to identify quantum thermodynamic signatures in the operation of quantum thermal machines. We define a quantum-thermodynamic signature as a thermodynamic measurement, such as power or heat flow, that confirms the presence of quantum effects, such as coherence or quantum correlations, in the operation of the device. In this section, we will focus on the presence of coherence (interference) in the operation of quantum heat engines and its signature [45].

A quantum-thermodynamic signature is constructed by setting a bound on a thermodynamic measurement of a classical engine. In this section we define a classical engine as a device that can be fully described by its population dynamics. Considering, for example, the two-stroke engine described in Sect. 4.3.2.1, the work done in the work stroke is given by

$$W = \langle H_o | \exp[-\frac{i}{\hbar} \tilde{H}_w \tau_w] | \tilde{\rho} \rangle - \langle H_o | \tilde{\rho} \rangle,$$

where $\tau_w$ is the work stroke duration. Splitting the state into the diagonal (population) contribution and to off-diagonal (coherence) contribution such that $| \tilde{\rho} \rangle = | \tilde{\rho}_{\text{pop}} \rangle + | \tilde{\rho}_{\text{coh}} \rangle$, we can express the work as

$$W = \langle H_o | \sum_{n=1} \frac{(-\frac{i}{\hbar} \tilde{H}_w \tau_w)^{2n}}{2n!} | \tilde{\rho}_{\text{pop}} \rangle + \langle H_o | \sum_{n=1} \frac{(-\frac{i}{\hbar} \tilde{H}_w \tau_w)^{2n-1}}{(2n-1)!} | \tilde{\rho}_{\text{coh}} \rangle. $$

(4.51)
The above splitting is possible because of two reasons. First, note that \( \tilde{H}_w \) in Hilbert space only has off-diagonal terms in the energy basis of \( H_o \). This implies that in Liouville space, the super-operator and the state will have the structure

\[
\tilde{\mathcal{H}}_w = \begin{pmatrix}
0 & h \\
h^\dagger & 0
\end{pmatrix} \quad |\tilde{\rho}\rangle = \begin{pmatrix}\rho_{\text{pop}} \\
\rho_{\text{coh}}\end{pmatrix}.
\] (4.52)

This means that \( \tilde{\mathcal{H}}_w \) couples only coherences to populations and populations to coherences. Second, since in Hilbert space \( H_o \) is diagonal, \( \langle H_o \rangle \) projects the state on the population space in Liouville space. Thus, contributions to the work will come from odd powers of \( \tilde{\mathcal{H}}_w \) operating on coherences and from even powers operating on populations.

To construct classical (stochastic) engines based on our previous description of the two-stroke and the four-stroke quantum engines, we introduce a dephasing operator \( D \) that will eliminate coherences in the engine. This is achieved by operating with \( D \) at the beginning and at the end of each stroke. We require that the operator \( D \) dephases the system in the energy basis such that it does not change the energy population. This is referred as pure dephasing, which means that before and after the operation of \( D \), the energy of the engine and the population in the energy basis are the same. Conceptually this operator can be described as a projection operator on the population space \( D = |\text{pop}\rangle\langle\text{pop}| \). In practice, this operator can be expressed in Hilbert space, for example, as \( D(\rho) = -\eta[H_o, [H_o, \rho]] \) with the dephasing rate \( \eta > 0 \). This term may arise in different physical scenarios [94, 97, 98]. Since \( D \) commutes with \( \mathcal{L}_h, c \), the effect of \( D \) on the dynamics and the work is reduced to its influence on the unitary strokes. The work of the stochastic engine can now be expressed as \( W_{\text{stoch}} = \langle H_o | D(\exp[-\frac{i}{\hbar} \tilde{\mathcal{H}}_w \tau_w] - I)|D|\tilde{\rho}\rangle = \langle H_o | (\exp[-\frac{i}{\hbar} \tilde{\mathcal{H}}_w \tau_w] - I)|\tilde{\rho}_{\text{pop}}\rangle \), where we used the relation \( \langle H_o | D = \langle H_o | \). In the small action regime the leading order to the work is quadratic in \( \tilde{\mathcal{H}}_w \),

\[
W_{\text{stoch}} = -\frac{\tau_w^2}{2\hbar^2} \langle H_o | \tilde{\mathcal{H}}_w^2 |\tilde{\rho}_{\text{pop}}\rangle + O(\bar{s}^4).
\] (4.53)

Energy leaving the system is always negative, hence we will bound the absolute value of the work produced by the engine. Applying Hölder’s inequality we obtain

\[
|\langle H_o | \tilde{\mathcal{H}}_w^2 |\tilde{\rho}_{\text{pop}}\rangle| \leq \| \langle H_o | \tilde{\mathcal{H}}_w^2 \|_\infty \| \tilde{\rho}_{\text{pop}} \|_1.
\]

Since \( \| \tilde{\rho}_{\text{pop}} \|_1 = 1 \), the upper bound on the work and power is independent of the state of the engine and is determined solely by the configuration of the engine,

\[
|W_{\text{stoch}}| \leq \frac{\tau_w^2}{2\hbar^2} \| \langle H_o | \tilde{\mathcal{H}}_w^2 \|_\infty
\]

\[
|P_{\text{stoch}}| \leq \frac{\tau_w^2}{2\hbar^2} \| \langle H_o | \tilde{\mathcal{H}}_w^2 \|_\infty.
\] (4.54)

\[2\]In the more general case where \( \tilde{H}_w \) also has diagonal terms, there will be an additional entry to the matrix that does not vanish, (i.e., \( \tilde{\mathcal{H}}_w[2, 2] \neq 0 \) and couples coherences to coherences.
Here \( d = \frac{\tau_w}{\tau_{cyc}} \) is the partial duration of the work stroke. The upper bound (4.54) is tighter than the one introduced in [45] as the norm \( \| \cdot \|_\infty \leq \| \cdot \|_2 \). For the Hamiltonian (4.21) the two-stroke stochastic engine upper bound is then given by

\[
|P^{stoch}| \leq \hbar \omega |\epsilon|^2 d^2 \tau_{cyc}.
\] (4.55)

Any power measurement that exceeds the stochastic bound \(|P| > |P^{stoch}|\) is considered a quantum-thermodynamic signature, indicating the existence of interference in the engine (see Fig. 4.7a). Thus, exceeding the classical bound is a sufficient (but not necessary) condition that the engine incorporates coherence in its operation. Two immediate results can be derived from the above construction. First, continuous engines with the Hamiltonian structure (4.52), only have a coherent work extraction mechanism, which is a result of Eq. (4.44) and the splitting (4.51). Thus, complete dephasing nulls the power. Second, given the same thermodynamic resources, in the small action regime, a coherent quantum engine will outperform a stochastic (classical) engine, resulting in higher power output (see Fig. 4.7a).

### 4.3.4 Experimental Realization

Major advances in realizing microscopic thermal machines have been made in recent years. Experimental demonstration of such devices have been implemented with trapped ions [99, 100], superconducting circuits [101, 102], and quantum dots [103]. In this section we will concentrate on the pioneering experiment by Klatzow et al. [47] in nitrogen-vacancy centers in diamonds, which clearly demonstrates the contrast between classical and quantum heat engines. In particular, Klatzow et al. have demonstrated both the equivalence of two-stroke and continuous engines and the violation of the stochastic power bound discussed in previous sections.

The working medium of the engine is an ensemble of negatively charged nitrogen vacancy (NV\(^{-}\)) centers in diamond. The NV\(^{-}\) center consist of a ground state spin triplet \( ^3A_2 \{ | -1 \rangle, |0\rangle, |+1 \rangle \} \) in which degeneracy can be removed by applying a magnetic field. The excited states consist of two spin triplets and three singlets. Due to fast decay rates and time averaging at room temperature, the excited states can be considered as a meta-stable spin singlet state \( ^1E \) denoted \( |0'\rangle \). Optical excitation, de-excitation (fluorescence) and non-radiative decay through the state \( |0'\rangle \) mimic the effect of the couplings to the thermal baths. The system approaches a steady state with population inversion between the states \( |0\rangle \) and \( |+1\rangle \). Schematic description of the system is introduced in Fig. 4.6.

A microwave (MW) field set in resonance with the \( |+1\rangle \leftrightarrow |0\rangle \) transition is then amplified, and power in the form of stimulated emission of MW radiation (maser) is extracted from the engine. The power is determined from a direct measurement of the fluorescence intensity change once the MW field is applied. This setup can be mapped to the three-level continuous engine discussed in detail in Sect.4.3.1.1.
Fig. 4.6 Scheme of NV− center levels and the effective couplings. The ground state triplet and the meta-stable exited singlet state are coupled through a 532 nm laser field. The collective effects of optical excitation, de-excitation and non-radiative decay are similar to coupling the NV− to hot (red arrows) and cold (blue arrow) thermal baths. Work is extracted in the form of amplifying a MW field that is in resonance with the transition $|+1\rangle \leftrightarrow |0\rangle$.

Since the level $|-1\rangle$ is off-resonance with the MW field, it will not contribute to work extraction. Then the states $\{| +1\rangle, |0\rangle, |0'\rangle\}$ in Fig. 4.6 can be mapped to states $\{|1\rangle, |2\rangle, |3\rangle\}$ of Fig. 4.5, where the level $|-1\rangle$ only contributes to population transfer through level $|0'\rangle$. Switching on and off the MW field allows for the realization of a two-stroke engine and its comparison to the continuous engine.

The normalized action in this case [47] is given by $\bar{s} = [\epsilon^2 d + \gamma(1 - d)]\tau_{cyc}$, where $\epsilon$ in Eq. (4.21) is twice the Rabi frequency, $\gamma$ is the total coupling rates to the baths and $d$ is the fraction of time of the work stroke out of the full cycle. Figure 4.7a presents a power measurement of a two-stroke engine that exceeds the stochastic bound set by Eq. (4.55). This is a clear indication of a quantum-thermodynamic signature in the operation of the engine. The stochastic bound, plotted in the purple line, was calculated for the parameters $\omega = 2\pi \times 2600 \text{ MHz}$, $\epsilon = 3.2 \text{ Mrad/s}$, $\gamma = 0.41 \text{ MHz}$, and $d = 1/3$ while changing the cycle time $\tau_{cyc}$. The bound is violated by 2.4 standard deviations. Figure 4.7b demonstrates the equivalence principle in the form of Eq. (4.47). The powers of the two-stroke and continuous engines coincide in the small action regime. We also notice that, as predicted, the power of the continuous engine is independent of the cycle time. That is, for $\tau_{cyc} \rightarrow 0$ the power does not vanish as it would for a stochastic engine in the small action regime. This indicates that a continuous engine with the Hamiltonian structure (4.52) requires coherence in order to operate. In this experiment $\epsilon = 5 \text{ Mrad/s}$.

This experiment demonstrated the existence of quantum phenomena in microscopic thermal machines for the first time. In the small action regime, quantum coherence plays an important role in the operation of the engine. In this regime, the extracted power is enhanced, and thermodynamic properties of different types of engines coincide.
Fig. 4.7 Power per NV− center versus the normalized action $\bar{s}$. a Quantum-thermodynamic signature: the orange line and data points present the theoretical and measured power of the two-stroke engine, respectively. The purple straight line is the upper stochastic bound on the power. In the small action regime, a clear violation of the stochastic bound (2.4 standard deviation) is observed. b The equivalence principle: The data points and the shaded region present power measurements of the two-stroke and continuous engines, respectively. The theoretical predictions for the two-stroke and continuous engines are given by the solid and dashed line, respectively. In the small action regime, the two measurements coincide. Figure courtesy of J. Klatzow, J. N. Becker, and E. Poem.

4.3.5 Quantum Friction

Quantum friction is a quantum phenomenon that influences the operation of quantum thermal machines. It is related to the generation of coherences and excitations along a finite-time unitary evolution, and its dissipation when coupled to a thermal environment. Quantum friction in the context of quantum-theromodynamics was termed by Feldmann and Kosloff [41, 42] and is often referred as intrinsic or internal quantum friction. To understand this phenomenon intuitively, we will consider a specific example. We will compare two thermodynamic processes that will reveal the amount of energy lost to friction. The first process is an ideal quantum adiabatic process, where the initial state of the system is a thermal state $\rho_i = \exp[-\beta_i H_i] Z_i^{-1}$ with the initial inverse temperature $\beta_i$ and the initial Hamiltonian $H_i = H(0)$. The system is then driven adiabatically by changing the system energy scale and keeping its population constant. We require the final state to be expressed as $\rho_f = \exp[-\beta_f H_f] Z_f^{-1}$ such that $\beta_f$ is the inverse final temperature, $H_f = H(t_f)$, and the final populations satisfy $P_n^f = P_n^i$. This requirement implies that for all $n$-levels, the compression ratio is given by $c_n^f/c_n^i = \beta_i/\beta_f$, where $c_n^f,i$ are the eigenvalues of $H_f,i$. This condition corresponds to homogeneous energy scaling of Sect. 4.2.

In real, finite-time processes, the adiabatic limit does not hold in general. Because of the non-commutativity of the Hamiltonian at different times, $[H(t), H(t')] \neq 0$, coherences and excitations will be generated in the final state. Thus, we will consider
a second, more real process. In the first stage the system is driven non-adiabatically by changing the Hamiltonian $H_i \rightarrow H_f$ so that at the end of this stage the system is found in some state $\rho_\tau$. In the second stage, the system is brought to equilibrium via coupling to a thermal bath at inverse temperature $\beta_f$ such that the final state is $\rho_f = \exp[-\beta_f H_f]Z_f^{-1}$. Such a process is elementary when studying quantum thermal machines, such as in the study of Carnot and Otto cycles. The energy that was invested in the creation of coherences and excitations and that was later dissipated to the thermal bath is the amount of energy lost to quantum friction.

In this sense, the effect of the non-adiabatic driving resembles the effect of friction in classical mechanics. Extra energy is needed to complete the process, which is then dissipated to the environment. The energy lost to friction is evaluated by the difference between the work invested in the real non-adiabatic stage and the work of the ideal adiabatic process,

$$W_{fric} = W_{re} - W_{ad}.$$  

(4.56)

This amount of work is exactly the amount of energy dissipated (irreversibly) to the bath during the second stage of the second process. The work in the adiabatic process is $W_{ad} = \text{tr}(\rho_f H_f) - \text{tr}(\rho_i H_i) = \sum_n P^f_n (\epsilon^f_n - \epsilon^i_n)$. For the non-adiabatic stage in the second process we have, $W_{re} = \text{tr}(\rho_\tau H_f) - \text{tr}(\rho_i H_i)$, implying that

$$W_{fric} = \beta_f^{-1} \mathcal{S}(\rho_\tau \| \rho_f).$$  

(4.58)

To show this we, consider the the definition of the relative entropy

$$\mathcal{S}(\rho_\tau \| \rho_f) = \text{tr}(\rho_\tau \ln \rho_\tau) - \text{tr}(\rho_\tau \ln \rho_f)$$  

(4.59)

$$= \sum_n P^i_n \ln P^i_n - (\langle \epsilon_n^i | \rho_\tau | \epsilon_n^i \rangle \times \ln P^f_n)$$

$$= \sum_n \beta_f \epsilon_n^f (\langle \epsilon_n^f | \rho_\tau | \epsilon_n^f \rangle - P^f_n).$$

Here we used the fact that the von-Neumann entropy is invariant under unitary transformations, the relation $P^i_n = P^f_n$, and that $\ln P^f_n = -\beta_f \epsilon_n^f - \ln Z_f$. Since the relative entropy is non-negative, Eq. (4.58) implies that $W_{fric} \geq 0$. Applying arguments from [104] it was shown in [43] that a tighter bound for $W_{fric}$ can be obtained using the Bures length

$$W_{fric} \geq \frac{8\beta_f^{-1}}{\pi} L^2 (\rho_\tau, \rho_f),$$  

(4.60)
where \( L(\rho_{\tau}, \rho_f) = \arccos(\sqrt{F(\rho_{\tau}, \rho_f)}) \), with the fidelity \( F(\rho_{\tau}, \rho_f) = \left[ tr(\sqrt{\rho_{\tau} \rho_f \sqrt{\rho_{\tau}}}) \right]^2 \).

More generally (i.e., not limited to the process above), the power along the work stroke of a thermal machine can be divided into classical and coherent extraction mechanisms \[40\]

\[
P \equiv tr \left( \frac{dH(t)}{dt} \rho(t) \right) = \sum_n \dot{\epsilon}_n(t) \langle \epsilon_n(t) | \rho(t) | \epsilon_n(t) \rangle \nonumber + \langle \epsilon_n(t) | [H(t), \rho(t)] | \dot{\epsilon}_n(t) \rangle.
\]

(4.61)

The first term can be associated with classical power,

\[
P_{\text{clas}} = \sum_n \dot{\epsilon}_n(t) \langle \epsilon_n(t) | \rho(t) | \epsilon_n(t) \rangle = \sum_n \dot{\epsilon}_n(t) \rho_{nn}(t),
\]

(4.62)

and the second term with the coherent power,

\[
P_{\text{coh}} = \sum_n \langle \epsilon_n(t) | [H(t), \rho(t)] | \dot{\epsilon}_n(t) \rangle = \sum_{n,l} (\epsilon_n - \epsilon_l) \langle \epsilon_l | \dot{\epsilon}_n \rangle \rho_{nl}(t),
\]

(4.63)

where \( \rho \) is expressed in the instantaneous eigenbasis of \( H(t) \). Here, the term classical power is referred to power generated by changes in the energy levels of the engine and the contribution comes only from the diagonal terms of the density matrix in the energy basis. The contribution to the coherent power, however, arises only from the off-diagonal terms. The average classical and coherent work can be calculated by taking the time integral over the power. For the adiabatic process described above, \( P_{\text{coh}} \) vanishes and the population \( \rho_{nn} \) is fixed in time. Thus, the average work is again given by \( \sum_n P_i^i (\epsilon^i_n - \epsilon^i_n) \). Starting with a diagonal state in the energy basis, which often occurs after a full thermalization stroke, coherence will be generated once \( [H(t), H(t')] \neq 0 \). Thus, \( P_{\text{coh}} \neq 0 \), and in general, the average coherent work will be non-zero. The terms “classical” and “coherent” in Eqs. (4.62) and (4.63) should be used carefully. As we saw in the previous section, coherences and populations are coupled to each other during the dynamical evolution, so the distinction between the two may become ambiguous.

As long as dissipation is not introduced, friction is absent from the process, since the dynamic is reversible. In principle, one can extract all of the work from the state before it interacts with the thermal bath. By introducing a unitary cyclic process that transforms the state to a passive state\(^3\) [105], work can be extracted without changing the energy levels. This is the maximal amount of extractable work from a quantum state, and is sometimes referred to as ergotropy [106]. This procedure assumes that we have access to a semi-classical field and that the unitary operation can be implemented in practice.

\(^3\)A passive state \( \rho_{\text{pas}} \) is a state for which no work can be extracted by a cyclic unitary operation, thus \( tr(\rho_{\text{pas}}H) \leq tr(U \rho_{\text{pas}} U^\dagger H) \). It was shown by Pusz and Woronowicz that a state is passive if and only if it is diagonal in the energy eigenbasis and its eigenvalues are non-increasing with energy.
Extracting work from coherences before they dissipate is one way to avoid friction. Other strategies to avoid friction in finite-time processes employ different control methods. Quantum lubrication [107] is a method that minimizes $S(\rho_t \parallel \rho_f)$ in Eq. (4.58) by adding pure dephasing noise to the unitary stage. This additional noise can be considered as an instantaneous quantum Zeno effect, where the state of the system is projected to the instantaneous eigenstates of the time dependent Hamiltonian, eliminating the generation of coherence [94]. Shortcuts to adiabaticity [108] are other useful control methods that can be assisted in order to find frictionless control Hamiltonians [109, 110], which speed up adiabatic processes. For a given final time, the state of the system is an eigenstate of the final Hamiltonian $H_f$, but during the process, the state is subject to the generation of coherences and excitations. These control processes can be executed on very short time scales with high fidelity. If one assumes that the unitary evolution is not subject to noise from the control fields or from the environment, an exact frictionless Hamiltonian for finite time can be found. In a more realistic scenario where noise is present in the unitary process, one should aim to find a control Hamiltonian that minimizes the effect of noise [111].

The average work measured by the energy difference between the end and the beginning of the process is the same for the shortcut to adiabicity protocol and the regular adiabatic process, which implies that frictionless protocols can in principle be implemented. However, in the shortcut protocol the instantaneous power can become very large and will require different resources in order to be implemented. Very fast protocols may require infinite resources. This is the manifestation of the time-power trade-off [111] or the speed-cost trade-off [112]. This feature was also recently studied by examining the growth of work fluctuations in shortcut protocols [113].

4.4 Quantum Correlations in the Operation of Thermal Machines

The existence of quantum correlations is one of the most powerful signatures of non-classicality in quantum systems, as seen in recent reviews [114, 115] and references therein. In this context, thermodynamic approaches play a major role in witnessing and quantifying the existence of quantum correlations [116–121]. Many studies relating thermodynamics with quantum correlation have focused on the amount of work extractable from correlations [85, 87, 122, 123] or the thermodynamic cost of creating correlations [124].

Quantum correlations have also been considered in the study of quantum thermal machines such as engines and refrigerators. In [125], entanglement between three qubits that form a quantum absorption refrigerator was studied. It was shown that near the Carnot bound entanglement is absent, nevertheless, in other regimes entanglement enhanced cooling and energy transport in the device. On the other hand, in a similar setup, that employed a different dynamical description of the refrigerator [126], it was shown that bipartite entanglement is absent between the qubits and correlations in the form of quantum discord which always exist in the system, do not influence the stationary heat flows. Entanglement in the working medium of
quantum engines has mainly been investigated in the form of thermal-entanglement of two spins in Heisenberg types of models [127–130]. In these studies, the heat and the work produced by the engines are expressed in terms of the concurrence that measure the amount of entanglement in the system. Existence of temporal quantum correlations in a single two-level system Otto engine was also considered [131]. It was shown that in some regimes of the engine operations, the Legget–Garg function exceeds its maximal classical value, which is a signature of non-classical behavior.

However, in most of the studies referred above, quantum correlations do not play a major role in the thermodynamic operation of the devices. The correlations were not exploited to gain power, and no clear quantum-thermodynamic signature is obtained. Instead, these studies only indicate that quantum correlations are present in the working medium when setting carefully the parameters of the problem. Next, we review a quantum-thermodynamic signature in the form of heat exchange. We believe this work will motivate further study on whether and how correlation can be exploited in the repeated operation of quantum thermal machines. A detailed discussion on correlations in quantum thermodynamics can be found in Chap. 30.

4.4.1 Quantum-Thermodynamic Signatures

Here we derive a result obtained by Jennings and Rudolph [118] on the average heat exchange between two local correlated thermal states. This study was motivated by the work of Parovi on the disappearance of the thermodynamic arrow in highly correlated environments [132]. Although the setup is not a standard thermal machine, which is the focus of this chapter, it can be considered as a single-shot cooling process where no external work is invested. Instead, correlations are exploited (as fuel) in order to cool the system. Moreover, this study presents an important thermodynamic signature of quantum-mechanical features that goes beyond what is possible classically. In the language of quantum information, the signature is called an entanglement witness. In particular, a bound on the amount of heat that can flow from a cold local thermal state to a hot local thermal state due to classical correlations is obtained. It is further shown that quantum correlations may violate this bound.

The Clausius statement of the second law of thermodynamics implies that when no work is done on the system, heat can only flow from a hotter body to colder body. This statement holds when no initial correlations are present between the two bodies. To show this, we consider two initially uncorrelated systems $A$ and $B$. The global initial state is thus represented by the product of the states of the two subsystems, $\rho_{AB}(0) = \rho_A(0) \otimes \rho_B(0)$. This is known as Boltzmann’s assumption of molecular chaos. We further assume that each subsystem is initially in a thermal state, $\rho_X(0) = \exp[-\beta_X H_X]$, where $X \in \{A, B\}$. Next we let the two subsystems interact via a global unitary interaction $U(\tau, 0)$ for time $\tau$ that couples the two subsystems. As we wish to preserve the average energy of $\rho_{AB}$, and thus not perform any work on the system from external sources, we require that the transformation
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4Here we consider a “standard” thermal machine to be a device that has specific functioning, such as heat engines and refrigerators, and that operates in the limit cycle/steady state.
uphold \( \text{tr} \left[ \rho_{AB}(0)(H_A + H_B) \right] = \text{tr} \left[ \rho_{AB}(\tau)(H_A + H_B) \right] \). After the interaction, the local reduced states are \( \rho_A = \text{tr}_B(\rho_{AB}) \) and the corresponding internal energy and entropy will change by the amount \( \Delta E_X \) and \( \Delta S_X \), where

\[
\Delta E_X = \text{tr} \left[ (\rho_X(\tau) - \rho_X(0))H_X \right], \tag{4.64}
\]
\[
\Delta S_X = S_X(\tau) - S_X(0),
\]

and \( S_X = -\text{tr}(\rho_X \ln \rho_X) \) is the von-Neumann entropy. Since the thermal state minimizes the free energy, \( F(\rho_X) = \text{tr} \left[ \rho_X H_X \right] - S(\rho_X)/\beta_X \), we obtain,

\[
\text{tr} \left[ \rho_X(0)H_X \right] - S(\rho_X(0))/\beta_X \leq \text{tr} \left[ \rho_X(\tau)H_X \right] - S(\rho_X(\tau))/\beta_X,
\]

which can be cast into \(^5[133]\)

\[
\beta_X \Delta E_X - \Delta S_X \geq 0. \tag{4.65}
\]

To quantify the amount of correlations present between the two subsystems \( A \) and \( B \) we will use the quantum mutual information for bipartite systems:

\[
I_q[\rho_{AB}] \equiv S(\rho_{AB} \parallel \rho_A \otimes \rho_B) = S_A + S_B - S_{AB}. \tag{4.66}
\]

This function is always non-negative \(^[134]\) and accounts for both classical and quantum correlations. For product states, like the one considered in the process above, the mutual information vanishes, \( I_q[\rho_{AB}(0)] = 0 \). This implies that at time \( \tau \) the change in the mutual information is \( \Delta I_q[\rho_{AB}] = I_q[\rho_{AB}(\tau)] \geq 0 \). On the other hand since \( S_{AB} \) is invariant under the unitary transformation \( U(\tau, 0) \) we obtain \( \Delta I_q[\rho_{AB}] = \Delta S_A + \Delta S_B \) which is true irrespective of the initial conditions. Applying these relation to (4.65) we obtain

\[
\beta_A Q_A + \beta_B Q_B \geq \Delta I_q(\rho_{AB}) \geq 0, \tag{4.67}
\]

where we identified the heat transferred to system \( X \) as the change in its internal energy, \( Q_X = \Delta E_X \). Since \( Q_A = -Q_B \), relation (4.67) implies that heat will always flow from hot to cold. Note, however, if the assumption of initial product state is removed then \( \Delta I_q[\rho_{AB}] \) can become negative, which opens up the possibility of “anomalous heat flow” namely heat flowing from the colder body to the hotter body. In this case Eq. (4.67) reads

\[
\beta_A Q_A + \beta_B Q_B \geq -|\Delta I_q(\rho_{AB})|. \tag{4.68}
\]

The initial correlations present in the system, which can be either classical, quantum, or both, are the source of this backward flow. In order to derive a clear quantum-thermodynamic signature, a bound on the maximal backward flow that could occur from just classical correlations is set. The classical mutual information of a quantum

\(^5\)Note that the von-Neumann entropy for nonequilibrium states cannot be associated with the thermodynamic entropy. However, the inequality can be derived directly from the relative entropy \( S(\rho(\tau) \parallel \rho(0)) \), where \( \rho(0) \) is a thermal state.
state is given by taking the maximum over all POVMs $M_A \otimes M_B$, which are the most general kind of quantum measurements possible on $A$ and $B$ [135]:

$$I_c(\rho_{AB}) = \max_{M_A \otimes M_B} \left[ H(P_A) + H(P_B) - H(P_{AB}) \right], \quad (4.69)$$

where $H(P)$ is the Shannon entropy of the measurement statistics $P$. The classical mutual information satisfies $0 \leq I_c(\rho_{AB}) \leq I_q(\rho_{AB})$ [136], which implies that $\max |\Delta I_c(\rho_{AB})| \leq \max |\Delta I_q(\rho_{AB})|$. To obtain a bound on $\max |\Delta I_c(\rho_{AB})|$ that is independent of the specific details of the states, we note that $I_c(\rho_{AB}) \leq \ln D$, where $D = \min\{\text{Dim}(\rho_A), \text{Dim}(\rho_B)\}$ is the dimension of the smaller system. This bound is a result of the monotonicity property of the Shannon entropy under partial trace, $H(P_{AB}) \geq H(P_A), H(P_B)$. The same argument applies for the von-Neumann entropy for separable states $S(\rho_{AB} |_{\text{sep}}) \geq S(\rho_A), S(\rho_B)$ [137]. The upper bound, $\ln D$, is saturated for perfectly correlated, zero discord, separable states $\rho_{AB} = \frac{1}{D} \sum_k |e_k\rangle\langle e_k|_A|f_k\rangle\langle f_k|_B$, where $|e_k\rangle$ and $|f_k\rangle$ are orthonormal bases for $A$ and $B$. Assuming that the initial state $\rho_{AB}$ is the perfectly correlated state above and that at the final time it is a product state, the maximal violation of heat transfer from cold to hot due to classical correlations is

$$Q_{\text{clas}} = \frac{\ln D}{|\beta_A - \beta_B|}. \quad (4.70)$$

Since for entangled states the mutual entropy can exceed $\ln D$, and in fact, go to $2 \ln D$ for maximally entangled states, the violation of heat transfer can exceed $Q_{\text{clas}}$. Thus, any measurement of heat exchange that gives $Q > Q_{\text{clas}}$ indicates that the initial state $\rho_{AB}$ was necessarily entangled. Therefore the heat-flow pattern acts as a “witness” that reveals genuine non-classicality in the thermodynamic system. Moreover, this quantum resource can be exploited in a cooling process, removing heat from a colder body and transferring it to a hotter one. This phenomenon was recently demonstrated in a NMR experiment [138], where it was shown that heat is transferred from a colder nuclear spin to a hotter one due to correlations. The result presented here was later extended to derive an exchange fluctuation theorem for energy exchange between thermal quantum systems beyond the assumption of molecular chaos [139].

### 4.5 Conclusions

In this chapter we have presented a short review about some of the studies that compare the performance of classical and quantum heat machines. In particular, we have focused on three main quantum features, energy quantization, quantum coherence, quantum correlations, and their manifestation in the operation of quantum thermal machines. All of these features boil down to the mathematical structure of quantum mechanics, which is represented by wave functions and operators acting in Hilbert space. However, we showed that the manifestation of particular quantum
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6The relative entropy is monotonically decreasing under completely positive maps.
phenomena can be distinguished from one another. Specifically, we saw that energy quantization and the uncertainty principle alone lead to differences in the behavior of heat engines. Moreover, quantum mechanics enables the realization of thermal-machines with incompressible working medium which is classically impossible.

The role of quantum coherence was also studied. Since the generation of coherences for interacting quantum systems is typically unavoidable, and since coherences have thermodynamic cost, dephasing leads to quantum friction. Working in the small action regime, complete dephasing can be suppressed. In this regime, coherences survive the couplings to the thermal baths, and quantum engines outperform stochastic engines, which incorporate only populations in their operation. This phenomenon can be observed experimentally by setting a bound on the maximal power obtained by a stochastic engine. A violation of this bound is a signature of a quantum-thermodynamic behavior. Furthermore, in the small action regime, the thermodynamic properties of different types of engines coincide, since coherent work extraction becomes dominant.

Quantum correlations are obviously closely related to the existence of coherence between particles, however, by investigating bounds on classically correlated systems, it is possible to isolate the effects of quantum correlations. Here, we demonstrated that the presence of quantum correlations can explain anomalous heat flow that cannot be achieved classically.

As we have shown, operating in the quantum regime is not always advantageous. Thus it is important to understand the quantum behavior of thermal-machines in order to avoid undesired reductions in the performance. We believe that the results presented here represent only some initial results that require further investigation, such as:

- What are the features needed on the potentials for providing a quantum boost to the work and heat exchange and how do these features relate to other quantum properties?
- One possible manner of obtaining an efficiency divergence between classical and quantum heat machines is by performing a thermal cycle that involves an inhomogeneous energy level scaling. As of today, there are only a small number of studies concerned with this type of cycle, calling for further research in this direction.
- Since coupling to a thermal source is an unavoidable process in thermal devices, innovative methods to exploit quantum coherences and correlations before they decay are essential for obtaining quantum supremacy. Possible approaches are: identifying and operating in the regime where the quantum effects are still relevant; applying quantum control methods, such as feedback control, in order to maintain the quantum properties.
- The main results concerning the relationship between thermodynamics and quantum correlations are focused on single-shot processes. A desired goal would be to exploit correlations in the repeated operation of a device.
- Can the quantum thermal machines be scaled up in size and maintain their quantum nature? Can we deduce from these models something about energy transfer and quantum behavior of more complex systems, such as biological systems?
As we have shown, the actual performances of classical and quantum heat machines diverge, even though both are limited by the same fundamental thermodynamic bounds, such as the Carnot efficiency. Nevertheless, the difference between them is noteworthy and should be studied further, especially considering the fast experimental progress that has already succeeded in demonstrating quantum behavior of thermal-machines.
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The operation of a quantum heat engine in finite time generally faces a trade-off between efficiency and power. Using shortcuts to adiabaticity (STA), this trade-off can be avoided to engineer thermal machines that operate at maximum efficiency and tunable output power. We demonstrate the use of STA to engineer a scalable superadiabatic quantum Otto cycle and report recent experimental progress to tailor quantum friction in finite-time quantum thermodynamics. In the presence of quantum friction, it is also shown that the use of a many-particle working medium can boost the performance of the quantum machines with respect to an ensemble of single-particle thermal machines.

5.1 Heat Engines Today

Catalyzing the industrial revolution, heat engines have played a decisive role in the history of humankind. Their study also led to a paradigm shift that transformed physics, setting the ground for a new type of science beyond Newtonian mechanics in the nineteenth century. Together with the study of heat conduction by Fourier, heat engines led to the birth of thermodynamics. The quantification of the efficiency of
an engine driven through a thermodynamic cycle led to the notion of irreversibility, which has been described as the most original contribution of this field [1].

Over the last two centuries, technological advances have motivated the thermodynamic description of increasingly smaller systems, including chemical processes, single biomolecules and simple quantum systems. At the nanoscale, thermal and quantum fluctuations appear as a dominant new ingredient.

In parallel with these developments, a number of fundamental problems, ranging from blackhole physics to the cost of computation, have unravelled the role of information. Quantum thermodynamics flourishes currently in this context merging notions of foundations of physics, information theory and statistical mechanics [2–4].

In the quantum domain, the study of heat engines keeps facilitating further advances, building on the dialogue between fundamental questions and applied science. A full quantum description of heat engines was first put forward in [5, 6]. It is now understood that information can be used as a resource from which to extract work, leading to the notion of information-driven heat engines such as that proposed by Szilard [7, 8]. Quantum optical devices including masers and lasers [9], together with physical processes such as light harvesting in natural and artificial systems [10–13], can be analyzed in terms of quantum thermodynamic cycles. One may therefore hope for an interplay between quantum thermodynamics and energy science.

A central result in thermodynamics is that the efficiency of any heat engine run using two equilibrium thermal reservoirs with inverse temperatures $\beta_c$ and $\beta_h$ (satisfying $\beta_c > \beta_h$) has as a universal upper bound the Carnot efficiency $\eta_C = 1 - \frac{\beta_h}{\beta_c}$.

This bound however may be reached only in engines that run infinitely slowly. From the macroscale to quantum world, realistic heat engines are expected to operate in finite time. This necessity comes from an observed trade-off between efficiency and power, that has sometimes been referred to as “the tragedy of finite-time thermodynamics”. While the maximum efficiency of a thermodynamic cycle, $\eta_{\text{max}} \leq \eta_C$, can be reached in principle under sufficiently slow driving, the practical desideratum of a finite output power sets an upper bound to the operation time. As a result, an attempt to increase the output power by reducing the cycle operation time leads to the emergence of friction and the reduction of the cycle efficiency. The optimization of this tradeoff has motivated a substantial body of literature. Pioneering works on the finite-time thermodynamics of classical heat engines established that the performance at maximum power is characterized by the so-called Curzon–Ahlborn efficiency $\eta_{CA} = 1 - \sqrt{1 - \eta_C}$ [14]. Finite-time thermodynamics was consolidated as an important subject area of research, see, e.g., [15, 16]. In the quantum domain, following the work by Scovil and Schulz-DuBois [9], early descriptions of quantum heat engines emphasized their operation in finite time. Subsequent works accumulated evidence indicating that the trade off between efficiency and power holds as well in the quantum realm [17–24].

Over the last few years, however, it has been shown that this tradeoff is not fundamental and can be avoided. Even more, it is possible in principle to operate a heat engine at maximum efficiency and high output power [25–31]. Such a friction-
less quantum heat engine may be engineered using shortcuts to adiabaticity (STA): nonadiabatic protocols that lead to the same final state that would be achieved under slow adiabatic driving [32]. In addition, nonadiabatic many-particle effects have been shown to boost the performance of quantum thermal machines [33]. This chapter summarizes these developments, focusing on the description of quantum heat engines (QHEs) with an emphasis on their operation in finite time.

5.2 Trapped Quantum Fluids as Working Media

The substance that performs work and on which work is also done in different stages of a thermodynamic cycle is generally referred to as the working substance or working medium. In classical thermodynamics, the performance of a heat engine is largely independent of its choice. Theoretical models of quantum heat engines have shown that this conclusion often holds in the quantum domain under slow driving, but not generally [34, 35]. In addition, the operation of the engine away from equilibrium generally exhibits specific signatures of the working medium. This may result from using nonthermal reservoirs or operating the cycle in finite-time, i.e., in a nonadiabatic fashion. The quest for quantum effects that boost the performance in heat engines arises in this scenario as a natural pursuit. The choice of the working substance is further guided by the range of available quantum platforms, simplicity and aesthetic appeal. Quantum systems with discrete energy levels or a continuous spectra can be considered.

In what follows, we shall focus on the realization of heat engines with confined particles in a time-dependent harmonic trap as a working medium [33]. In particular, we consider the family of quantum many-body systems with Hamiltonian

\[ \hat{H}(t) = \sum_{i=1}^{N} \left[ -\frac{\hbar^2}{2m} \nabla_i^2 + \frac{1}{2} m \omega(t)^2 r_i^2 \right] + \sum_{i<j} V(r_i - r_j), \]  

(5.1)

that describes N particles of equal mass m in an isotropic harmonic trap with frequency \( \omega(t) \). It will prove convenient to choose the pairwise interaction \( V(r) \) as a homogeneous function of degree \(-2\), satisfying,

\[ V(br) = b^{-2} V(r). \]  

(5.2)

This choice accounts for a variety of many-body systems including free noninteracting gases, quantum fluids with hard-core interactions, inverse-square interactions models, as well as Bose gases with s-wave contact interactions in two spatial dimensions, among other examples. It further simplifies the dynamics under a modulation of the trapping frequency \( \omega(t) \), due to the emergence of scale-invariance as a dynamical symmetry [36–40].

In the adiabatic limit achieved under slow driving of \( \omega(t) \), scale invariance determines the instantaneous mean energy
(5.3)

where the adiabatic scaling factor is given by

\[ b_{\text{ad}} = \sqrt{\omega(0)/\omega(t)} \, . \quad (5.4) \]

Under arbitrary driving, the nonadiabatic mean energy is fixed by the initial mean energy, particle position fluctuations and squeezing according to [33]

\[
\langle \hat{H}(t) \rangle = \frac{1}{b^2} \langle \hat{H}(0) \rangle - \frac{m}{2} (\hat{b} \ddot{b} - \dot{b}^2) \sum_{i=1}^{N} \langle r_i^2(0) \rangle + \frac{\dot{b}}{2b} \sum_{i=1}^{N} \langle \{ r_i, p_i \} \rangle(0) \, . \quad (5.5)
\]

Here, the time-dependent coefficients are fixed by the scaling factor, that is a solution of the Ermakov equation

\[
\ddot{b} + \omega(t)^2 b = \omega_0^2 b^{-3} \, . \quad (5.6)
\]

Provided that the initial state is at thermal equilibrium, so that the squeezing term vanishes, the nonadiabatic mean-energy following a variation of the trapping frequency \( \omega(t) \) is given by the relation

\[
\langle \hat{H}(t) \rangle = Q^* (t) \langle \hat{H}(0) \rangle_{\text{ad}} \, , \quad (5.7)
\]

where the nonadiabatic factor \( Q^* \geq 1 \) reads

\[
Q^*(t) = \frac{\omega_0}{\omega(t)} \left( \frac{1}{2b^2} + \frac{\omega(t)^2}{2\omega_0^2} b^2 + \frac{\dot{b}^2}{2\omega_0^2} \right) \, . \quad (5.8)
\]

Here \( b(t) \) is the solution of (5.6) subject to the boundary conditions \( b(0) = 1 \) and \( \dot{b}(0) = 0 \), to account for the initial equilibrium state. The nonadiabatic factor \( Q^* \) was first discussed by Husimi in the study of a single-particle driven oscillator [41]. As we shall see, values of \( Q^* > 1 \) limit the finite-time efficiency of thermodynamic cycles. We note that in the adiabatic limit time derivatives of the scaling factor can be ignored and

\[
b(t) \rightarrow b_{\text{ad}} = \sqrt{\omega_0/\omega(t)} \, , \quad (5.9)
\]

\[
Q^*(t) \rightarrow Q^*_{\text{ad}}(t) = 1 \, . \quad (5.10)
\]

In the next section, we shall describe a many-particle QHE based on an Otto cycle and consider thermal equilibrium states in the canonical ensemble at (inverse) temperature \( \beta \) described by a density matrix of the form
\( \hat{\rho} = \frac{e^{-\beta \hat{H}}}{\text{tr}(e^{-\beta \hat{H}})} \) \hspace{1cm} (5.11)

5.3 The Quantum Otto Cycle: Finite-Time Thermodynamics

The quantum Otto cycle consists of four consecutive strokes performed on a quantum system that acts as a working substance [42], as shown in Fig. 5.1:

1. In a first isentropic stroke \((A \rightarrow B)\), the working substance prepared in an equilibrium state at low temperature undergoes a compression induced by increasing the trap frequency \(\omega(t)\). In this stroke the dynamics is unitary as there is no coupling to the environment. Thus, there is no heat exchange and entropy is conserved. The change in the internal energy constitutes the work input. Upon completion of the stroke, the final state is generally nonthermal and out of equilibrium.

2. Subsequently, the system is heated up at constant volume to a new thermal state at high temperature \((B \rightarrow C)\). As the Hamiltonian of the working substance is kept constant, the change of internal energy is exclusively given by the heat absorbed, and no work is done in this stroke. Once at equilibrium the system is decoupled from the hot reservoir. This assumes that no work is done by coupling and decoupling the working substance to and from the hot reservoir, an approximation which can be called into question beyond the weak coupling limit.

3. The equilibrium state at inverse temperature \(\beta_h\) is taken as the starting point of an expansion stroke \((C \rightarrow D)\) in which the dynamics is unitary and the work output

\[ \langle \hat{H} \rangle \]

\[ W_3 \]

\[ Q_2 \]

\[ Q_4 \]

\[ W_1 \]

Fig. 5.1 Many-particle quantum heat engine. A quantum Otto cycle realized by a quantum fluid as a working medium involves expansion and compression processes in which the frequency of the harmonic trap varies between \(\omega_1\) and \(\omega_2\). These strokes in which the dynamics is unitary are alternated with heating and cooling processes in which the system Hamiltonian is kept constant and heat is either absorbed or released.
is set by the change in the internal energy of the working substance, that is found in a nonequilibrium state upon completion of the stroke.

(4) The cycle is then completed by a second isochoric stroke ($D \rightarrow A$) in which the working substance thermalizes to the low-temperature equilibrium state at $\beta_c$. Again, in this stroke it is assumed that the work done by putting in contact the working substance with the cold reservoir is negligible. The Hamiltonian of the working substance can then be considered constant and the heat released is therefore given by the change in the energy of the working substance.

The efficiency of a heat engine is defined as the total output work per input heat

$$\eta = -\frac{\langle W_1 \rangle + \langle W_3 \rangle}{\langle Q_2 \rangle},$$

(5.12)

where $\langle W_{1(3)} \rangle = \langle \hat{H} \rangle_{B(D)} - \langle \hat{H} \rangle_{A(C)}$ and $\langle Q_{2(4)} \rangle = \langle \hat{H} \rangle_{C(A)} - \langle \hat{H} \rangle_{B(D)}$. As the working substance is decoupled from the thermal reservoir during the isentropic strokes, when the dynamics is unitary, we use the scaling dynamics (5.1) to predict the mean energy according to (5.7). Direct computation yields

$$\langle W_1 \rangle = \langle \hat{H} \rangle_B - \langle \hat{H} \rangle_A = \left( Q_{AB}^{*} \frac{\omega_2}{\omega_1} - 1 \right) \langle \hat{H} \rangle_A,$$

(5.13a)

$$\langle W_3 \rangle = \langle \hat{H} \rangle_D - \langle \hat{H} \rangle_C = \left( Q_{CD}^{*} \frac{\omega_1}{\omega_2} - 1 \right) \langle \hat{H} \rangle_C,$$

(5.13b)

$$\langle Q_2 \rangle = \langle \hat{H} \rangle_C - \langle \hat{H} \rangle_B = \langle \hat{H} \rangle_C - Q_{AB}^{*} \frac{\omega_2}{\omega_1} \langle \hat{H} \rangle_A,$$

(5.13c)

$$\langle Q_4 \rangle = \langle \hat{H} \rangle_D - \langle \hat{H} \rangle_A = Q_{CD}^{*} \frac{\omega_1}{\omega_2} \langle \hat{H} \rangle_C - \langle \hat{H} \rangle_A,$$

(5.13d)

where $\langle \hat{H} \rangle_A$ and $\langle \hat{H} \rangle_C$ denote the equilibrium energies of the thermal states parameterized by ($\omega_1, \beta_c$) and ($\omega_2, \beta_h$), respectively. A similar analysis was first reported in the study of a quantum heat engine with a single-particle harmonic oscillator as a working medium [20, 23]. Equations (5.13) hold however for the family of many-particle quantum systems described by the Hamiltonian class (5.1) [27, 33]. Further, $Q_{AB}^{*}$ and $Q_{CD}^{*}$ denote the nonadiabatic factors at the end of the compression and expansion strokes, respectively. Expressions (5.13) assume that no work is done by coupling and decoupling the working medium to and from the heat reservoirs, e.g., in the limit of weak coupling between the working substance and the heat reservoirs. The efficiency of the many-particle quantum heat engine run in finite time is then given by

$$\eta = 1 - \frac{\omega_1}{\omega_2} \left( \frac{Q_{CD}^{*} \langle \hat{H} \rangle_C - \frac{\omega_2}{\omega_1} \langle \hat{H} \rangle_A}{\langle \hat{H} \rangle_C - Q_{AB}^{*} \frac{\omega_2}{\omega_1} \langle \hat{H} \rangle_A} \right).$$

(5.14)
In the adiabatic limit \((Q_{\text{AB}(CD)}^* \to 1)\) the engine operates at the maximum Otto efficiency

\[
\eta_{\text{max}} = \eta_0 = 1 - \frac{\omega_1}{\omega_2},
\]

(5.15)

which is shared as an upper bound by both single- and many-particle quantum and classical Otto cycles. Another relevant limit corresponds to the sudden quench of the trapping frequency between \(\omega_1\) and \(\omega_2\). The nonadiabatic factor \(Q_{\text{sq}}^* = (\omega_1^2 + \omega_2^2)/(2\omega_1\omega_2)\) \([41]\) is symmetric on \(\omega_1\) and \(\omega_2\). As a result, it describes both a sudden compression and expansion strokes.

When a compression (expansion) of finite duration \(\tau\) is considered in which the frequency varies monotonically as a function of time we have \(Q_{\text{AB}(CD)}^* \leq Q_{\text{sq}}^*\). Equation (5.14) then implies that the finite-time efficiency \(\eta\) is bounded from below and above as \([33]\)

\[
\eta_{\text{sq}} \leq \eta \leq \eta_0,
\]

(5.16)

where \(\eta_{\text{sq}}\) is the efficiency under a sudden quench. For a monotonic frequency modulation, we have that \(Q^*(\tau) \to Q_{\text{sq}}^*\) in the sudden-quench limit \(\tau \to 0\). In addition, as proved in \([33]\), the efficiency (5.14) is bounded from above by a non-adiabatic Otto limit,

\[
\eta \leq 1 - Q_{\text{CD}}^* \frac{\omega_1}{\omega_2},
\]

(5.17)

that is independent of the number of particles \(N\) and interaction potential \(V\).

This formula encodes the “tragedy of finite-time thermodynamics” in the many-particle setting: The maximum efficiency is achieved under slow driving, in the adiabatic limit, when the QHE operates at vanishing output power \(-\langle W_1 \rangle + \langle W_3 \rangle/\tau_c\) as a result of the requirement for a long cycle time \(\tau_c\). By contrast, realistic engines operated in finite time achieve a finite output power at the cost of introducing nonadiabatic energy excitations that represent quantum friction and lower the efficiency of the cycle. Note that for the characterization of the engine performance, energy excitations can be associated with friction even if the dynamics along the expansion and compression strokes is unitary. That nonadiabatic effects generally decrease the engine efficiency follows from the fact that \(Q_{\text{AB}(CD)}^* \geq 1\) and the expression for the finite-time efficiency (5.14). However, we will show that this trade-off is not fundamental in nature and can be avoided.

## 5.4 Shortcuts to Adiabaticity: Towards a Superadiabatic Otto Cycle

The efficiency of a quantum Otto cycle is limited by the presence of quantum friction generated in the nonadiabatic dynamics of the isentropic strokes. However, there exist
nonadiabatic protocols in which the quantum friction vanishes upon completion of
the stroke. To demonstrate this we consider the dynamics of an isentropic stroke in
which the working substance is described by the Hamiltonian (5.1). At the beginning
of the stroke, the working substance is in equilibrium and \( Q^*(0) = 1 \). We consider
the duration of the stroke to be \( \tau \) and look for a shortcut protocol for which quantum
friction vanishes upon completion of the stroke, this is, \( Q^*(\tau) = 1 \). We shall refer
to such a protocol as a shortcut to adiabaticity (STA) [32]. More generally, a STA
is any fast nonadiabatic protocol that provides an alternative to adiabatic evolution,
leading to the same final state without the requirement of slow driving.

Whenever the evolution of the working substance exhibits scale invariance, it is
possible to design a STA by reverse engineering the dynamics. This approach was
first discussed for the single-particle harmonic oscillator in [43] and extended to
driven quantum fluids in [37]. Our strategy to design STA, however, focuses on the
analysis of the nonadiabatic factor \( Q^* \) in Eq. (5.8) that plays the role of quantum
friction. One first singles out a trajectory of the scaling factor \( b(t) \) connecting the
initial and final states, both at equilibrium. From the explicit expression for \( Q^* \), Eq.
(5.8), we identify the boundary conditions,

\[
\begin{align*}
b(0) &= 1, & b(\tau) &= b_\tau, \\
\dot{b}(0) &= 0, & \dot{b}(\tau) &= 0, \\
\ddot{b}(0) &= 0, & \ddot{b}(\tau) &= 0,
\end{align*}
\]

where the vanishing of \( \ddot{b} \) at the end points \( t = [0, \tau] \) is optional and imposed for
smoothness of the associated frequency modulation, to be determined. Here, \( b_\tau \) is
the expansion or compression scaling factor upon completion of the stroke. Making
use of Eqs. (5.18)–(5.20) it is possible to fix the form of an interpolating ansatz of
the form \( b(t) = \sum_{n=0}^{5} c_n \left( \frac{t}{\tau} \right)^n \), i.e.,

\[
b(t) = 1 + 10(b_\tau - 1) \left( \frac{t}{\tau} \right)^3 - 15(b_\tau - 1) \left( \frac{t}{\tau} \right)^4 + 6(b_\tau - 1) \left( \frac{t}{\tau} \right)^5.
\]

Having found a trajectory \( b(t) \) of the scaling factor associated with a STA with
\( Q^*(\tau) = 1 \), we determine the required modulation of the driving frequency from the
Ermakov equation (5.6), as

\[
\omega^2(t) = \frac{\omega^2_0}{b^4(t)} - \frac{\ddot{b}(t)}{b(t)}.
\]

Thus, a nonadiabatic isentropic stroke with this modulation of the trapping frequency
is free from friction.

There are closely related approaches to engineer STA. One strategy involves
choosing a reference modulation of the trapping frequency \( \omega(t) \) assuming adia-

batic dynamics. Setting \( \ddot{b} = 0 \) in the Ermakov equation one finds the corresponding
adiabatic scaling factor to be given by \( b_{ad} = [\omega(0)/\omega(t)]^{1/2} \). A STA by local coun-
terdiabatic driving can then be implemented by changing the trap with the modified frequency \[ \Omega(t)^2 = \omega(t)^2 - \frac{\dot{b}_{\text{ad}}}{b_{\text{ad}}} = \omega(t)^2 - \frac{3}{4} \left[ \frac{\dot{\omega}(t)}{\omega(t)} \right]^2 + \frac{\ddot{\omega}(t)}{2\omega(t)}. \] (5.23)

For completeness, we also note that scaling laws are not restricted to harmonic traps and can occur in other confinements with specific space and time dependencies [40]. For instance, in a box-like trap, scaling invariance occurs provided that a time-dependent harmonic trap is superimposed during the expansion of the box trap [38].

Currently, there is a variety of experimental techniques that allow for the engineering of arbitrary trapping potentials \( V(r, t) \) for ultracold atoms, including the use of time-averaged potentials [45, 46] and digital micromirror devices (DMDs) [47].

Superadiabatic strokes have been demonstrated in the laboratory using a unitary Fermi gas confined in an anisotropic harmonic trap as a working medium [30, 48]. The Hamiltonian describing the system is

\[
\hat{H}(t) = \sum_{\sigma=\uparrow, \downarrow} \int d^3r \hat{\psi}_\sigma^\dagger(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r, t) \right] \hat{\psi}_\sigma(r) + g \hat{\psi}_\uparrow^\dagger(r) \hat{\psi}_\downarrow^\dagger(r) \hat{\psi}_\downarrow^\dagger(r) \hat{\psi}_\uparrow(r),
\]

(5.24)

where

\[
V(r, t) = \frac{1}{2} m \left( \omega_x^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2 \right).
\] (5.25)

Here, \( \hat{\psi}_\sigma(r) \) denotes the annihilation field operator for the spin state \( \sigma = \{ \uparrow, \downarrow \} \), \( g \) is the coupling strength of the s-wave interactions and \( \omega_j (j = x, y, z) \) the trap frequencies along the different axes. For finite value of the interaction strength \( g \), the system lacks scale invariance. However, the unitary limit (in which \( g \rightarrow \infty \)) can be reached by tuning the interaction strength, i.e., via a Feshbach resonance.

The system is then described by a nonrelativistic conformal field theory, with an associated scaling symmetry [49], that can be exploited to implement superadiabatic expansion and compression strokes, as those used in a quantum Otto cycle. Their implementation in the laboratory was reported in [30], that we briefly summarize next. The spin-1/2 unitary Fermi gas was prepared using a balanced mixture of \(^6\)Li fermions in the lowest hyperfine states. By bringing the atomic cloud at resonance, the scattering length governing the pairwise interactions can be tuned to exceed the interparticle distance and reach the unitary regime. A sketch of the experimental setup is shown in Fig. 5.2. The effectively harmonic confinement in three dimensions was specially designed for an accurate and easy control of the trapping frequencies and their modulation in time. The theoretical analysis presented in the preceding sections for the isotropic trap can be extended to account for the anisotropy of the trap [30].

Indeed, despite the anisotropy of the trap, it is possible to engineer an isotropic expansion factor \( b(t) \) that is common to all axes (x, y and z). Figure 5.2 reports the time evolution of the nonadiabatic factor during an expansion and a compression.
Fig. 5.2  Friction-free superadiabatic strokes. Top: Experimental setup. The optical dipole trap is specially designed for a flexible control of the trap frequencies and consists of two orthogonal far-off resonance laser beams. One beam is focused only in one spatial direction (x), i.e., providing confinement along this axis. A second, perpendicular laser beam confines the 3D unitary Fermi gas along the y and z axes. The frequency in the x direction mostly depends on the power of the first beam. Similarly, the second beam determines the frequencies in the y and z directions. The frequency aspect ratio of the trap can be simply controlled by precisely adjusting the power ratio of the two beams. Bottom left: Evolution of the nonadiabatic factor $Q^*$ along an expansion stroke with the unitary Fermi gas as a working substance. In the course of the superadiabatic stroke, $Q^*$ fluctuates reaching the value $Q^* = 1$ at the end of the expansion. The green solid line corresponds to the theoretical prediction and accurately matches the experimental data, in black. By contrast, a nonadiabatic expansion stroke $Q^*$ grows monotonically as a function of time and acquires final values $Q^* > 1$ associated with quantum friction. The theoretical prediction is plotted as a red solid line, in agreement with the experimental data, in blue. See [30] for details of the experiment and the parameters used. Bottom right: Evolution of the nonadiabatic factor $Q^*$ along a superadiabatic compression stroke with the unitary Fermi gas as a working substance. The final value of $Q^* = 1$ in a superadiabatic compression but takes values $Q^* > 1$ in a general nonadiabatic stroke. Small discrepancies are observed in the transient fluctuations between the theoretical prediction (solid lines) and experimental data (symbols).

In both cases, the final value of the nonadiabatic factor $Q^*$ reduces to the identity upon the completion of the superadiabatic stroke. By contrast, a generic nonadiabatic stroke results in values of $Q^*(\tau) > 1$, that are associated with quantum friction.
Note that the above analysis does not make reference to the isochoric strokes, that are assumed to be ideal (friction free) leading to the perfect thermalization of the working substance. By combining the superadiabatic expansion and compression demonstrated in [30] with the isochoric heating and cooling strokes, one can then envision the realization of a superadiabatic Otto cycle.

5.5 Shortcuts to Adiabaticity by Counterdiabatic Driving

In the preceding sections we have focused on the use of quantum fluids as a working medium. The realization of STA in this context is greatly simplified due to the presence of scale invariance. In what follows we introduce a universal technique to design STA in arbitrary quantum systems. It involves acting on a system Hamiltonian (e.g., describing the working medium) with auxiliary controls. Determining the later requires knowledge of the spectral properties of the system, which may be unavailable in complex many-body cases such as the quantum fluids we have discussed.

Consider a time-dependent Hamiltonian $\hat{H}(t)$ with instantaneous eigenvalues $\{\varepsilon_n(t)\}$ and eigenstates $\{|n(t)\rangle\}$, so that

$$\hat{H}(t)|n(t)\rangle = \varepsilon_n(t)|n(t)\rangle.$$  \hfill (5.26)

We pose the problem of driving an initial state $|n(0)\rangle$ to $|n(\tau)\rangle$ in a given finite time, $\tau$, generally short enough for the dynamics to remain adiabatic. A technique which achieves this goal is the so-called counterdiabatic driving (CD) technique [50, 51], also known as transitionless quantum driving [52].

Whenever $\hat{H}(t)$ is slowly-varying, the adiabatic approximation provides an approximate solution $|\psi_n^{\text{ad}}(t)\rangle$ of the time-dependent Schrödinger equation, i.e.,

$$i\hbar \frac{d}{dt} |\psi_n^{\text{ad}}(t)\rangle \approx \hat{H}(t)|\psi_n^{\text{ad}}(t)\rangle.$$ \hfill (5.27)

Specifically, when the system is initialized in the $n$th eigenstate $|n(0)\rangle$, the evolution follows the instantaneous eigenstate $|n(t)\rangle$ as

$$|\psi_n^{\text{ad}}(t)\rangle = \exp \left( -i \int_0^t \frac{\varepsilon_n(s)}{\hbar} ds - \int_0^t \langle n(s) | \frac{d}{ds} | n(s) \rangle ds \right) |n(t)\rangle.$$ \hfill (5.28)

where the exponential term includes the dynamical and geometric phases [53].

The central goal of CD is to find the so-called counterdiabatic Hamiltonian $\hat{H}_{\text{CD}}$ such that the adiabatic approximation $|\psi_n^{\text{ad}}(t)\rangle$ to the dynamic generated by $\hat{H}$ becomes the exact solution of the time-dependent Schrödinger equation with $\hat{H}_{\text{CD}}$

$$i\hbar \frac{d}{dt} |\psi_n^{\text{ad}}(t)\rangle = \hat{H}_{\text{CD}}|\psi_n^{\text{ad}}(t)\rangle.$$ \hfill (5.29)
without the requirement of slow driving.

We assume that $\hat{H}_{CD}$ is self-adjoint and look for the unitary time-evolution operator, $\hat{U}_{CD}(t, t' = 0)$ that guides the dynamics through the adiabatic reference trajectory

$$|\psi_n^{ad}(t)\rangle = \hat{U}_{CD}(t, 0)|n(0)\rangle$$

(5.30)

for all $|n(0)\rangle$. As a result, $\hat{U}_{CD}(t, 0)$ also obeys the time-dependent Schrödinger equation (TDSE)

$$i\hbar \frac{d}{dt} \hat{U}_{CD}(t, 0) = \hat{H}_{CD} \hat{U}_{CD}(t, 0).$$

(5.31)

The desired Hamiltonian can then be obtained from the time-evolution operator using the identity

$$\hat{H}_{CD} = i\hbar \left[ \frac{d}{dt} \hat{U}_{CD}(t, 0) \right] \hat{U}_{CD}(t, 0)^\dagger.$$  

(5.32)

By construction, the time evolution operator is given by

$$\hat{U}_{CD}(t, 0) = \sum_n |\psi_n^{ad}(t)\rangle \langle n(0)|,$$

(5.33)

whence it follows that the counterdiabatic Hamiltonian can be expressed as the sum

$$\hat{H}_{CD}(t) = \hat{H}(t) + \hat{H}_1(t)$$

(5.34)

of the uncontrolled system Hamiltonian $\hat{H}(t)$ and an auxiliary counterdiabatic term

$$\hat{H}_1(t) = i\hbar \sum_n (|d_n\rangle \langle n| - \langle n|d_n|n\rangle |n\rangle \langle n|) .$$

(5.35)

The first term in the right hand side in Eq. (5.35) is responsible for suppressing excitations away from the $n$th mode while the second one accounts for the Berry phase. We notice that whenever the spectrum of the driven Hamiltonian $\hat{H}(t)$ is nondegenerate, we can rewrite the auxiliary term as

$$\hat{H}_1 = i\hbar \sum_n \sum_{m \neq n} \frac{|m\rangle \langle m| \hat{H} |n\rangle \langle n|}{\varepsilon_n - \varepsilon_m},$$

(5.36)

where the sum is restricted to values of $m \neq n$ as the diagonal term is cancelled by the term that generates the Berry phase. This expression is physically very intuitive as it suggests that under the condition for adiabaticity the counterdiabatic driving explicitly vanishes, as it should. Further, it shows that the counterdiabatic term is off-
diagonal in the energy eigenbasis of the system Hamiltonian $\hat{H}$. One can thus expect that the physical implementation of the full auxiliary term might be challenging in the laboratory, as it requires carefully tuned matrix elements $|m\rangle\langle n|$. 

The experimental demonstration of the CD technique has by now been reported in a range of platforms for quantum technologies in quantum systems with simple energy spectra [54–57]. It can be extended to many-body spin systems undergoing a quantum phase transition, at the cost of implementing $n$-body interactions [58], which are necessary to suppress the universal formation of excitations and defects [59].

We close this section by emphasizing the nonadiabatic nature of shortcuts to adiabaticity, such as the driving protocols engineered using the counterdiabatic driving technique. We recall that $|\psi_{ad}^n(t)\rangle$ is the adiabatic approximation to the TDSE associated with $\hat{H}$. At the same time, it is the exact solution of the TDSE associated with $\hat{H}_{CD}$. Given that $[\hat{H}, \hat{H}_{CD}] = [\hat{H}, \hat{H}_1] \neq 0$, these two Hamiltonians do not share a common spectrum and cannot be diagonalized in the same basis. Said differently, $|\psi_{ad}^n(t)\rangle$ is diagonal in the eigenbasis of $\hat{H}$ but not in that of $\hat{H}_{CD}$. As a result, we conclude that $|\psi_{ad}^n(t)\rangle$ describes a nonadiabatic trajectory with respect to the instantaneous full counterdiabatic Hamiltonian, including transitions among its instantaneous eigenstates.

### 5.6 Cost of Counterdiabatic Driving

Provided an arbitrary counterdiabatic driving can be implemented, the duration of a STA can be made arbitrarily short. One can try to quantify the cost of implementing a CD scheme by analyzing the amplitude of the auxiliary driving fields as function of the (prescheduled) duration of the process $\tau$. Rescaling the time of evolution $s = t/\tau \in [0, 1]$, the spectral decomposition of the system Hamiltonian can be written as $\hat{H}(s) = \sum_n \varepsilon_n(s) \hat{P}_n(s)$ in terms of the projector $\hat{P}_n(s) = |n(s)\rangle\langle n(s)|$, where $|n(s)\rangle$ is the instantaneous energy eigenstate. The auxiliary counterdiabatic term can then be written as

$$\hat{H}_1 = \frac{i\hbar}{\tau} \sum_n \frac{d}{ds} \hat{P}_n(s) \hat{P}_n(s).$$

Demirplak and Rice [60] used the Hilbert–Schmidt norm of the auxiliary term $\hat{H}_1$ to quantify the time-energy cost of counterdiabatic driving, finding

$$\|\hat{H}_1\|^2 = \frac{\hbar^2}{2\tau^2} \sum_n \text{tr} \hat{P}_n^2.$$  

The authors also considered the time-integral of the norm, an analysis that has been further elaborated in [61, 62].
An alternative characterization of the time-energy cost of STA resorts to the study of the energy fluctuations involved along the process [58]. In particular, the energy variance

\[ \Delta H_{\text{CD}}^2 = \langle \hat{H}_{\text{CD}}^2 \rangle - \langle \hat{H}_{\text{CD}} \rangle^2 \]  

is constrained by a time-energy uncertainty relation, and provides an upper bound to the speed of evolution in Hilbert space. For the total Hamiltonian of the system given by the sum of the system Hamiltonian and the auxiliary control fields, it was found that the energy variance equals the second moment of the control field. In particular, for the driving of a single eigenstate

\[ \Delta H_{\text{CD}}^2(t) = \langle n(t) | \hat{H}_{\text{CD}}^2(t) | n(t) \rangle . \]  

In turn, the later acquires a geometric interpretation in terms of the fidelity susceptibility

\[ \chi_f^{(n)}(\lambda) \]  

that rules the decay of the overlap between an eigenstate of the Hamiltonian \( \hat{H}(t) = \hat{H}[\lambda(t)] \) and the adiabatically continued eigenstate under a small variation of the parameter \( \lambda \) [63]

\[ |\langle n(\lambda) | n(\lambda + \delta) \rangle|^2 = 1 - \delta^2 \chi_f^{(n)}(\lambda) + \mathcal{O}(\lambda^3) . \]  

This is indeed the case as [58]

\[ \langle n(t) | \hat{H}_{\text{CD}}^2(t) | n(t) \rangle = \lambda^2 \chi_f^{(n)}(\lambda) \]

\[ = \lambda^2 \sum_{m \neq n} \left| \frac{d}{d\lambda} \hat{H}_0 | n(\lambda) \rangle \right|^2 / |\varepsilon_m - \varepsilon_n|^2 . \]  

More recently, the thermodynamic cost of STA was analyzed by studying quantum work fluctuations [64, 65]. For systems undergoing unitary dynamics, a possible definition of the work involved in driving the system from an initial Hamiltonian \( \hat{H}(0) \) to a final one \( \hat{H}(t) \) requires two energy measurements, one at the beginning of the process \( (t' = 0) \) and a second one upon its completion \( (t' = t) \) [66–68]. Denoting the spectral decomposition of the instantaneous CD Hamiltonian by \( \hat{H}_{\text{CD}}(t) = \sum_n E_n(t) | E_n(t) \rangle \langle E_n(t) | \), the explicit expression for the work probability distribution \( P[W(t)] \) associated with the CD is given by

\[ P[W(t)] := \sum_{k,n} p_n^0 p_{n \rightarrow k}^t \delta[W(t) - (E_k(t) - E_n(0))] . \]  

The probability for the initial state \( \hat{\rho} \) to be found in the \( n \)th eigenmode is thus given by \( p_n^0 = \langle E_n(0) | \hat{\rho} | E_n(0) \rangle \), while the transition probability from the \( n \)th mode at \( t = 0 \) to the \( k \)th mode at time \( t \) is given by \( p_{n \rightarrow k}^t = |\langle E_k(t) | \hat{U}_{\text{CD}}(t, 0) | E_n(0) \rangle|^2 \). In the implementation of CD, one is generally interested in the case in which the auxiliary
control field $\hat{H}_1$ vanishes at the beginning and end of the driving protocol so that $\hat{H}_{\text{CD}} = \hat{H}$ at $t = \{0, \tau\}$. As a result, at these two instances of time (and only then), $E_n(t) = \varepsilon_n(t)$ and $|E_n(t)\rangle = |\varepsilon_n(t)\rangle$.

We first note the work statistics in the adiabatic limit. Then, $H_1$ strictly vanishes, $\hat{H}_{\text{CD}}(t) = \hat{H}(t)$, and the transition probability becomes the Kronecker delta, $p_{n \rightarrow k}^0 = \delta_{k,n}$ for all $t$. The work probability distribution under adiabatic evolution is thus

$$P_{\text{ad}}[W(t)] = \sum_n p_n^0 \delta[W(t) - W_{\text{ad}}^{(n)}(t)],$$

(5.44)

where $W_{\text{ad}}^{(n)}(t) := \varepsilon_n(t) - \varepsilon_n(0)$ is the work cost along the adiabatic trajectory of the $n$th eigenmode. In particular, the mean work is given by

$$\langle W(t) \rangle_{\text{ad}} := \int dW P_{\text{ad}}[W]W(t) = \sum_n p_n^0 [\varepsilon_n(t) - \varepsilon_n(0)].$$

(5.45)

In a STA, given that upon completion of the protocol $\hat{H}(\tau)$ remains constant and $\hat{H}_1(\tau)$ vanishes, the work probability distribution reads

$$P_{\text{CD}}[W(\tau)] = P_{\text{ad}}[W(\tau)].$$

(5.46)

Therefore, CD successfully reproduces the work statistics under slow driving, and in this sense, it has no thermodynamic cost.

Along the STA ($0 < t < \tau$), however, CD does modify the work statistics, i.e., $P_{\text{CD}}(W)$ differs from $P_{\text{ad}}[W(t)]$. Nonetheless, it satisfies two remarkable properties.

First, the mean work identically matches the adiabatic value

$$\langle W(t) \rangle = \langle W(t) \rangle_{\text{ad}}.$$

(5.47)

Said differently, the mean work done by the auxiliary counterdiabatic term vanishes for all $0 \leq t \leq \tau$.

Second, CD enhances work fluctuations. If the system Hamiltonian $\hat{H}(\lambda)$ depends explicitly on a set of parameters $\lambda = (\lambda^1, \ldots, \lambda^N)$, the excess of the work variance over the adiabatic value is precisely given by

$$\text{Var}[W(t)] - \text{Var}[W(t)]_{\text{ad}} = \hbar^2 \sum_n p_n^0 g_{n}^{(n)} \hat{\lambda}^\mu \hat{\lambda}^\nu.$$

(5.48)

The term in the right hand side is the average of the quantity $g_{\mu\nu}^{(n)}$ weighted with the occupation $p_n^0$ of the energy levels following the first projective energy measurement. As $g_{\mu\nu}^{(n)}$ is the real part of the quantum geometric tensor $Q_{\mu\nu}^{(n)}$ of the $|n(t)\rangle$-state manifold [69],

$$Q_{\mu\nu}^{(n)} := \langle \partial_{\mu} n(t) | [1 - |n(t)\rangle \langle n(t)|] \partial_{\nu} n(t) \rangle,$$

(5.49)
the broadening of the work distribution is dictated by the geometry of the Hilbert space. When the system Hamiltonian is modulated by a single parameter, \( g^{(n)}_{\mu \nu} = \chi_f^{(n)} \). Using the identity (5.49) and analyzing the time-average excess of work fluctuations, it is also possible to derive work-time uncertainty relations [64, 65]. The excess of work fluctuations induced by CD, Eq. (5.48), has recently been verified experimentally using a superconducting Xmon qubit [70].

We conclude this section by pointing out that a common feature among the different approaches to quantify the cost of STA is that 
\[
\| \hat{H}_1 \|_2, \Delta H^2_{\text{CD}}(t) \text{ and } \text{Var}[W(t)] - \text{Var}[W(t)\text{ad}]
\]
de all diverge as \( 1/\tau^2 \) as the protocol duration \( \tau \) is reduced. This is consistent with the fact that the above quantities are ultimately quadratic in the auxiliary control term \( \hat{H}_1 \). This scaling with the duration \( \tau \) is specific of counterdiabatic driving and can differ from that in related STA protocols in which the evolution is generated by a unitarily equivalent Hamiltonian, an approach often referred to as local counterdiabatic driving [30, 57], see as well [61]. In addition, counterdiabatic driving generates coherence in the instantaneous energy eigenbasis along the STA. In the presence of decoherence, the work input and output associated with the compression and expansion strokes can be thus affected [71].

5.7 Choice of Working Medium, Many-Particle Quantum Effects and Quantum Supremacy

We have seen that by using STA, an Otto cycle can be operated in finite-time without friction (assuming friction associated with the heating and cooling strokes to be negligible). In this section we focus on the finite-time thermodynamics in the presence of friction, e.g., with an efficiency below the maximum value. The performance of the engine can then exhibit a dependence on the nature of the working medium. Which kind of substance would be optimal?

Jaramillo et al. [33] considered a fixed number of particles \( N \) for the working medium and compared the performance of one single many-particle heat engine with an ensemble of \( N \) single-particle heat engines. In doing so, it was shown that it is possible to find scenarios characterized by quantum supremacy, a many-particle quantum enhancement of the performance with no classical counterpart.

This effect was illustrated with a working medium consisting of \( N \) bosons in an effectively one-dimensional harmonic trap and subject to inverse-square pairwise interactions [72, 73],
\[
\hat{H}(t) = \sum_{i=1}^{N} \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial z_i^2} + \frac{1}{2}m\omega(t)^2z_i^2 \right] + \frac{\hbar^2}{m} \sum_{i<j} \frac{\lambda(\lambda - 1)}{(z_i - z_j)^2}, \quad (5.50)
\]
where \( \lambda \geq 0 \) is the interaction strength. This instance of (5.1) is the (rational) Calogero-Sutherland model that reduces to an ideal Bose gas for \( \lambda = 0 \) and to the Tonks-Girardeau gas (hard-core bosons) for \( \lambda = 1 \) [74, 75], the thermodynamics
of which is equivalent to that of polarized fermions. For arbitrary $\lambda$, the Calogero-Sutherland model can be interpreted as an ideal gas of particles obeying generalized-exclusion statistics [76–78].

The comparative performance in both scenarios can be assessed via the power and efficiency ratios, defined respectively by

$$\frac{P^{(N,\lambda)}}{N \times P^{(1,\lambda)}} , \quad \frac{\eta^{(N,\lambda)}}{\eta^{(1,\lambda)}} .$$

(5.51)

In an ample regime of parameters, it was shown that both ratios can simultaneously increase and surpass unity. The enhancement of the efficiency is maximum for an ideal Bose gas ($\lambda = 0$). While the effect is robust in the presence of interactions, the ensemble of single-particle engines can however outperform the many-particle one for moderate values of $\lambda$, e.g., for hard-core bosons (fermions).

Bengtsson et al. have identified a similar many-particle boost in the average work output in the adiabatic limit of a quantum Szilard engine, when an attractive Bose gas is chosen as a working medium [35]. Zheng and Poletti have uncovered quantum statistical effects in the performance of an adiabatic Otto cycle for a given working medium (ideal Bose and Fermi gases), confined in non-harmonic traps [34]. It has further been shown that the performance of an Otto cycle can also be enhanced whenever the working substance exhibits critical behavior [79]. An analysis of this cycle with a working medium exhibiting many-body localization has also been reported [80].

Overall, the optimal choice of the working substance for a given quantum cycle seems to be largely unexplored. Further, this choice may depend on the assessment of the performance as the characterization of a quantum thermodynamic cycle does not necessarily carry over many cycles when work is measured via projective energy measurements [81]. Nonetheless, it seems that a rich variety of scenarios can be found in which many-particle quantum effects can lead to an improvement of the performance over classical many-particle cycles as well as ensembles of single-particle quantum machines.

### 5.8 Quo Vadis?

The time of writing is particularly exciting concerning experimental progress towards the realization of quantum heat engines at the nanoscale. Using trapped-ion technology a single atom heat engine has been realized [82]. A quantum heat engine based on an Otto cycle has been implemented using a spin-1/2 system and nuclear magnetic resonance techniques [83]. Quantum refrigerators have as well been reported using superconducting circuits [84] and trapped ions [85]. The possibility of combining these setups with superadiabatic strokes such as those reported in [30] suggest that the realization of friction-free thermal machines may be feasible in the near future.
This prospect is enhanced by the fact that superadiabatic machines are not necessarily restricted to the quantum domain and can be envisioned in classical systems as well, such as colloidal heat engines [86].

The current description of quantum heat engines based on a thermodynamic cycle consisting of multiple strokes disregards the explicit mechanism for work outcoupling, this is, the coupling between the working medium and an external work storage. As a result, work is merely associated with a change of a parameter of the working-medium Hamiltonian, such as the frequency of the trap in the quantum Otto cycle. A direct implementation of such scheme can be envisioned via external active control, inducing a given modulation in time of the Hamiltonian parameter.

Useful heat engines are expected to run autonomously without the requirement for external controls. With an eye on experimental implementations, it is therefore necessary to transcend the current description. This is likely to require a quantum description of the full engine including the fuel, working substance, and work storage. Such description will no doubt be less universal, but is likely to be a highly fruitful pursuit. Encouraging steps in this direction include an account of the dynamics of quantum machine that lifts a weight against gravitational field [87] and tilted potentials [88], an autonomous absorption refrigerator in atom-cavity systems [89] as well as an autonomous rotor heat engine [90], discussed in Chap. 9.

We anticipate that the engineering of superadiabatic quantum machines will be at reach in the presence of external active control. By contrast, their autonomous counterpart is likely to prove more challenging. The ultimate cost of STA may therefore arise from its practical implementation. The study of STA has however shown that they can be implemented following simple principles, such as slow driving at the beginning and end of a process [39, 43].

In addition, our discussion of superadiabatic heat engines has focused on the Otto cycle. This choice is motivated by the presence of strokes governed by unitary dynamics, for which STA techniques are well developed. In general thermodynamic cycles (e.g., the Carnot cycle) the dynamics is open (in contact with a heat reservoir) in all stages. The engineering of superadiabatic engines based on such cycles would require the use of STA for open quantum systems, which is an open problem. This challenge would also be faced in continuously driven cycles.
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5 Friction-Free Quantum Machines

Chapter 6
Physical Implementations of Quantum Absorption Refrigerators

Mark T. Mitchison and Patrick P. Potts

The investigation of quantum thermal machines is a subfield of quantum thermodynamics which is of particular practical relevance. A thermal machine is a device which utilizes a temperature bias to achieve some useful task (for recent reviews see e.g. [1–6] as well as Chap. 1, Part I). The nature of this task can vary, with the most prominent example being the production of work in heat engines. Further examples include the creation of entanglement [7], the estimation of temperature [8] and the measurement of time [9].

This chapter discusses physical implementations of quantum absorption refrigerators. There are two compelling reasons which motivate the pursuit of implementing exactly this thermal machine. First, the absorption refrigerator is an autonomous thermal machine. Autonomous machines only require static biases of temperature and/or chemical potential and do not require any time-dependent control. Therefore, they dispense of any controversy over the definition of work in the quantum regime (see also Part II) as well as the energetic cost of maintaining control over time-dependent fields [9–11]. Furthermore, autonomous machines connect to naturally occurring processes (e.g., photosynthesis [12–14]), where no external control
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is needed to harness energy. They are thus promising candidates for harvesting waste heat from other processes or naturally abundant (thermal) energy sources. The second reason why the quantum absorption refrigerator is of great practical relevance is the fact that it is a refrigerator. As discussed below, the quantum absorption refrigerator can stabilize single degrees of freedom in low-entropy states. The ability to initiate a quantum system in a low-entropy state is crucial for most experiments in the quantum regime. In addition to performing state preparation, implementing a quantum absorption refrigerator allows for investigating the fundamental physics of this important process, illuminating its capabilities and limitations.

Since the initial theoretical conception of quantum absorption refrigerators [15–17], several experimental proposals have been put forward [18–22], with one experiment having realized a quantum absorption refrigerator in a trapped-ion system [23]. Here, we focus on the setups described in Refs. [21, 22], in the context of cavity and circuit quantum electrodynamics (QED). These involve different physical degrees of freedom and operate in distinct regimes of energy, temperature, and cooling performance. Nevertheless, as we shall explain, both can be understood in terms of the concept of virtual temperature [24, 25], which provides a unifying framework for understanding autonomous thermal machines.

The rest of this chapter is structured as follows: In Sect. 6.1, the theory of the quantum absorption refrigerator and the relevant concepts and mechanisms are reviewed. Physical implementations in the setting of cavity and circuit QED are then discussed in Sects. 6.2 and 6.3. The chapter concludes with a comparison of the two implementations and an outlook in Sect. 6.4.

### 6.1 The Quantum Absorption Refrigerator

Unlike the refrigerator found in a typical kitchen, an absorption refrigerator does not rely on energy in the form of mechanical work. Instead, an absorption refrigerator harnesses the spontaneous flow of heat from a hot bath into the environment in order to perform cooling. Let us first analyze the thermodynamics of a generic absorption refrigerator before introducing its quantum realization.

An absorption refrigerator interacts with three thermal reservoirs: a cold one at temperature $T_c$ representing the body to be cooled, a reservoir at room temperature $T_r$ representing the environment, and a hot reservoir at temperature $T_h$ which provides a source of free energy (see Fig. 6.1), with $T_c \leq T_r < T_h$. Suppose that the refrigerator absorbs quantities of heat $\delta Q_h$ from the hot reservoir and $\delta Q_c$ from the cold reservoir, while dumping $\delta Q_r$ heat into the environment. Under steady-state conditions, and assuming the ideal case where the internal mechanism of the refrigerator is frictionless and without heat leaks [26], the first law of thermodynamics reads as

$$\delta Q_c + \delta Q_h = \delta Q_r.$$  

(6.1)
Fig. 6.1 An absorption refrigerator removes heat simultaneously from a hot ($T_h$) and a cold ($T_c$) body and dumps it into the environment at ambient temperature $T_r$. We consider quantum absorption refrigerators comprising three subsystems with transitions of energy $E_c$, $E_h$ and $E_r = E_c + E_h$, coupled by a three-body interaction of strength $g$.

If we also assume idealized heat reservoirs then the total entropy change of this process is

$$\delta S = \frac{\delta Q_r}{T_r} - \frac{\delta Q_h}{T_h} - \frac{\delta Q_c}{T_c} \geq 0.$$  (6.2)

According to the second law of thermodynamics, such a process is physically permissible so long as the entropy change is non-negative.

In order to design a quantum absorption refrigerator, we need to model a dynamical process that transfers heat between three reservoirs in the manner described above. A simple example of such a model comprises three components or subsystems [16, 17], referred to as $c$, $r$ and $h$, each of which is connected to one of the three reservoirs. We use the subscripts $c$, $r$ or $h$ to denote quantities associated to the subsystem coupled to the corresponding bath.

The refrigerator Hamiltonian $\hat{H} = \sum_j \hat{H}_j + \hat{H}_\text{int}$ can be resolved into the local energy $\hat{H}_j$ of each component, for $j = c, r, h$, together with the interaction between them, $\hat{H}_\text{int}$. We assume that the energy spectrum of each subsystem consists of an equally spaced (possibly infinite) ladder of states separated in energy by an amount $E_j$, i.e.

$$\hat{H}_j = E_j \sum_n n |n\rangle_j \langle n|,$$  (6.3)

where the integer $n \geq 0$ labels the energy eigenstates. Such a Hamiltonian describes, for example, a two-level atom, a spin in a static magnetic field, or a harmonic oscillator. The interaction between the subsystems is governed by the three-body Hamiltonian.
\[ \hat{H}_{\text{int}} = g \left( \hat{L}_c \hat{L}_r^\dagger \hat{L}_h + \hat{L}_c^\dagger \hat{L}_r \hat{L}_h^\dagger \right). \tag{6.4} \]

Here, \( g \) is a coupling constant that is assumed to be small in comparison to the local energies \( E_j \), while \( \hat{L}_j \) is a lowering operator with respect to the corresponding local Hamiltonian, i.e.

\[ [\hat{H}_j, \hat{L}_j] = -E_j \hat{L}_j. \tag{6.5} \]

In other words, the nonzero matrix elements of \( \hat{L}_j \) connect states \( |n\rangle_j \) and \( |n + 1\rangle_j \) separated in energy by \( E_j \). Therefore, the interaction (6.5) induces transitions between the states

\[ |l + 1\rangle_c |m\rangle_r |n + 1\rangle_h \leftrightarrow |l\rangle_c |m + 1\rangle_r |n\rangle_h. \tag{6.6} \]

This provides a channel for energy to flow from subsystem \( h \) to \( r \), but only by simultaneously extracting some energy from \( c \). At the same time, each component of the refrigerator continuously absorbs or dissipates heat due to its contact with the corresponding bath. The net effect is a cooperative flow of heat from the cold and hot reservoirs into the room-temperature environment.

In order for \( \hat{H}_{\text{int}} \) to have an appreciable effect for small \( g \), the transition (6.6) should be resonant, which is enforced by the condition

\[ E_c + E_h = E_r. \tag{6.7} \]

Since \( E_j \) is the smallest quantity of heat which can be absorbed by each subsystem, this represents a direct analogue of the first law (6.1) at the level of individual energy quanta. Note that here, in identifying \( \delta Q_j = E_j \), we are again implicitly assuming steady-state operation and the absence of heat leaks in the transfer of energy between the baths mediated by the interaction (6.4), which is valid so long as the coupling \( g \) is sufficiently weak [27–30]. If we similarly set \( \delta Q_j = E_j \) in the second law (6.2), we obtain the condition

\[ T_c \geq \frac{E_r - E_h}{E_r/T_r - E_h/T_h} \equiv T_v. \tag{6.8} \]

Thus, the ability of the refrigerator to cool is determined by a new temperature scale, \( T_v \), the \textit{virtual temperature} [24].

In order to understand what the virtual temperature represents microscopically, consider the pairs of states \( |0_{mn}\rangle_v = |m\rangle_r |n + 1\rangle_h \) and \( |1_{mn}\rangle_v = |m + 1\rangle_r |n\rangle_h \), each of which constitutes a \textit{virtual qubit}. The difference in energy between the virtual qubit’s states is \( E_r - E_h = E_c \) by virtue of the constraint (6.7). Suppose that initially the interaction is switched off and each subsystem equilibrates with its corresponding bath. The equilibrium populations \( p_n^{(j)} \) of the energy eigenstates \( |n\rangle_j \) of each subsystem are given by the Boltzmann distribution, so that
Fig. 6.2 A virtual qubit is a pair of states in the composite Hilbert space of a quantum absorption refrigerator, which is resonant with the target object to be cooled. Transitions driven by physical baths at temperatures $T_r$ and $T_h$ drive population into the lower-energy virtual-qubit state. The resulting population imbalance is described by a cold virtual temperature $T_v$, thus inducing heat to flow out of the target.

\[
p_{n+1}^{(j)} / p_n^{(j)} = e^{-E_j / k_B T_j}.
\]

(6.9)

It follows immediately that the virtual qubit populations are Boltzmann-distributed at the virtual temperature, i.e.,

\[
\frac{p_{mn}^{(v)}}{p_{0mn}^{(v)}} = \frac{p_{m+1}^{(r)} p_n^{(h)}}{p_m^{(r)} p_{n+1}^{(h)}} = e^{-E_c / k_B T_v}.
\]

(6.10)

Now, switching on the interaction $\hat{H}_{\text{int}}$ causes resonant transitions according to Eq. (6.6) or, equivalently,

\[
|l + 1\rangle_c |0_{mn}\rangle_v \leftrightarrow |l\rangle_c |1_{mn}\rangle_v,
\]

(6.11)

leading to thermalization of $c$ with the virtual qubits. Meanwhile, exchange of heat with the hot and room-temperature reservoirs acts to maintain the virtual qubits at temperature $T_v$ (see Fig. 6.2). A net heat flux out of $c$ is therefore established so long as the virtual qubits are effectively colder, i.e., if $T_c \geq T_v \geq 0$, which is precisely the result obtained in Eq. (6.8) from purely thermodynamic arguments. This condition is also sometimes equivalently expressed in terms of the cooling window for the energy splitting $E_c$,

\[
0 \leq E_c \leq \frac{(T_h - T_r)T_c}{(T_r - T_c)T_h} E_h.
\]

(6.12)

In order to analyze the performance of the refrigerator, we need to choose appropriate figures of merit according to the specific task at hand. One possibility is that, by analogy with the classical case, the purpose of the refrigerator is to extract heat from the macroscopic bath at temperature $T_c$. In this case, performance can be measured in terms of the steady-state heat currents $J_j = \partial Q_j / \partial t$, which we define as the rate
at which heat flows \textit{into} the system from baths \( j = c, h \), and the rate at which heat flows \textit{out of} the system to the room-temperature bath for \( j = r \). The cooling power is defined by \( J_c \), while the coefficient of performance (COP) \( \varepsilon = J_c / J_h \) gives a measure of efficiency. We assume, as above, that each quantity of heat \( E_r \) dumped into the environment corresponds to precisely one quantum of energy \( E_c \) and \( E_h \) absorbed from each of the cold and hot baths, respectively. Therefore, the heat currents must satisfy \( J_j = \chi E_j \), with \( \chi \) a common proportionality factor, and we obtain the very simple expression
\[
\varepsilon = \frac{E_c}{E_h}.
\] (6.13)

This universal result is valid under the assumption of ideal heat transfer between the baths [31].

Combining the first and second laws of thermodynamics, Eqs. (6.1) and (6.2), one obtains the Carnot bound [15, 32]
\[
\varepsilon \leq \varepsilon_C = \frac{1 - T_r / T_h}{T_r / T_c - 1}.
\] (6.14)

Note that this bound is consistent with Eqs. (6.12) and (6.13). The Carnot point \( \varepsilon = \varepsilon_C \) corresponds to reversible operation, with \( \delta S = 0 \). The cooling power is clearly zero at the Carnot point because \( T_v = T_c \) and thus the effective temperature difference driving the heat current vanishes. Note that, unlike the efficiency of a heat engine, the COP can be greater than unity. Indeed, in the limit \( T_r \to T_c \), we have that \( \varepsilon_C \to \infty \) and the COP can be arbitrarily large. This makes sense, since heat can be transferred between two baths at equal temperatures without entropic cost, in principle.

A different approach is to consider the refrigerator as a machine designed to cool down the \textit{quantum system} \( c \) itself. In this case, the achievable temperature is a more relevant figure of merit. More generally, since the final state of \( c \) will generally be out of equilibrium, one can consider the achievable energy or entropy instead. This situation is frequently encountered in practice, since the objective of refrigeration is often to \textit{prepare} the quantum system in a low-entropy state as a precursor to some experiment. It is clearly additionally advantageous to reach the minimum temperature as quickly as possible, which opens up interesting possibilities for engineering the transient behavior of the refrigerator to gain some enhancement. In particular, since the dynamics induced by the interaction (6.4) may be oscillatory, the minimum temperature may be reached in a finite time [33, 34]. In order for this to be useful, there must exist some mechanism to switch off the interaction at the appropriate moment. The superconducting-circuit refrigerator discussed in Sect. 6.3 represents an example where this is the case.

We finally mention that, by a judicious choice of the physical energies and temperatures, the virtual temperature can be made to take any desired value. For example, if \( T_v > T_c \), then the system operates as a heat pump that transfers energy from \( r \) to \( h \). Indeed, even negative values for \( T_v \) are possible. In this case, the dynamics induces population inversion in the states of subsystem \( c \), raising its energy in an analogous manner to a heat engine lifting a weight. If the autonomous machine acts
on a more complex system that possesses multiple transitions at different energies, then the machine itself must also be more complex, having at least one virtual qubit (and associated virtual temperature) resonantly coupled to each of these transitions. The most efficient machines (the ones reaching Carnot efficiency) make use of a single virtual temperature only [24]. Therefore, the virtual temperature provides a unified description of autonomous quantum thermal machines, from refrigerators to engines.

6.2 Optomechanical Coupling in Cavity QED

One important application of refrigeration in the quantum regime is the cooling of atomic motion. Indeed, the development of laser-cooling techniques laid the foundation for much of the research on controlled quantum dynamics that is carried out today. This includes the field of cavity QED, which is a mature experimental platform for investigating the interaction of light and matter at the atomic level (see, for example, Refs. [35–37] and references therein). In this section, we will discuss a physical realization of a quantum absorption refrigerator designed to cool the motion of a trapped atom inside two optical cavities [21]. The scheme is very closely related to conventional laser sideband cooling [38], which allows us to draw a connection between modern developments in quantum thermodynamics and standard refrigeration methods in atomic physics.

6.2.1 Origin of the Optomechanical Interaction

To illustrate the physical principles underlying the atom-cavity refrigerator, we first consider a two-level atom or ion of mass \( m \) confined by a harmonic trap that is placed inside an optical cavity aligned parallel to the \( x \) axis, as depicted in Fig. 6.3a. Let us focus on a particular vibrational mode with angular frequency \( E_c \), corresponding to motion parallel to the cavity axis, and an optical mode with angular frequency \( E_h \) and wavelength \( \lambda_h = 2\pi c / E_h \), with \( c \) the speed of light. We set \( \hbar = 1 \) throughout.

The internal electronic levels \( | \uparrow \rangle_\sigma \) and \( | \downarrow \rangle_\sigma \) are separated by an energy \( E_\sigma \). The free Hamiltonian is thus

\[
\hat{H}_0 = E_c \hat{a}_c^\dagger \hat{a}_c + E_\sigma \hat{\sigma}^\dagger \hat{\sigma} + E_h \hat{a}_h^\dagger \hat{a}_h.
\]  (6.15)

Here, \( \hat{a}_c \) and \( \hat{a}_h \) are bosonic ladder operators that annihilate vibrational quanta (phonons) and cavity photons, respectively, while \( \hat{\sigma} = | \downarrow \rangle_\sigma \langle \uparrow | \) is a lowering operator for the electronic levels. For typical vibrational and optical frequencies, we have that \( E_c \ll E_\sigma, E_h \). Taking the electronic and vibrational degrees of freedom together, the spectrum of transition frequencies of the atomic system consists of a central (carrier) frequency \( E_\sigma \) split into closely spaced sidebands separated in frequency by \( E_c \).
Trapping a two-level atom near the node of a cavity mode gives rise to an optomechanical coupling. The atomic motion splits the electronic transition into sidebands separated by frequency $E_c$. Red and blue arrows show the corresponding (first) sideband transitions. Driving transitions on the red sideband leads to cooling by converting phonons into spontaneously emitted photons (wavy line), while blue sideband transitions lead to heating.

The light-matter interaction Hamiltonian in the dipole approximation is given by $\hat{H}_{\text{int}} = -\hat{d} \cdot \hat{E}(\hat{r})$, with $\hat{d}$ the dipole moment operator and $\hat{E}(\hat{r})$ the electric field operator of the cavity mode evaluated at the atom’s center of mass $\hat{r} = (\hat{x}, \hat{y}, \hat{z})$. Neglecting the slow spatial variation of the field in the $y$ and $z$ directions, we have [39, 40]

$$\hat{H}_{\text{int}} = g_0 \sin \left( \frac{2\pi \hat{x}}{\lambda_h} \right) \left( \hat{\sigma} \hat{a}^\dagger_h + \hat{\sigma}^\dagger \hat{a}_h \right),$$

where the cavity coupling constant $g_0$ is determined by the product of the transition dipole moment and the electric-field strength per photon. Here we have made a rotating-wave approximation by neglecting counter-rotating terms such as $\hat{\sigma} \hat{a}^\dagger_h$, which is valid so long as $g_0 \ll E_\sigma + E_h$.

The center-of-mass coordinate can be written as $\hat{x} = x_0 + x_{zp} (\hat{a}_c + \hat{a}_c^\dagger)$, with $x_0$ the minimum of the trap potential and $x_{zp} = 1/\sqrt{2mE_c}$ the width of the vibrational ground-state wavefunction (zero-point motion). The optomechanical interaction is then characterized by the dimensionless phase $\phi = 2\pi x_0 / \lambda_h$ and Lamb-Dicke parameter $\eta = 2\pi x_{zp} / \lambda_h = E_h / \sqrt{mc^2 E_c}$. In particular, we may write $\hat{H}_{\text{int}} = \cos(\phi) \hat{H}_{\text{node}} + \sin(\phi) \hat{H}_{\text{anti}}$, where

$$\hat{H}_{\text{node}} = g_0 \sin \left[ \eta (\hat{a}_c + \hat{a}_c^\dagger) \right] \left( \hat{\sigma} \hat{a}_h^\dagger + \hat{\sigma}^\dagger \hat{a}_h \right),$$

$$\hat{H}_{\text{anti}} = g_0 \cos \left[ \eta (\hat{a}_c + \hat{a}_c^\dagger) \right] \left( \hat{\sigma} \hat{a}_h^\dagger + \hat{\sigma}^\dagger \hat{a}_h \right).$$

These two Hamiltonians describe the light-matter interaction when the minimum of the trap potential coincides either with a node of the cavity field, where $\phi = n\pi$ for integer $n$, or with an anti-node, where $\phi = (n + \frac{1}{2})\pi$.

At the node, we see that the emission and absorption of cavity photons must be associated with a change in the motional state. This can be understood from
symmetry: The electric field switches sign under a parity transformation \( (\hat{x} - x_0) \rightarrow -(\hat{x} - x_0) \), and therefore the matrix elements of \( \hat{H}_{\text{int}} \) vanish between states of the same parity. Furthermore, the motional energy eigenstates \( |l\rangle_c \), with \( l \) the integer phonon number, have definite parity \((-1)^l\). This gives rise to a selection rule \( \Delta l = 2m - 1 \), where the state must change by an odd number of phonons. Conversely, at the anti-node the electric field is parity-invariant and thus couples states with the same parity, leading to the selection rule \( \Delta l = 2m \).

Typically, \( \lambda_h \lesssim 1 \mu m \) while \( x_{zp} \lesssim 10 \text{ nm} \), so that \( \eta \) is a small parameter. In the Lamb-Dicke regime where \( \eta \sqrt{n_c} \ll 1 \), with \( n_c = \langle \hat{a}_c^\dagger \hat{a}_c \rangle \) the mean phonon number, we may expand the Hamiltonian up to first order in \( \eta \) (Lamb-Dicke approximation).

First, consider the case where the potential minimum is placed at a node and the cavity frequency is tuned to the first red sideband, \( E_h = E_\sigma - E_c \). Neglecting terms that do not commute with \( \hat{H}_0 \), the interaction Hamiltonian can be approximated as

\[
\hat{H}_{\text{node}} \approx g_0 \eta \left( \hat{a}_c^\dagger \hat{a}_h^\dagger + \hat{a}_c \hat{a}_h \right).
\]  

(6.19)

On the other hand, tuning the cavity to the first blue sideband, \( E_h = E_\sigma + E_c \), we similarly obtain \( \hat{H}_{\text{node}} \approx \hat{H}_{\text{blue}} \), with

\[
\hat{H}_{\text{blue}} = g_0 \eta \left( \hat{a}_c^\dagger \hat{\sigma}^\dagger \hat{a}_h^\dagger + \hat{a}_c \hat{\sigma} \hat{a}_h \right).
\]  

(6.20)

Meanwhile, at the anti-node, to lowest order in \( \eta \) we find \( \hat{H}_{\text{anti}} \approx \hat{H}_{\text{JC}} \), with the Jaynes-Cummings Hamiltonian \([41, 42]\)

\[
\hat{H}_{\text{JC}} = g_0 \left( \hat{\sigma}^\dagger \hat{a}_h + \hat{\sigma} \hat{a}_h^\dagger \right).
\]  

(6.21)

Thus, the type of optomechanical interaction can be selected by shifting the trap potential and the cavity frequency. Note, however, that shifting the trap potential directly would create motional excitations unless done very slowly, i.e., adiabatically. A simple dimensional estimate yields an upper velocity bound \( \partial x_0 / \partial t \ll x_{zp} E_c / 2\pi \sim 10 \mu m / \text{ms} \). On the other hand, shifting the cavity itself could be done much faster without creating excitations, due to the higher optical frequencies. Nevertheless, the system described in Sect. 6.3 appears to be a more promising setting in which to implement such switching of the interaction.

The red sideband Hamiltonian \( \hat{H}_{\text{red}} \) is a three-body interaction of the required form (6.4) to implement a quantum absorption refrigerator. The thermal baths could be realized by driving the cavity with thermal light at high temperature \( T_h \), while the electronic degrees of freedom naturally couple to the external radiation field at room temperature \( T_r \). The cooling mechanism can be understood by analogy with laser sideband cooling, but with the coherent laser field replaced by a hot cavity mode. In sideband cooling, photons on the first red sideband are resonantly absorbed, thus transferring energy from the motional to internal atomic degrees of freedom [cf. Eq. (6.19)]. The excess energy is then lost to the environment by spontaneous
emission, which resets the electronic state so that it is ready to absorb another photon-phonon pair. This drives population down the ladder of motional states, as illustrated in Fig. 6.3b.

Unfortunately, this picture in terms of distinct sideband transitions is spoiled by the large natural linewidth of a typical electronic transition associated with a fast spontaneous emission rate $\Gamma \gg E_c$. The resulting energy uncertainty means that the motional sidebands are not “resolved”, i.e., they cannot be efficiently and selectively addressed by tuning the cavity frequency. Therefore, the rotating-wave approximation leading to Eq. (6.19) breaks down. As a result, Eq. (6.20) also contributes significantly to the dynamics by driving blue sideband transitions, which increase the number of phonons and therefore lead to motional heating (see Fig. 6.3). The momentum recoil associated with spontaneous emission leads to further heating and thus represents an additional drawback of this setup.

In the context of laser sideband cooling, these issues can be circumvented by introducing a second laser field and driving red-sideband transitions by a two-photon Raman process [38], which entirely avoids populating the excited electronic state. A similar strategy can be adopted here by introducing a second optical cavity, as explained in the following section.

### 6.2.2 Crossed-Cavity Absorption Refrigerator

In order to suppress spontaneous emission, we introduce a second cavity lying perpendicular to the first one, as illustrated in Fig. 6.4. The free Hamiltonian now reads as

$$\hat{H}_0 = \sum_{j=c,r,h} E_j \hat{a}^\dagger_j \hat{a}_j + E_\sigma \hat{\sigma}^\dagger \hat{\sigma}.$$  (6.22)

Here, we introduced a bosonic lowering operator $\hat{a}_r$ for the second cavity mode with frequency $E_r = E_h + E_c$. The minimum of the confining potential is positioned to coincide with a node of the first cavity and an anti-node of the second cavity.

According to the discussion in the previous section, the interaction Hamiltonian in the Lamb-Dicke approximation reads as

$$\hat{H}_{\text{int}} = g_h \eta (\hat{a}_c + \hat{a}_r^\dagger) (\hat{\sigma}^\dagger \hat{a}_h + \hat{\sigma}^\dagger \hat{a}_h) + g_r (\hat{\sigma} \hat{a}_r^\dagger + \hat{\sigma}^\dagger \hat{a}_r),$$  (6.23)

where $g_{h,r}$ are the corresponding cavity coupling constants.

Let $\Delta = E_\sigma - E_r$ denote the detuning from electronic resonance, and $\Gamma$ the spontaneous emission rate. So long as $\Gamma \ll |\Delta|$ and $g_h g_r \eta \ll \Delta^2$, the excited electronic state is never appreciably populated and can be adiabatically eliminated from the dynamics. As shown in Ref. [21], this leads to an effective Hamiltonian of the form

$$\hat{H} = \sum_{j=c,r,h} E_j \hat{a}_j^\dagger \hat{a}_j + g \left( \hat{a}_c \hat{a}_r^\dagger \hat{a}_h + \hat{a}_r^\dagger \hat{a}_c \hat{a}_h^\dagger \right).$$  (6.24)
Fig. 6.4  a Illustration of the crossed-cavity absorption refrigerator. An atom trapped near the node of one cavity and the anti-node of the other is cooled by driving one of the cavities with thermal light, while the other cavity couples to the room-temperature radiation field. b Cooling results from coherent transitions between motional states driven by the exchange of photons between the two cavities.

with \( g = -\frac{g_h g_r \eta}{\Delta} \) the effective coupling constant. This Hamiltonian, which has an interaction of the form (6.4), describes the coherent exchange of photons between the cavities, assisted by a change in phonon number to make up the energy mismatch \( E_c = E_r - E_h \) between the cavity modes. Therefore, when mode \( h \) is at a higher temperature than mode \( r \), this exchange of photons drives red sideband transitions in a manner analogous to Raman sideband cooling, as illustrated in Fig. 6.4b.

In order to implement the thermal baths, we assume that cavity \( h \) couples to a thermal light field at temperature \( T_h \), while cavity \( r \) couples to another field at temperature \( T_r \). Meanwhile, some intrinsic motional heating of the trapped atom is unavoidable, e.g., due to fluctuations of the confining potential. The ensuing dynamics of the three harmonic modes can be described by a master equation in Lindblad form

\[
\partial_t \hat{\rho} = -i[\hat{H}, \hat{\rho}] + \sum_{j=c,h,r} \mathcal{L}_j \hat{\rho},
\]

(6.25)

where the superoperators \( \mathcal{L}_j \) describe the coupling to the corresponding bath. We adopt a local description of dissipation, as appropriate for weak, resonant coupling between the three modes [28–30], so that

\[
\mathcal{L}_j = \kappa_j (1 + n_B^j) \mathcal{D} [\hat{a}_j] + \kappa_j n_B^j \mathcal{D} [\hat{a}^+_j].
\]

(6.26)

Here, \( \mathcal{D} [\hat{L}] \hat{\rho} = \hat{L} \hat{\rho} \hat{L}^\dagger - \frac{1}{2} [\hat{L}^\dagger \hat{L}, \hat{\rho}] \) denotes a Lindblad dissipator, \( \kappa_j \) are the cavity decay constants and \( n_B^j \) is the Bose-Einstein distribution.
\[ n_B^j = \frac{1}{e^{E_j/k_BT_j} - 1}. \]  

(6.27)

The heat current entering the system from bath \( j \) is then defined as

\[ J_j = \text{Tr} \left\{ \hat{H}_j \mathcal{L}_j \hat{\rho} \right\} = \kappa_j E_j \left( n_B^j - \text{Tr} \left\{ \hat{a}_j^\dagger \hat{a}_j \hat{\rho} \right\} \right). \]  

(6.28)

In order for the effective Hamiltonian (6.24) to remain valid in the presence of dissipation, we require that \( \kappa_j \ll E_c, \Delta \), i.e., the cavity linewidths must be much smaller than the sideband frequency and the detuning from electronic resonance. Using Eq. (6.25), it is straightforward to verify that Eq. (6.13), i.e., \( \varepsilon = E_c/E_h \), holds in the steady state when \( \partial_t \hat{\rho} = 0 \).

In Fig. 6.5 we plot the steady-state occupation of the phonon mode \( n_c^S = \lim_{t \to \infty} \text{Tr}[\hat{a}_c^\dagger \hat{a}_c \hat{\rho}(t)] \) for fixed temperatures and several different cavity parameters (see the caption of Fig. 6.5 and Table 6.1). Our calculation accounts for several experimental imperfections that we have not included in Eq. (6.25) for the sake of brevity. These include a small, identical misalignment \( \delta \) of the trap potential minimum from the node of cavity \( h \), and an equal displacement \( \delta \) from the anti-node of

![Fig. 6.5](image)

**Fig. 6.5** Steady-state phonon occupation for the atom-cavity absorption refrigerator, as a function of the (identical) cavity coupling constants \( g_h = g_r = g_0 \) and decay rates \( \kappa_h = \kappa_r = \kappa \). The effective three-body interaction strength \( g = -g_0^2/\Delta \) is also shown for comparison. Parameters: \( \Delta/2\pi = -100 \text{ MHz}, \Gamma/2\pi = 20 \text{ MHz}, \eta = 0.041, \delta = 10 \text{ nm}, \kappa_c n_r^c = 10 \text{ s}^{-1} \), with the remaining parameters given in Table 6.1. Reproduced from Ref. [21] with modified axis scale and labels.
the cavity $r$. In addition, we assume that hot thermal light impinges on cavity $h$ from only one side, with the other side coupling to the ambient field at temperature $T_r$. Furthermore, we account for dissipative effects due to spontaneous emission, which are suppressed by a factor $\Gamma / \Delta$ relative to the other terms in Eq. (6.25). Note that these effects represent heat leaks that degrade performance. See Ref. [21] for full details of the calculation.

We choose $T_c = T_r = 300 \text{ K}$, corresponding to room temperature, while $T_h = 5800 \text{ K}$, the temperature of sunlight. Despite this seemingly high temperature, the mean number of photons in the cavity is very small, $n^h_B \approx 10^{-3}$, due to the high frequency of the optical mode. Nevertheless, the presence of the cavity greatly enhances the effect of each photon by confining it to a small volume around the atom, and we find that cooling the atomic motion close to its ground state ($n^S_c \sim 1$) is possible so long as the cavity coupling constant is sufficiently large. Note that to actually achieve such temperatures with direct sunlight at the Earth’s surface would require optical concentration in order to compensate for the attenuation of intensity with distance from the Sun [43, 44]. Alternatively, one could simulate thermal light using phase-randomized laser light [45, 46] for which very high values $n^h_B \gg 1$ can be obtained, leading to an even larger cooling effect. We also mention that the effective coupling constant $g$ can be enhanced by trapping $N$ atoms simultaneously inside the cavity and cooling their collective center-of-mass motion [21]. This leads to an $N$-fold increase in $g$, where values $N \sim 500$ are experimentally feasible [47].

Converting the steady-state phonon occupation $n^S_c$ to a temperature $T^S_c$ via the relation (6.27), we find $T^S_c \lesssim 1 \text{ mK}$. (Note that this effective temperature serves only to illustrate the mean energy since the mode is not necessarily in a thermal state.) On the other hand, the cooling power and the COP are exceedingly small (see Table 6.1). Both of these facts can be understood from the very large frequency mismatch between vibrational and optical degrees of freedom. The achievable temperature can be estimated from the virtual temperature, which for $T_h \gg T_r$ reduces to

$$T_v \approx \frac{E_c}{E_r} T_r.$$  

(6.29)

Since $E_c / E_r \sim 10^{-8}$ for typical vibrational and optical frequencies, this leads to a very small virtual temperature. On the other hand, since the ideal COP (6.13) is given by $\varepsilon = E_c / (E_r - E_c)$, it is clear that $\varepsilon$ is very small when $E_c \ll E_r$. This is quite intuitive, since a large quantity of heat $E_h = E_r - E_c$ must be absorbed from the hot bath for every quantum of energy $E_c$ extracted from the cold subsystem.

We finally address a very important question that we have neglected thus far. Can it really be possible to select the cavity frequencies to differ by such a relatively small amount, $E_r - E_h = E_c \approx 10^{-8} E_r$? Remarkably, the answer is yes, because the cavity frequencies can be controlled to very high precision using methods such as the Pound-Drever-Hall technique [48], which requires an auxiliary laser. Importantly, this stabilization can be performed without disrupting the operation of the refrigerator, by using other frequency or polarization modes of each cavity. This indicates that cooling of very low-frequency degrees of freedom is facilitated by a stable frequency reference (the coherent laser field) or, equivalently, an accurate clock.
6.3 Inelastic Cooper Pair Tunneling in Circuit QED

An alternative platform for implementing the quantum absorption refrigerator is provided by superconducting circuits [50, 51], as sketched in Fig. 6.6. Within such circuits, LC-resonators (where \( L \) stands for an inductance and \( C \) for a capacitance) with a high quality factor (i.e., with low dissipation) can be designed. These LC-circuits can be modeled as standard quantum harmonic oscillators with frequencies in the microwave regime and will provide the subsystems of the refrigerator. A Josephson junction in series with the resonators results in a highly nonlinear coupling between the resonators. The circuit can then be described by the Hamiltonian [52–54]

\[
\hat{H}(t) = \sum_j E_j \hat{a}_j^\dagger \hat{a}_j - \mathcal{E}_J \cos \left( \sum_j \hat{\phi}_j + 2eVt + \phi \right),
\]

(6.30)

where the resonators are labeled by \( j \), \( E_j \) denote their frequencies, and \( \hat{a}_j \) are the corresponding annihilation operators. The Josephson energy of the junction is given by \( \mathcal{E}_J \), \( V \) denotes an external voltage and \( \phi \) is a phase offset that is possibly due to a magnetic field (see below). The flux operators associated with the resonators read

\[
\hat{\phi}_j = \lambda_j (\hat{a}_j^\dagger + \hat{a}_j),
\]

(6.31)

---

**Fig. 6.6**

(a) Quantum absorption refrigerator implemented in a superconducting circuit. The subsystems are provided by three LC-resonators (with frequency \( E_j \)) coupled to a thermal bath each (with coupling strength \( \kappa_j \)). The Josephson junction (with Josephson energy \( \mathcal{E}_J \)) provides a highly nonlinear interaction between the subsystems. The resonance condition [cf. Eq. (6.7)] is key to obtaining an effective three-body interaction [cf. Eq. (6.4)]. A magnetic flux \( \phi \) which pierces the structure can act as an on-off switch. This allows for observing coherence-enhanced cooling in the transient regime. Figure taken from Ref. [22].

(b) Implementation using an external voltage source instead of the hot bath as the energy source. The energy quanta of the resonator coupled to the hot bath are replaced by Cooper pairs tunneling across the Josephson junction, gaining or losing the energy \( 2eV \). The voltage source thereby acts as a coherent external field, providing energy in the form of work. In this implementation, the refrigerator is sideband-cooling a microwave mode. Lower panel taken from Ref. [49].
with $\lambda_j$ being a coupling constant that grows with the impedance of the resonator.

The Hamiltonian in Eq. (6.30) is just the sum of the noninteracting resonators, which define the Hamiltonians of the subsystems as $\hat{H}_j = E_j \hat{a}_j^\dagger \hat{a}_j$, plus the Josephson Hamiltonian which is determined by the cosine of the phase difference across the junction [51, 55]. Here the phase difference includes the fluxes of the resonators as well as the external voltage. Physically, the Cooper pairs that tunnel across the junction can exchange photons with the resonators to make up for the difference in chemical potential across the junction [55–59]. This results in the highly nonlinear interaction between the resonators.

Writing the cosine as a power series, it is clear that the Hamiltonian includes terms of all orders of $\hat{a}_j$. The versatility of the system stems from the fact that the external voltage can be used to tune different terms in and out of resonance. This versatility has not gone unnoticed, resulting in a number of theoretical proposals based on Eq. (6.30). In addition to the thermal machines that are discussed below, these proposals include the stabilization of a Fock state [60], the creation of a single-photon source [61], the creation of nonclassical photon pairs [62–64], the generation of bi- and multipartite entanglement [65], and the detection of Majorana fermions [66].

On the experimental side, tremendous progress has been made in recent years. The latest achievements include the observation of nonclassical radiation [67], paving the way to applications based on entangled microwave photons, and the implementation of a maser [68] as well as a parametric amplifier [69], demonstrating a high level of control in these systems.

In order to implement the quantum absorption refrigerator, the resonators have to be coupled to thermal baths. This can in principle be done via transmission lines, allowing the heat baths to be far away from each other and thus facilitating the task of maintaining a temperature gradient. As in the previous section, we model the coupling to the heat baths using a standard local Lindblad approach resulting in the master equation

$$\partial_t \hat{\rho} = -i [\hat{H}, \hat{\rho}] + \sum_j \mathcal{L}_j \hat{\rho},$$

(6.32)

where the dissipative terms are given in Eq. (6.26).

### 6.3.1 Absorption Refrigerator

The quantum absorption refrigerator is implemented with three $LC$-resonators, i.e., $j = c, r, h$ in Eq. (6.30). Furthermore, since no work is involved, the external voltage is set to $V = 0$, resulting in a time-independent Hamiltonian. It can be shown that this Hamiltonian is well approximated by

$$\hat{H} = \sum_{j=c,r,h} \hat{H}_j + \sin(\phi) \hat{H}_{\text{on}} + \cos(\phi) \hat{H}_{\text{off}},$$

(6.33)
where $\hat{H}_{\text{on}}$ describes a three-body interaction of the form of Eq. (6.4), with
\begin{equation}
\hat{L}_j = \hat{A}_j \hat{a}_j, \quad g = -8\lambda_c \lambda_r \lambda_h \xi_j. \tag{6.34}
\end{equation}
Here we introduced the Hermitian operators
\begin{equation}
\hat{A}_j = e^{-2\lambda_j^2} \sum_{n=0}^{\infty} \frac{L_n^{(1)}(4\lambda_j^2)}{n+1} |n\rangle_j \langle n|, \tag{6.35}
\end{equation}
with $L_n^{(1)}(x)$ denoting the generalized Laguerre polynomial of degree $n$. Since $[\hat{A}_j, \hat{H}_j] = 0$, Eq. (6.5) can easily be verified. The approximative Hamiltonian in Eq. (6.33) is derived under a rotating-wave approximation, where all terms that do not commute with $\sum_j \hat{H}_j$, as well as terms that are higher order in $\lambda_j$, are dropped. For a detailed derivation, we refer the reader to Ref. [22], where Eq. (6.33) was compared to the full Josephson Hamiltonian and good agreement was found.

A particularly useful property of this implementation is the fact that the Hamiltonian can be modified by an external magnetic field. This provides the refrigerator with an on-off switch, allowing for the investigation of the transient regime, where coherence-enhanced cooling can be observed. Before exploring the transient regime, we focus on refrigeration in the steady state for $\phi = \pi/2$, i.e., while the fridge is switched on. Figure 6.7 (a) shows the steady-state temperature of the resonator coupled to the cold bath. As expected, we find a better cooling, the stronger the interaction between the resonators is. As shown in the inset, a higher temperature of the hot bath also increases the cooling. This is due to the fact that the hot bath is the resource of the refrigerator. The hotter it is, the stronger the resource we have at our disposal. Additional parameters which characterize the performance of the refrigerator are given in Table 6.1 and will be compared to the atom-cavity implementation below.

Note that resonator $c$ is strictly speaking not in (although close to) a thermal state. The temperature given here is the temperature of the thermal state with the mean energy of resonator $c$. As in the previous section, the figure of merit is thus the mean energy of resonator $c$. See Ref. [22] for a more detailed discussion on this.

Thanks to the magnetic flux dependence of the Hamiltonian in Eq. (6.33), the refrigerator can be turned on and off. For $\phi = \pi/2$, the refrigerator is on, for $\phi = 0$, it is off. The Hamiltonian $\hat{H}_{\text{off}}$ also describes a refrigerator, but with a coupling strength that goes as $(\lambda_c \lambda_r \lambda_h)^2$, substantially suppressing any cooling. Due to the coherent nature of the three-body interaction, the temperature in resonator $c$ will exhibit a damped oscillatory behavior upon switching on the refrigerator. These oscillations in temperature go well below the steady-state temperature. The on-off switch can be used to cool the resonator below the steady-state temperature by employing the following protocol: The refrigerator is switched on at $t = 0$. When the temperature in resonator $c$ reaches its first minimum, the refrigerator is switched off again. Resonator $c$ will then thermalize with the cold bath on a time scale given by $1/\kappa_c$. For a sufficiently small coupling between the resonator and the cold bath, resonator $c$ will remain at a temperature below the steady-state temperature of the refrigerator for a
Fig. 6.7 Performance of the refrigerator implemented in a superconducting circuit. \textbf{a} Steady-state cooling. The steady-state temperature in resonator $c$, $T_{Sc}^S$, is shown as a function of the Josephson energy. The stronger the interaction between the resonators, the better the cooling. The inset shows the steady-state temperature as a function of the hot bath’s temperature. The hotter the hot bath, the stronger the energy source which drives the refrigerator. For large temperatures $T_h$, cooling is reduced by the nonlinear terms in Eq. (6.34). The cross denotes the point of operation discussed in Table 6.1. Parameters: $\kappa_c = \kappa_h = 2\pi \cdot 0.01 \text{ GHz}$, $\kappa_r = 2\pi \cdot 0.025 \text{ GHz}$, $\lambda_c = \lambda_r = \lambda_h = 0.3$, $E_J = 2\pi \cdot 0.2 \text{ GHz}$ (inset). Other parameters are given in Table 6.1. \textbf{b} Coherence-enhanced cooling. The temperature in resonator $c$, $\theta_c$, is shown as a function of time. At $t = 0$, the refrigerator is switched on. The temperature then oscillates before it reaches $T_{Sc}^S$ (blue, solid line). Switching the refrigerator off at the time the temperature is at its first minimum (dashed vertical line) allows for $\theta_c$ to remain below $T_{Sc}^S$ for a substantial amount of time (green, dashed line) as illustrated by the grey shading. At $t = 0$, $\theta_c$ is below the bath temperature because the system also works as a (poor) refrigerator in the off state (i.e., when $\phi = 0$). Parameters are as in \textbf{a} except for $\kappa_c = \kappa_r = \kappa_h = 2\pi \cdot 0.001 \text{ GHz}$ and $T_h = 384 \text{ mK}$. Figure taken from Ref. [22].

substantial amount of time. This is illustrated in Fig. 6.7b. We note that this transient cooling effect crucially relies on the coherent nature of the interaction. While for certain (in particular, finite-dimensional) systems, such a coherent interaction can be seen as a genuine quantum effect [33, 34], it was recently shown that in the case of harmonic oscillators, a classical theory can capture the coherence-enhanced cooling effect [70]. We note that coherence-enhanced cooling in the transient regime was recently observed experimentally in a trapped-ion system [23].

6.3.2 Sideband Cooling of Microwaves

As sketched in Fig. 6.6b, the hot bath can be replaced by an external voltage as the energy source for refrigeration. In this case, only two resonators are needed and the Hamiltonian is given by Eq. (6.30), with $j = c, r$ and a finite voltage $V$. This Hamiltonian describes Cooper pairs tunneling across a voltage-biased Josephson junction. Due to the voltage, a Cooper pair needs to change its energy by $2eV$ in order to tunnel, which can be achieved by exchanging photons with the resonators. Fixing the voltage to
a Cooper pair can tunnel by converting photons from resonator $c$ into photons in resonator $r$. In this way an electrical current, powered by the voltage, drives a heat current from the cold bath to the room-temperature bath. Using the resonance condition in Eq. (6.36) and making a rotating-wave approximation results in the approximative Hamiltonian

$$
\hat{H}(t) = \sum_{j=c,r,h} \hat{H}_j + 2\lambda_c\lambda_r\mathcal{E}_f \left( \hat{L}_c^\dagger \hat{L}_r e^{i2eVt} + e^{-i2eVt} \hat{L}_r^\dagger \hat{L}_c \right),
$$

where $\hat{L}_j$ are given in Eq. (6.34). For a detailed discussion on the derivation of the last Hamiltonian, we refer the reader to Ref. [49]. As before, the coupling to the baths is described by the local Lindblad master equation given in Eq. (6.32). We note that although the last Hamiltonian includes a time-dependent field, no external time-dependent control is required. The ac Josephson effect converts a time-independent voltage bias into a field oscillating at frequency $2eV$. The performance of the power-driven refrigerator is illustrated in Fig. 6.8. While sideband cooling results in a qualitatively similar performance to the absorption refrigerator, a lower steady-state temperature and a higher cooling power can be obtained by using power as the resource (using the same experimental parameters, see also Table 6.1). Note however that the COP is the same for the two implementations and given by $\varepsilon = E_c/(E_r - E_c)$ [cf. Eq. (6.13)], since both implementations rely on the lossless frequency conversion of photons from $E_c$ to $E_r$.

As for the absorption refrigerator, the cooling process can be switched on and off. In the present case, the refrigerator can be switched off by setting the voltage equal to zero. In this case, tunneling Cooper pairs can not induce photon exchanges and the system is described by the Hamiltonian

$$
\hat{H} = \sum_{j=c,r,h} \hat{H}_j + \mathcal{E}_f e^{-2(\lambda_c^2 + \lambda_r^2)} \sum_{n,m=0}^{\infty} L_n(4\lambda_c^2) L_m(4\lambda_r^2) |n\rangle_c \langle n| \otimes |m\rangle_r \langle m|,
$$

with the Laguerre polynomials $L_n(x) = L_n^{(0)}(x)$. For the parameters used throughout this section, the second term in the last Hamiltonian has hardly any influence on the resonators. As for the previous implementation, coherence-enhanced cooling can thus be observed in the transient regime. Just like in the steady state, using power as a resource results in better cooling for the same system parameters.

### 6.3.3 Quantum Thermal Machines Based on Inelastic Cooper Pair Tunneling

As discussed above, a number of different effective Hamiltonians can be realized with a Josephson junction coupled to resonators. The ability to tune the desired terms into
Fig. 6.8 Sideband cooling of microwaves. a Steady-state cooling. The steady-state temperature in resonator $c$, $T_c^S$, is shown as a function of the Josephson energy. For comparison, the result for the absorption refrigerator [cf. Fig. 6.7a] is shown as a green (dotted) line. The cross denotes the point of operation discussed in Table 6.1. b Coherence-enhanced cooling. The temperature in resonator $c$, $\theta_c$, is shown as a function of time. Switching the refrigerator off at the time the temperature is at its first minimum (dashed vertical line) allows for $\theta_c$ to remain below $T_c^S$ for a substantial amount of time. Parameters are the same as in Fig. 6.7.

resonance using externally controlled parameters, such as a voltage and a magnetic field, make this system a promising candidate for implementing different types of thermal machines. In addition to the absorption refrigerator, a heat engine [49], a thermometer [8], as well as a machine that extracts work from quantum states [71] were investigated.

A heat engine is provided by operating the refrigerator based on sideband cooling in reverse. A temperature bias is then used to drive an electrical current against the voltage bias. Particularly appealing features of this machine are: 1. Work is unambiguously useful and measurable since it comes in the form of an electrical current. 2. Because Cooper pairs do not carry any heat, work and heat are carried by different particles (Cooper pairs and photons respectively). These two features make this heat engine a promising candidate to study the intricate interplay of heat and work, as well as their fluctuations, in quantum systems.

The same system can also act as a thermometer. By design, the efficiency of these small thermal machines is uniquely determined by the resonator frequencies. Furthermore, they can reach Carnot efficiency, which is uniquely determined by the bath temperatures. At the Carnot point, the bath temperatures are thus related to the resonator frequencies. Knowing the resonator frequencies as well as all but the smallest bath temperatures allows for a precise estimation of the coldest temperature. This way, an imprecise measurement of a hot temperature can be turned into a precise measurement of a cold temperature. For the system discussed above, the temperature of a microwave resonator can be determined in this way with a precision of $\sim 2\text{ mK}$ down to temperatures of $\sim 15\text{ mK}$.

A single resonator coupled to a Josephson junction can be used to investigate work extraction from quantum states. In this scheme, the state in the resonator is the quantum state of interest and the Cooper pairs are used to extract work from it in
Table 6.1 Realistic parameters for the different implementations of the quantum absorption refrigerator. For the superconducting implementation, numbers in brackets are for sideband cooling (i.e., using a power source instead of a hot bath as the resource for cooling).

<table>
<thead>
<tr>
<th>Implementation</th>
<th>$E_h/2\pi$</th>
<th>$E_c/2\pi$</th>
<th>$g/2\pi$</th>
<th>$T_h$</th>
<th>$T_{c/f}$</th>
<th>$T_c^S$</th>
<th>$J_c$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atom-cavity</td>
<td>810THz</td>
<td>5MHz</td>
<td>20kHz</td>
<td>5800K</td>
<td>300K</td>
<td>1mK</td>
<td>&lt;0.1yW</td>
<td>&lt;10$^{-8}$</td>
</tr>
<tr>
<td>Superconductor</td>
<td>4.5GHz</td>
<td>1GHz</td>
<td>43.2MHz</td>
<td>768mK</td>
<td>48mK</td>
<td>36(28)mK</td>
<td>0.01(0.015)fW</td>
<td>22.2%</td>
</tr>
</tbody>
</table>

the form of an electrical current. Notably, this machine can extract the theoretical maximum of work from all Gaussian and Fock states. The phase difference across the Josephson junction thereby acts as the necessary phase reference for extracting energy stored in the coherences between energy eigenstates. The same system can also be used to investigate the conversion of work stored in a laser field to electrical work. Interestingly, there is a similar efficiency vs. power trade-off as for heat engines. This implies that work can only change its medium with unit efficiency if it does so infinitely slowly.

6.4 Comparison & Outlook

In the previous two sections, we discussed two different physical implementations of quantum absorption refrigerators in detail. We have seen that two very distinct physical architectures are well captured by a single framework as they essentially realize the same physics. In particular, the frequency-matching condition in Eq. (6.7) is crucial for obtaining the correct three-body interaction in both architectures. Furthermore, both architectures feature an on-off switch for the interaction. In the superconducting (circuit QED) architecture, this switch is provided by a magnetic field. In the atom-cavity architecture (cavity QED), the atom can be moved from a node to an anti-node (and back). However, in the latter case, the local Hamiltonians of the subsystems are also altered by this process, which can lead to heating unless the switching is performed slowly.

While the underlying cooling mechanism is the same in the two architectures, there are also important differences resulting in a very different performance. In Table 6.1, we compare the figures of merit as well as the important system parameters of the two implementations. The most notable difference between the architectures manifests itself in the very different frequency scales. In particular, for the atom-cavity implementation, where the subsystems are provided by different types of physical degrees of freedom, the ratio between the frequencies $E_c/E_h \sim 10^{-8}$ is extremely small. While this results in a vanishing efficiency (and requires active stabilization of the cavity frequency), it allows for applying large temperature biases. Together with the small coupling between the cold bath and the system, this allows for cooling a quantum system that is coupled to a room temperature bath down to temperatures of the order of milli-Kelvins. This corresponds to reducing temperature by five orders of
magnitudes. The superconductor implementation relies on subsystems that are identical in nature, resulting in ratios $E_c/E_h \sim 0.22$ relatively close to unity. While this results in large efficiencies, it restricts the amount by which the quantum degree of freedom can be cooled down (here, about a factor of two).

We thus conclude that the superconducting architecture is superior if the aim is to efficiently use resources for cooling and/or if we are interested in cooling down the macroscopic bath. Should we aim at cooling down the quantum degree of freedom coupled to the cold bath, the atom-cavity implementation is the superior one.

Since the implementations discussed here were put forward as proposals, there has been an experimental implementation of a quantum absorption refrigerator based on the motional degrees of freedom of trapped ions [23]. In contrast to the standard absorption refrigerator, there are no thermal baths involved in this experiment. Instead, the three harmonic oscillators that provide the subsystems of the refrigerator are initiated in thermal states at different temperatures. The system then evolves under unitary dynamics governed by a Hamiltonian including a three-body interaction term. Interestingly, even with so few degrees of freedom, the system shows equilibration in the sense that local observables take on steady-state values at most times. We note that the recurrence time is much larger than any other time scale in this system [70]. This opens up opportunities for studying equilibration in closed systems [72]. Furthermore, temperature oscillations dipping below the steady-state value were observed in the experiment in Ref. [23], demonstrating the advantage of a coherent interaction over an incoherent one.

While the quantum absorption refrigerator is based on a quantum mechanical model which includes a coherent interaction, a clear advantage over a classical analogue is not always straightforward to establish (see Chap. 4). If the subsystems of the refrigerator are qubits, a reasonable classical analogue is obtained by replacing the coherent interaction with an incoherent one [34]. In this case, coherence-enhanced cooling in the transient regime provides a clear quantum advantage, where the quantum model outperforms the classical analogue. Furthermore, in a refrigerator based on qubits, entanglement between the subsystems has been connected to an enhanced performance of the refrigerator [73]. For refrigerators based on harmonic oscillators, such as the ones discussed here, it is more difficult to determine a genuine nonclassical signature. First, no entanglement between the subsystems has been observed so far. Second, since the classical theory of electrodynamics entails coherence, a classical model for the absorption refrigerator that includes coherence can be constructed. This model captures the coherence-enhanced cooling effect in the transient regime [70]. Similarly, one might be able to construct an alternative classical model of the qubit refrigerator in terms of precessing magnetic moments (a qubit can be realized by a spin-half magnetic moment, see also Chap. 9), whose oscillatory dynamics could potentially capture the coherence-enhanced cooling effect. This illustrates a general difficulty of demonstrating quantum enhancements in thermodynamics: there exists no universally agreed-upon notion of the “classical limit” for a quantum thermal machine. This is in stark contrast to other fields displaying quantum advantages such as computation, where the difference between a quantum and a classical computer is physically and mathematically well defined.
One possibility for determining an unambiguous quantum signature in absorption refrigerators is provided by considering energy quantization. In classical theories, single degrees of freedom usually exhibit particle-like behavior (which can result in quantization of energy) or wave-like behavior (which can result in coherence) but not both at the same time. With the coherence-enhanced cooling mechanism, we already encountered an observable effect which requires coherence. Most reasonable classical analogues of the absorption refrigerator could be ruled out if energy quantization can be shown to play a crucial role as well. On the surface, the working principle of the quantum absorption refrigerator seems to rely heavily on energy quanta [24, 74]. Indeed, it is the fact that a single photon from the hot bath is able to extract a single photon (or phonon) from the cold bath which results in the simple, universal COP. However, in order to certify that the energy passes the refrigerator in quanta, one presumably has to go beyond mean values and investigate fluctuations. In addition to possibly certifying nonclassicality, the study of fluctuations in thermal machines will lead to a deeper understanding of the underlying physics and might lead to novel mechanisms for harvesting energy from fluctuations.

Other avenues to pursue include investigating the role of measurements and possibly feedback on the refrigerator (see, for instance, Refs. [75–77] as well as Chaps. 39 and 40). Even in autonomous thermal machines, a measurement arguably needs to occur at some time (otherwise, how would one know that something beneficial happened?). This line of research could connect autonomous machines with the thermodynamics of information [78]. We have also seen that an external frequency reference or clock is useful, both in order to achieve very low steady-state temperatures in the atom-cavity system and in order to take advantage of transient temperature oscillations in the superconducting-circuit fridge. An intriguing question thus arises regarding the energetic and entropic cost of maintaining and using such a clock. Ideally, one would like to analyze the clock within a fully autonomous model in order to ensure fair bookkeeping of resources. While the first steps have been taken in this direction [9, 11, 79, 80], much work remains to be done in order to fully understand the thermodynamics of time measurements and time-dependent control of quantum systems.

We conclude this chapter by emphasizing that the quantum absorption refrigerator is an extremely versatile tool: It has already helped to deepen our understanding of thermodynamic processes in the quantum regime and promises to continue doing so in the future. Additionally, the refrigerator actually performs a useful task. Experimental implementations therefore promise to be beneficial on a fundamental as well as a practical level.
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Chapter 7
Quantum Thermodynamics of Nanoscale Thermoelectrics and Electronic Devices

Robert S. Whitney, Rafael Sánchez and Janine Splettstoesser

7.1 Objectives of this Chapter

This chapter is intended as a short introduction to electron flow in nanostructures. Its aim is to provide a brief overview of this topic for people who are interested in the thermodynamics of quantum systems, but know little about nanostructures. We particularly emphasize devices that work in the steady-state, such as simple thermoelectrics, but also mention cyclically driven heat engines. We do not aim to be either complete or rigorous, but use a few pages to outline some of the main ideas in the topic.

7.2 Introduction

Thermoelectricity is the name associated with any phenomena where a heat current induces an electric current, or vice versa. It was much studied in the context of
classical thermodynamics, with Onsager’s Nobel-prize winning work on irreversible thermodynamic processes being first applied to the thermoelectric effect [1]. Thermoelectricity in nanostructures was first observed experimentally in the early 1990’s [2], however it was little studied because the lack of good thermometry techniques at the nanoscale made quantitative experiments difficult. Now experimental progress in thermometry, see e.g. Refs. [3–11], has led to a renewed experimental interest, particularly in the use of nanostructure thermoelectrics to turn a heat flow into electrical power, or to turn electrical power into a heat flow from cold to hot (refrigeration). This raises the question of developing a quantitative understanding of thermoelectricity in nanoscale structures, where quantum effects are important.

The objective of this chapter is to briefly explain how such thermoelectric effects occur, and discuss the quantum thermodynamics of these effects. We do not intend our review to be complete. In particular, we restrict ourselves to nanostructures coupled to reservoirs of free electrons (i.e. metals or semiconductors), and will not discuss the effect of superconductors at all. Further reading is proposed at the end of this introduction.

7.2.1 Work Generation in Nanostructures

The main form of work produced by nanostructures is electrical; i.e. they generate electrical power through a thermoelectric effect. This work production involves moving electrons from a region of lower electro-chemical potential to a region of higher electro-chemical potential. This does work in exactly the same way as moving a mass up a hill (from lower gravitational potential to higher gravitational potential). It can be thought of as charging up a very large capacitor (turning heat into electrostatic work), charging up a battery (turning heat into chemical work) or using this potential difference to drive a motor (turning heat into mechanical work). In all cases, if the nanostructure’s thermoelectric effect moves \( N \) electrons in a time \( t \) from a region of electro-chemical potential \( \mu_1 \) to a region of electro-chemical potential \( \mu_2 \), then the electrical power it produces (the work it does per second) is \( (\mu_2 - \mu_1)N/t \). In such a case, the electrical current is \( I = eN/t \), where \( e \) is the electronic charge, and one can define the voltage difference, \( V \), via \( eV = (\mu_1 - \mu_2) \). Then, we recover the familiar result that the electrical power produced is \( P = -VI \).

---

1The negative sign in \( P \) is because we take the electric current \( I \) to be positive when it flows from the reservoir at bias \( V \) to the reservoir at zero bias. Then \( I \) has the same sign as \( V \) when it flows “downhill” (from a region of higher bias to one of lower bias) turning electrical power into Joule heating. This means that if the device is to generate power, then \( I \) must have the opposite sign to \( V \), so it is pushing electrical current “uphill”.

7.2.2 Traditional Bulk Semiconductor Thermoelectrics

It is worth mentioning that bulk semiconductor thermoelectrics have been used to turn heat into electrical power for more than 40 years. The most spectacular example being the Curiosity rover on Mars, which is a 900 kg car-sized vehicle — packed with scientific instruments — powered entirely by a thermoelectric generator (the heat source being the radioactive decay of a lump of plutonium-238). Such thermoelectrics are used in space applications because their lack of moving parts makes them incredibly durable (the radioisotope thermoelectric generator on the space-probe Voyager 1 has been working for more than 40 years, despite now being outside the solar system). Thermoelectrics can equally be used for refrigeration via the effect known as Peltier cooling. However, to-date these power sources and refrigerators are too inefficient to be competitive for everyday earth-bound applications. For example, the power source on the Curiosity rover has an efficiency of about 6%, when the Carnot efficiency for the temperature difference in question would be of order 75%.

We cannot pretend that nanoscale thermoelectrics are currently in a position to do better; the efficiencies of the current experimental nanoscale thermoelectrics are tiny. It is clear that a better understanding of nanoscale thermoelectric effects will lead to large increases in the efficiencies. Whether they will get to the point of out doing bulk semiconductor thermoelectric remains to be seen. A further expected advantage of nanoscale thermoelectric devices is however, that they provide ideas for on-chip refrigeration and waste-heat recovery for future nanoelectronic applications.

7.2.3 What is Different at the Nanoscale, and What is Quantum?

If we compare nanostructures with traditional bulk solid-state devices, the main difference is that shown in Fig. 7.1. In nanostructures, all the interesting dynamics happens on a scale much smaller than the typical scale over-which electrons relax to a local thermal equilibrium. Thus, the distribution of electrons in the nanostructure can be far from an equilibrium one. This means that such systems cannot be described by the usual Boltzmann transport theory, and can exhibit the rich physics associated with highly non-equilibrium distributions. At the same time, the fact that the nanostructure can be of the size of the electron’s wavelength, means that it often exhibits a quantization of energy levels similar to those in an atom; such structures are thus sometimes called artificial atoms. A major approach to design nanostructures is by patterning semiconductor heterostructures (and thereby partially depleting a 2-dimensional electron gas forming at one of the heterostructure’s interfaces), see for example Ref. [13]. Another way of building nanostructures is to grow self-assembled quantum dots, or to place molecules with interesting discrete energy levels between metallic contacts, particularly carbon nanotubes or large organic molecules.
Fig. 7.1 Figure adapted from Ref. [12]. In a traditional thermoelectric (a), the lengthscale on which the electrons relax to a local equilibrium is shorter than any lengthscale associated with the structure. As a result, the electrons at each point in the structure can be treated as being in local thermal equilibrium, and have a local temperature which varies smoothly across the structure. Then the system is well described by Boltzmann transport equations. In contrast, in nanoscale thermoelectrics (b), or other nanoscale devices, the nanoscale structure is of similar size or smaller than the lengthscale on which electrons relax to a local equilibrium. Then the physics of the system can be much richer, exhibiting highly non-equilibrium effects. The lack of local thermalization also means that the dynamics exhibit intrinsically quantum effects, which would otherwise be destroyed by the decoherence that always accompanies thermalization.

Many nanoscale structures are larger than a Fermi wavelength, and the electrons should be thought of as free particles moving around in the nanostructure, bouncing off disorder or the nanostructure’s boundaries, tunnelling through barriers, etc. However, such a nanostructure is often smaller than the lengthscale over which electrons decohere; in other words, the electrons can pass through the nanostructure without losing the phase of their quantum wavefunction. This means their dynamics can exhibit interference effects analogous to those in optics (Young’s interference, Fabry–Perot, Mach–Zehnder, etc.) as well as the famous Aharonov–Bohm effect, see e.g. Ref. [14]. Such effects cannot be described by the classical transport theories (such as Boltzmann transport theory) used for bulk systems.

In principle, the long coherence times of the electron wavefunctions also mean that entanglement generated between electrons (through their interactions with each other inside the nanostructure) will survive long enough to have effects on the device’s operation. However, clear cut observations of entanglement has proved more difficult than observing interference effects. Some steps towards devices that involve entanglement can be seen in Refs. [15–17].

7.2.4 What Else can we Learn from Thermoelectrics?

As with other systems studied in quantum thermodynamics, to find ways of generating a large power with high efficiency is not the only question. Indeed, much of the field is focused on the more fundamental issue of understanding the physics of thermoelectric nanostructures. In particular, we know that the thermoelectric response of
a system gives us access to different information from a measurement of its charge conductance. For example, in systems described by Landauer-Büttiker scattering theory\(^2\) the thermoelectric response depends on the difference between the dynamics of electrons above the Fermi surface from the dynamics of electrons below the Fermi surface [21, 22] (i.e., on broken electron-hole symmetry), when the electrical conductance only depends on the sum of the two. Thus, thermoelectric effects can be used as novel probes of the physics happening within nanostructures. However, to make such a probe quantitative, one needs good quantitative models of the thermoelectric responses of all kinds of nanostructures, regardless of whether those responses are large or small.

Examples of uses of thermoelectric effects to study the physics of nanostructures include: the detection of interaction between different channels in the quantum Hall regime [23], the presence of odd superconducting states [24], the scale on which energy relaxation occurs [25, 26], signatures of exotic or topological states [27, 28], the existence of neutral modes in fractional quantum Hall states [29, 30], and anyonic currents [31].

### 7.2.5 Further Reading

For readers interested in more details on thermoelectric effects in nanostructures, we can suggest the review in Ref. [12]. The thermoelectricity of structures containing superconductors is discussed in Refs. [5, 32], while the quantum thermodynamics of other superconducting circuits are discussed elsewhere in this book. Reviews of quantum dots and their potential for thermoelectric effects are given in Refs. [33, 34]. Thermoelectric effects in atomic and molecular junctions are reviewed in Refs. [35–37]. Reference [38] gives a taste of a variety of topics related to mesoscopic thermoelectrics. Reference [39] is a textbook that overviews a number of theories of transport in nano-systems; those discussed here and others.

It is also worthwhile having a basic overview of thermoelectricity in bulk systems, such as provided in the textbooks [40–42]. Useful reviews on bulk thermoelectrics include Refs. [43–46], with perspectives for nano-structured bulk materials in Refs. [47, 48]. Thermal transport at the nanoscale is reviewed in Refs. [49, 50].

---

\(^{2}\)In Landauer-Büttiker scattering theory, the mesoscopic electronic device is viewed as a scatterer onto which electronic wavefunctions, incoming from the leads, impinge and are transmitted or reflected. This well-known powerful approach is particularly useful for systems with weak Coulomb interaction and underlies the reasoning of various sections of this chapter. Details can be found in various text books, see for example [18–20].
Fig. 7.2 A sketch, adapted from Ref. [12], which shows energy selection via an energy barrier, which induces a thermoelectric effect. At zero temperature, electronic states in the reservoirs would be filled up to the Fermi energy, which is indicated by the upper limits of the red and blue regions. Non-vanishing temperatures lead to thermal electron-hole excitations modifying the occupation in the reservoirs. This simple set-up is used as a heat engine in (a); it generates power because the temperature difference means that electrons flow from a hot region of lower electrochemical potential to a cold region of higher electrochemical potential. It is used as a refrigerator in (b); it uses the potential bias to ensure that electrons above the Fermi sea can flow out of the cold reservoir, cooling it further.

7.3 Energy Selection for Heat to Work Conversion

The simplest solid-state device to convert heat into work (or to use work to move heat from cold to hot) is one that selects energies, by only allowing certain energies to flow through it (thereby acting as an energy filter). An energy-barrier is the simplest such energy selective system, an example is sketched in Fig. 7.2. All particles with energies above the top of the barrier can flow freely between hot and cold, while all those with energies below cannot, so the barrier is a high-pass energy filter. This energy filter acts as a thermoelectric, because a heat current induces a charge current and vice-versa.

While bulk semiconductor thermoelectrics are not the subject here, we do note that they function in a similar manner. Their energy selection is induced by their band-structure, with charge carrier flowing at energies in a band, and not flowing at energies in a band gap. The physics is a little different because thermalization occurs inside the structure (with the local temperature dropping uniformly from hot to cold), but is well captured by Boltzmann transport theory [41, 51].

A crucial question when exploiting the exotic features of nanostructures for thermoelectrics, is how the well-known laws of thermodynamics apply. On a practical level, it is generally assumed that physical systems will not violate these laws, which raises the question of verifying that theoretical models do not violate them either. On a more philosophical level, it is believed that the laws of thermodynamics (particularly the second law) are an emergent property of more fundamental laws of physics. Thus, one can ask if they can be derived from a suitable quantum theory. This can be done relatively easily in the context of quantum thermoelectrics with weak enough

3We know from the textbook problem of a quantum particle hitting a barrier, that the transmission probability will be a smooth function of energy (going from zero at low energies to one at high energies), because the solution of the wave equation allows for tunnelling through the barrier.
electron-electron interactions that such interactions can be ignored (both in the reservoirs and in the nanostructure), see Box 1. Then, the steady-state flow through the nanostructure can be modelled with Landauer-Büttiker scattering theory. It is not hard to show, within this theory, that the dynamics will not violate the laws of thermodynamics. The detailed proofs are given elsewhere, such as in Ref. [12] and we just briefly outline them here,

- **First law of thermodynamics.** An electron with energy $E$ passing from reservoir 1 to reservoir 2 through the nanostructure conserves its energy. In contrast, this process generates a work of $\mu_2 - \mu_1$, where $\mu_1$ and $\mu_2$ are the electro-chemical potentials of the two reservoirs. However, this process removes a heat equal to $E - \mu_1$ from reservoir 1 and adds a heat $E - \mu_2$ to reservoir 2. Thus, the sum of the heat and work generated by the process is zero, and we have the first law of thermodynamics.

- **Second law of thermodynamics.** Following the Clausius definition, the entropy change in reservoir $j$ equals the change in that reservoir’s heat multiplied by its inverse temperature $\beta_j$ (for simplicity we measure entropy in units of $k_B$). In Landauer scattering theory, the flow of electrons at energy $E$ from reservoir 1 to reservoir 2 is $T(E) \left[ \left( f(x_1) - f(x_2) \right) \right]$, where $T(E)$ is the transmission probability at energy $E$, and $f(x_j)$ is the Fermi distribution function for electrons in the reservoir $j$ with $x_j = \beta_j(E - \mu_j)$. The total entropy change (change in reservoir 1 and 2) due to electron flow at energy $E$ is thus proportional to $(x_2 - x_1) \left[ f(x_1) - f(x_2) \right]$. As $f(x)$ is a monotonically decaying function of $x$, this is never negative, and the second law is guaranteed.

Given the proof of the second law, it is not hard to guess that the only way to make the system reversible in the thermodynamic sense (i.e. to ensure it generates no entropy) is to only allow transmission between reservoir 1 and 2 at the one energy where the Fermi distribution functions in reservoir 1 and 2 are equal. We call this reversibility energy $E_{\text{rev}}$ and it equals $\mu_1 + \beta_2(\mu_2 - \mu_1)/(\beta_2 - \beta_1)$. The fact that the occupation function for reservoir states is the same in the two reservoirs at this energy, means that the same number of particles flow from 1 to 2 and from 2 to 1, and so there is no heat current or electrical current. However, if one allows particles to flow in a vanishingly narrow energy window just above $E_{\text{rev}}$ then there will be an infinitesimal current, which converts heat to work with infinitesimal entropy production, so the efficiency of the conversion is arbitrarily close to Carnot efficiency [52, 53]. Such an ideal energy-selection can be constructed with a quantum dot or molecule with a single-level at an energy tuned to be at $E_{\text{rev}}$. Systems similar to this have been made experimentally, for a recent review of quantum dots see [54], and for a discussion of molecules see [6, 10, 55]. There are various practical reasons why these systems do not reach Carnot efficiency, the most difficult one to resolve is the flow of heat from hot to cold through phonons and photons, which parasite the efficiency. Note that designs to improved bulk thermoelectrics (for example by nanostructuring them), by giving them peaked spectra have been proposed and heavily exploited [51, 56–59].
7.3.1 Quantum Bounds on Efficiency at Finite Power Output

The fact that electrons are quantum objects places bounds on a thermoelectric’s power output and efficiency [60–62], which do not appear in classical thermodynamics. These quantum bounds come from the wave-like nature of the electrons. The first observation of this type was due Pendry [63], derived from the Landauer scattering.

**Box 1: Interactions between electrons in nanostructures**

Interactions between electrons in nanostructures are counter-intuitive; electrons interact strongly with each other when their density is low, but interact weakly when their density is high! This is a consequence of them being fermions, and is formally described by Landau-Fermi liquid theory. However, we can get a hint of why this is from a simple argument comparing the kinetic energy to the Coulomb interaction energy. If we consider $N$ free electrons in a $d$-dimensional box of size $L$, they form a Fermi surface whose Fermi momentum $p_F$ is given by the equation $N \sim \left(\frac{p_F L}{\hbar}\right)^d$ (we drop all factors of order one). Thus, the kinetic energy per electron at the Fermi surface goes like $N^{2/d}$. In contrast, the Coulomb interaction energy goes like $1/r$, and the typical distance between particles $r$ goes like $N^{-1/d}$, hence the Coulomb energy per electron goes like $N^{1/d}$. Thus, for large $N$, the kinetic energy will dominate over the Coulomb interaction energy, and one can guess that interaction effects will be weak. Landau-Fermi liquid theory gives a quantitative theory of this, and explains that screening effects enhance this suppression of the Coulomb interaction energy at high-density.

In the context of nanostructures, this means that we can often treat the reservoirs (which typically have a high density of electrons) as containing non-interacting electrons. However, the nanostructure itself can have a low density of electrons confined in a manner that reduces their screening. Thus, Coulomb interaction effects between the electrons in the nanostructure can be significant, and can lead to various effects, such as Coulomb blockade or Luttinger liquid physics. Alternatively, the nanostructure could consist of multiple regions with high electron densities, separated by barriers (where the electron density is low or even zero) which block the free flow of electrons. Then electrons are approximately non-interacting within each region, but there are strong interactions between the electrons in the different regions, just like the well-known interaction between capacitor plates.

The exact value of the Coulomb interaction in a given nanostructure can often be hard to predict, because it depends a lot on the screening due to the electron gases in the vicinity of the nanostructures (for example the electron gases in the reservoirs). It is thus typically quantified in terms of phenomenological capacitances, which must be measured in the nanostructure in question.
theory by observing that heat flow is maximized by having all electrons in each mode being transmitted at all energies. Then the upper bound on the heat current out of a reservoir at temperature $T$ \[ J_m = \frac{\pi^2}{6\hbar} N (k_B T)^2. \] (7.1)

Here, $N$ is the number of modes in the cross-section through which that heat current is flowing, which is given by the cross-section measured in units of the Fermi wavelength. This is much like the Stefan-Boltzmann law for heat carried by the photons emitted from a black-body. This upper bound is due to the wave-like nature of the electrons, because if one takes the electron wavelength to zero, the number of modes $N$ in a given cross-section diverges, and the above limit becomes irrelevant. Pendry’s work [63] also used this to point out that the rate of reduction of entropy in a reservoir, $-(dS/dt)$, cannot exceed $J_m/T$, and made the connection to the amount of information that can flow in an $N$ mode channel, but we do not discuss that further here.

As there is also an upper bound on a heat-engine’s efficiency (given by Carnot efficiency), the above upper-bound on heat current directly implies an upper-bound on the heat engine’s power output. A more detailed look at the Landauer scattering theory makes one realize there is a contradiction between maximizing the heat flow (which occurs when electrons flow from hot to cold at all energies) and maximizing the efficiency of a heat-engine (which requires only letting electrons flow at one specific energy). References [60–62] found the compromise between these two limits which maximizes the power output of a thermoelectric. That maximum, which depends only on temperature and universal constants, is

$$P_{\text{output}}^{\max} = \frac{A_0 \pi^2}{h} N k_B^2 \left( T_{\text{hot}}^2 - T_{\text{cold}}^2 \right)$$

(7.2)

where $A_0 \simeq 0.032$. This was recently probed experimentally in a InAs nanowire [64], however to get a feeling its implications, it is easier to apply it to a more macroscopic situation. We can consider the case of recovering energy from the waste heat in car exhaust ($T_{\text{hot}} \sim 700$ K and $T_{\text{cold}} \sim 300$ K) and a Fermi wavelength of order 10 nm (such as in a typical semiconductor). This equation means that a millimetre-square cross-section (which thus carries $N \sim 10^{10}$ modes) cannot generate more than about 300 W of power. Remarkably, it is quantum mechanics which gives this bound (since it would be infinite if one sets the electron wavelength to zero), even though the cross-section and power outputs in question are macroscopic. A power output of 300 W per mm$^2$ seems fairly large, until one realizes that a filament lamp has a filament whose cross-section is ten thousand times smaller at $10^{-4}$ mm$^2$ yet it can easily carry 100 W.

References [60–62] show that there is a more stringent bound on efficiency than Carnot’s bound at any finite power output. A device can only get to an efficiency as large as Carnot efficiency if the power output is much less than $P_{\text{output}}^{\max}$. The efficiency
bound deviates from Carnot efficiency by a factor which goes like \( \left( \frac{P_{\text{output}}}{P_{\text{output}}^{\max}} \right)^{1/2} \) for \( P_{\text{output}} \ll P_{\text{output}}^{\max} \), so Carnot efficiency is only strictly achievable when \( P_{\text{output}} \to 0 \). A more recent work [65], considered the effect of a large amount of relaxation inside the scatterer, and suggested that the deviation from Carnot efficiency might be smaller (going like \( \frac{P_{\text{output}}}{P_{\text{output}}^{\max}} \) for \( P_{\text{output}} \ll P_{\text{output}}^{\max} \)). However, this still means that Carnot efficiency is only strictly achievable when \( P_{\text{output}} \to 0 \). This observation is due to the quantum nature of electrons, if one took the classical limit by taking their wavelength to zero, \( P_{\text{output}}^{\max} \) would go to infinity, and Carnot efficiency would be achievable at any \( P_{\text{output}} \). It is not yet clear if these bounds apply beyond scattering theory, such as when there are significant Coulomb blockade effects.

### 7.3.2 Linear Response, the Seebeck Coefficient and the Figure of Merit

In the context of bulk thermoelectrics, it is common to talk about the Seebeck coefficient \( S \), and the dimensionless figure of merit, \( ZT \). The Seebeck coefficient is a measure of the strength of the thermoelectric effect.\(^4\) The dimensionless figure of merit is a quantity that identifies the maximal thermodynamic efficiency of the thermoelectric. Both these quantities only have a sense in the so-called linear response regime, which occurs when the bias, \( V \), and temperature difference \( \Delta T \), across the sample are small enough that the electrical current is linear in \( V \) and \( \Delta T \). This is typically the case when the temperature drop on the scale of the distance over which thermalization occurs is small compared with the temperature. In bulk thermoelectrics, this is almost always the case, see Fig. 7.1a, and so most of the literature discusses how to optimize \( S \) and \( ZT \). In contrast, nanostructures leave the standard linear response regime as soon as the ratios \( \Delta T / T \) or \( eV/k_B T \) cease to be small.\(^5\)

Let us again refer to the commonly cited example of an application to generate electricity from the heat in the exhaust gases of a car at 600–700K when the surrounding temperature is at 270–300K; clearly a nanostructure that could do this would be operating far from the linear response regime, since \( \Delta T / T \) is obviously not small. Thus, this review mainly discusses modelling that goes beyond linear-response.

However, in many cases the first attempts to model a nanostructure’s thermoelectric effect are in the linear-response regime, because it is simpler. So everyone interested in thermoelectrics should have a basic understanding of this regime, and the specific results one can derive there. This section briefly summarizes the most important ones, such as explaining the Seebeck coefficient \( S \), and the dimensionless figure of merit, \( ZT \).

\(^4\)The Seebeck coefficient \( S \) is often called the thermopower, even though it does not have either the meaning or the units of power.

\(^5\)In some special cases, one can construct a more exotic linear response theory when \( k_B \Delta T \) or \( eV \) are small compared to an energy scale which is not temperature.
In the thermodynamics of systems in the linear response regime, one can write the electrical current $I$ and heat current $J$ in terms of the thermodynamic forces, $V/T$ and $\Delta T/T^2$, as follows

$$\begin{pmatrix}
I \\
J
\end{pmatrix} = \begin{pmatrix}
L_{11} & L_{12} \\
L_{21} & L_{22}
\end{pmatrix} \begin{pmatrix}
V/T \\
\Delta T/T^2
\end{pmatrix}$$

where the matrix is the Onsager matrix [1]. In the context of thermoelectric systems one tends to write this matrix in terms of parameters commonly measured in experiments. Then it takes the form of the pair of coupled equations

$$I = G V + G S \Delta T,$$

$$J = G \Pi V + (K + G S \Pi) \Delta T.$$  

These two equations contain four parameters with the following experimental meanings. The electrical conductance, $G$, is defined as the ratio $I/V$ when there is no temperature difference, $\Delta T = 0$. The Seebeck coefficient, $S$, is a measure of the voltage generated across a thermoelectric by a temperature difference, when that thermoelectric is not connected to an electrical circuit, so $V$ takes the value that ensures that $I = 0$. Hence, $S$ defines the thermovoltage $V_s = -S \Delta T$ at which no charge current flows ($V_s$ is also known as the stopping voltage). The Peltier coefficient, $\Pi$, is a measure of the directional heat flow induced by an electric current, when $\Delta T = 0$. Hence, $\Pi$ equals the ratio $J/I$ when $\Delta T = 0$. Onsager showed that $\Pi = TS$ in the absence of an external magnetic field (or more generally, for systems with time-reversal symmetry) [1]. Finally, $K$ is the thermal conductance, defined as the Fourier heat flow divided by $\Delta T$, where the Fourier heat flow is the heat flow when the thermoelectric is not connected to an electrical circuit, so $V$ takes the value that ensures that $I = 0$; hence $K = J/\Delta T$ under the assumption that $V = V_s$.

If one can find $G$, $S$, $\Pi$ and $K$ for a given nanostructure, either through experimental measurement or by theoretical modelling, one has a complete description of the system’s thermoelectric response, for any $V$ and $\Delta T$ small enough to remain in the linear response regime. One can calculate the power output $P = -VI$ and the efficiency $\eta = P/J$ for any given (small enough) $\Delta T$ as a function of $V$. If one tunes $V$ to maximize the heat-engine’s power output $P$ instead of $\eta$, one finds that the maximum power is

$$P_{\text{max}} = \frac{1}{4} G S^2 \Delta T^2.$$  

With a bit more algebra, one can find the voltage $V$ at which the efficiency $\eta$ is maximal, and prove that this maximal value of efficiency for a heat engine is

---

There is ambiguity in the literature about the sign of $S$. One can choose either sign, as long as one is consistent.
\[ \eta_{\text{max}} = \eta_{\text{Carnot}} \frac{\sqrt{ZT + 1} - 1}{\sqrt{ZT + 1} + 1}, \]  
(7.7)

where the Carnot efficiency in the linear response regime is given by \( \eta_{\text{Carnot}} = \Delta T / T \), and we define the dimensionless figure of merit

\[ ZT = \frac{G S^2 T}{K}. \]  
(7.8)

This dimensionless figure of merit is a simple measure of the quality of a thermoelectric; it is zero in the absence of thermoelectricity, and we see from Eq. (7.7) that Carnot efficiency requires that \( ZT \to \infty \). Current bulk semiconductor thermoelectrics have \( ZT \sim 1 \) (i.e. maximum efficiency of about \( \eta_{\text{Carnot}} / 6 \)), while it is commonly stated that they will become useful for everyday applications if one could get \( ZT \sim 3 \) (i.e. maximum efficiency of about \( \eta_{\text{Carnot}} / 3 \)). One sees immediately why the conduction of heat by phonons and photons is always bad in pure thermoelectric applications (see the next section); they contribute to \( K \) in the denominator of \( ZT \) without making any contribution to the numerator.

As mentioned above, this linear response theory works well for bulk thermoelectrics, and the literature principally discusses maximizing \( S \) and \( ZT \). However, in nanostructures it fails as soon as \( \Delta T / T \) (or \( eV / k_B T \)) ceases to be small. When these are not small, \( I \) and \( J \) become highly non-linear functions of \( V \) and \( \Delta T \), which cannot be described in terms of \( G \), \( S \), etc. As a result \( ZT \) ceases to have any meaning, and instead the literature discusses power outputs and efficiencies. Thus, while modelling nanostructures in the linear response regime is extremely important for our understanding because it is often simpler than the non-linear regime, we believe that it is crucial to go beyond. We here mention an approach making use of symmetry relations of the time-evolution operator of open fermionic systems [66] that has recently been exploited to straightforwardly determine linear as well as nonlinear response-coefficients of weakly coupled quantum dots acting as thermoelectrics [67]. The rest of this review considers non-linear systems for which one must directly calculate the power outputs and efficiencies, and rarely mentions the linear-response quantities \( S \) or \( ZT \).

### 7.4 Parasitic Heat Flows: Phonons and Photons

A problem that is not to be overlooked in any quantum thermodynamic device, but which is particularly important for nanostructures, is the problem of uncontrolled heat flows. These are nearly always parasitic for the operation of the device. Any device carries heat in the flow of electrons and also in the flow of photons and phonons. The heat carried by the electrons can be controlled, e.g., by electric fields, and can be made to produce electricity at relatively high efficiency. However, the flow of photons and phonons is hard to control, and their flow from hot to cold does
not generate any electric power. Thus, a device which efficiently converts the heat flow from hot to cold carried by electrons into electricity, will still have a very low thermodynamic efficiency if there is a larger heat flow from hot to cold carried by photons or phonons.

The problem with phonons and photons is that they are hard to control. As an example of this, it is intriguing to note (see Fig. 7.3 of Ref. [12]) that the materials which are the best thermal conductors (such as diamond or copper) have a thermal conductivity which is only about 4 orders of magnitude higher than the worst heat conductors (glasses). Indeed, even the vacuum conducts heat through the exchange of photons in the form of black-body radiation. One can compare this with electrical conductors, where the best (such as copper) have an electrical conductance which is 24 orders of magnitude higher than the worst electrical conductors (such as diamond).

Many nanostructures are studied in dilution refrigerators that cool them down to a fraction of a Kelvin (the lowest achievable temperatures are of the order of 10 milli-Kelvins). At such low temperatures, the situation is less bad than at room temperature. In particular, thermal photons in vacuum at less than a Kelvin have a wavelength of about a millimetre. So two regions of smaller than millimetre size at different temperatures will have difficulty exchanging heat by thermal photons through vacuum, because they are smaller than a wavelength. The situation is more complicated in nanostructured circuits, because the wires act as wave-guides that can carry a much shorter wavelength thermal photon from hot to cold [68, 69]. However, in general, phonons are a much more significant source of heat flow from hot to cold, since thermal phonon wavelengths are typically tens of nanometres. Most standard nanostructures are deposed on an electrically insulating substrate, which is a volume through which phonons can flow from the hot part of the nanostructure to the cold part. To avoid this, people are starting to develop suspended nanostructures, where the substrate is replaced by a vacuum [4, 55, 70, 71]. This is a huge extra technical difficulty, but it may be essential to reduce phonon flows to acceptable levels.

Currently, the field of quantum thermodynamics has two big domains of interest. One domain is the subject of this review, and is to understand the transformation of heat into work in quantum systems (with the associated question of what is heat, work and entropy in such situations). The second domain is to understand if and how isolated many-body quantum systems relax to a thermal state through internal interactions (with the associated question of how such a relaxation can be irreversible). The above discussion of the difficulties of isolating a nanostructure from its environment should make it clear that it is hard to address the second domain experimentally with such nanostructures. Trapped atomic gases are better because it is easier to isolate the many-body system in question, than in nanostructures.
7.4.1 Peltier Cooling — Using the Weakness of Electron-Phonon Coupling at Sub-Kelvin Temperatures

An unusual feature of sub-Kelvin systems is that the electrons and phonons are much more weakly coupled to each other than at room temperature. The strength of the electron-phonon coupling goes like the 5th power of temperature, so the coupling is $10^{-12}$ times smaller at 1K than at 300K. Hence at low enough temperatures, one should think of the system as one containing two gases (one being the electrons and the other being the phonons) which both thermalize within themselves relatively fast, but which are so weakly interacting that they may be at different temperatures. The dilution refrigerator cools the phonons (i.e. it cools the lattice), and the temperatures given for the temperature in the refrigerator are typically those of the phonons. Experimentalists know that the electrons are often hotter, because the nanoscale circuit inside the refrigerator is coupled through wires and amplifiers to the electronics at room-temperature, used to control and probe the nanostructure. To ensure that the electrons in the nanostructure are as cold as the dilution refrigerator, one must make their coupling to room-temperature electrons much smaller than their coupling to the cold phonons in the dilution refrigerator. Despite experimental progress in isolating the nanostructure from the room-temperature electronics, this becomes increasingly challenging as one goes to lower temperatures, because of the weakness of the electron-phonon coupling.

One idea of great interest is to use thermoelectric effects to cool the electrons directly, thereby avoiding the electron-phonon coupling. One could imagine a small gas of electrons in the dilution refrigerator (at some temperature close to the refrigerator temperature) being cooled to a much lower temperature through a thermoelectric effect. Then the electrons would be colder than the phonons, but the weakness of the electron-phonon coupling would mean that electrons would stay cold, because the phonons would be rather inefficient at heating them up. Furthermore, one can also define non-invasive refrigerators, in the sense that they do not need to inject an electric current into the system to be cooled down [72, 73], which can hence be further isolated from the rest of the circuit. In the long term it is hoped that such thermoelectric cooling could enable us to study the properties of electrons (new phases of matter, quantum phase transitions, etc.) at unprecedented low temperatures. Most current experimental sub-Kelvin thermoelectric refrigerators rely on superconductors which are discussed in Refs. [5, 32, 74], although the refrigeration of microscopic semiconductor electron gases with quantum dots was also achieved some time ago [75].

7.4.2 Intrinsic Leakage in Electronic Devices

In addition to the major problems of leakage heat currents carried by phonons and photons in otherwise electronic devices — as described in the sections above — the electronic heat current itself can give rise to leakage. This is also known from
Box 2: Quantum dots

Quantum dots can be experimentally realized in a large variety of ways, including the patterning of semiconductor heterostructures, etching graphene, contacting carbon nanotubes or other types of molecules, etc. See e.g. [77, 78] or text books in which these devices are treated [13, 79]. In a quantum dot, electrons are confined and occupy discrete energy levels, similar to the situation in an atom. Furthermore, due to the smallness of the device, electrons are subject to strong Coulomb interaction. One of the important features of a quantum dot is that it can be contacted to electronic reservoirs (allowing for electronic transport through it) and controlled by external gates to which voltages can be applied. While there is possibly a large number of electrons in the quantum dot, the physics of the device is typically governed by tunnelling processes of single electrons. When describing the dot physics, we therefore set the reference occupation number to ‘0’ and from here on talk about occupation states ‘0,1,2’ referring to extra-electrons that enter the dot due to the application of bias or gate voltages.

The figure shows a sketch of the energy landscape of a quantum dot in contact with two electronic reservoirs. In this simplified (however experimentally relevant example!) we assume that a single electronic level is energetically accessible; it has the energy $\varepsilon$, additional term proportional to $-eV_g$. Such a discrete energy level is an optimal realization of the peaked energy spectrum useful to improve thermoelectric operation [51].

In order to add a second electron on the dot, the Coulomb interaction energy $U$ has to be paid. The coupling to the left and right reservoirs is characterized by the coupling strengths $\Gamma_L$ and $\Gamma_R$. In contrast to the quantum dot, the electronic reservoirs have a continuous spectrum and their occupations are given by equilibrium Fermi-functions with respect to a well-defined temperature and electrochemical potential, which can be different in each reservoir. In this example, we show Fermi distributions of a cold and a hot reservoir, relevant in the context of thermoelectrics. Note that the temperature in the dot is typically not a well-defined quantity!
bulk systems, where electrons can transfer heat by Coulomb interaction and electron-electron scattering, leading to electronic Fourier heat transfer in the absence of charge currents, see e.g. standard books like [76]. Its impact in nanoelectronic devices can easily be understood through the example of the quantum dot, shown in Box 2. When an electron tunnels into (or out of) the quantum dot in a single tunnelling process (sequential tunnelling), it takes along the energy determined by the single-electron energy level of the quantized spectrum. However, when the quantum dot is strongly coupled to the reservoirs, higher-order tunnelling processes through energetically forbidden states (such as elastic and inelastic cotunnelling) can occur. These processes thereby allow for energy transfer through the dot in the absence of charge transfer. Furthermore, the possibly strong on-site Coulomb interaction between electrons on the dot means that the energy to be paid in the transition $1 \leftrightarrow 2$ is bigger by $U$ with respect to the energy to be paid at the transition $0 \leftrightarrow 1$. A sequence of tunnelling processes through the dot therefore allows for the transfer of the interaction energy $U$, while no charge current is flowing.

7.5 Multi-terminal Steady-State Machines with Quantum Dots

In this section, we discuss examples for implementations of heat engines using quantum dots embedded in a multi-terminal electronic set-up. A quantum dot, see Box 2, is characterized by a discrete energy-level spectrum (similar to an atom) and possibly strong on-site Coulomb interaction. Quantum dots can be tunnel-coupled to electronic reservoirs allowing for electronic transport through them and their properties, such as the level spectrum, can be tuned via the application of external gates. These and other properties make electronic devices with quantum dots interesting for thermoelectrics or for nanoscale heat engines: first of all, their discrete spectrum provides a means for energy-selective transport, which is of high relevance for the efficiency of thermoelectric applications [51, 56–58]. Strong Coulomb interaction between electrons on different, purely capacitively coupled quantum dots can serve for the transfer of a well-defined amount of energy from a heat bath to a thermoelectrically active region. Finally, the idea of using a quantum dot — characterized by a small number of electronic states — as a working substance of a thermodynamic heat engine, requires a completely new understanding of these devices. The reason for this is that, historically, heat engines are made of large systems to which a statistical description applies. This however obviously breaks down in few-level devices such as quantum dots. Indeed, we will see at the end of this section that the resulting absence of thermalization in quantum dots in a non-equilibrium set-up can lead to counter-intuitive effects. All this makes quantum dot heat engines interesting from a fundamental point of view; however, as mentioned before, this research is also guided by a strong need for finding new ways of on-chip refrigeration and waste-heat recovery for future nanoelectronic applications, where quantum dot devices constitute fundamental building blocks.
Here we present a quantum-dot equivalent of a thermocouple (or energy harvester), proposed and analysed in Ref. [80], and recently realized experimentally in different groups [81–83], see Fig. 7.3a for a sketch of the set-up. One of the advantages of the multi-terminal design is that the heat bath is spatially separated from the working device. This might for example result in advantages with respect to the leakage effects due to phonons or tunnelling as discussed before. The set-up basically consists of two parts: the active thermoelectric region, shown in the lower, right part of the sketch is made of the central quantum dot, QD_{C}, tunnel-coupled to two electronic contacts at the same temperature \( T_0 < T_{\text{hot}} \). The upper, left part of the sketch shows the heat bath in contact with a second dot QD_{G}. The occupation of this second dot strongly fluctuates due to the large temperature, \( T_{\text{hot}} \), of the hot electrode, constituting the heat bath. This dot QD_{G} is purely capacitively coupled to the working substance, depicted in the lower half of the sketch. It is via this capacitive coupling between quantum dots (namely due to Coulomb interaction) that heat transfer between the heat bath and the thermoelectrically active region takes place. For simplicity, we now assume that each of the two dots can at most accept one extra-electron due to strong on-site Coulomb interaction. The two dots - forming a purely capacitively coupled double dot - can however each be singly occupied at the same time (such that the double dot
is doubly occupied); in this case the Coulomb interaction $U$ needs to be provided. The working principle of this quantum-dot thermocouple can be understood by following the processes depicted in the sketch in Fig. 7.3c and also alluded to by the arrows in Fig. 7.3a. Assume that the two dots are initially empty and that - due to fluctuations - the lower dot gets occupied by an electron from the left reservoir. This electron has to be at the required single-particle energy for the transition from an empty to a single-occupied dot. If now a further electron enters the double dot from the hot reservoir by tunnelling into QD$_G$, an additional energy $U$ has to be paid due to the capacitive coupling to the occupied lower dot. This extra energy $U$ can be transferred to the working substance, when in the next process the electron of the lower dot QD$_C$ tunnels out again, for example to the right reservoir. The described process is one of many possible tunnelling sequences that can in general occur in such a set-up. However, if $T_{\text{hot}} > T_0$, such that heat is on average transferred from the upper to the lower part of the device and if at the same time the asymmetry condition $\Lambda \neq 0$ is fulfilled for

$$\Lambda = \frac{\Gamma_{L0} \Gamma_{R1} - \Gamma_{L1} \Gamma_{R0}}{(\Gamma_{L0} + \Gamma_{R0}) (\Gamma_{L1} + \Gamma_{R1})}, \quad (7.9)$$

the described type of process can actually be used in order to do electrical work. The feasibility of this scheme has been proven in experiments [81–83]. Here, work is done by creating a directed current against a bias voltage in the lower part of the set-up - the working substance. The condition $\Lambda \neq 0$ requires an asymmetry both in real space (the tunnel-coupling strength to the left reservoir, $\Gamma_L$ has to be different from the tunnel coupling strength to the right reservoir, $\Gamma_R$) but also an asymmetry in the energy-dependence of these couplings has to occur. The subscripts 0 and 1 indicate the tunnel couplings for the case that the upper dot is empty (0) or filled (1). Physically, such an asymmetry would make the process of Fig. 7.3c more probable than the ones with reversed directions or reversed order of tunnelling events. For the specific example, it would mean that it is more probable to fill the empty dot QD$_C$ from the left reservoir when the upper dot QD$_G$ is empty ($\Gamma_{L0} > \Gamma_{R0}$), while it is more probable to empty the dot QD$_C$ by an electron tunnelling to the right reservoir, when the upper dot QD$_G$ is filled ($\Gamma_{R1} > \Gamma_{L1}$).

The resulting charge current, $I$, between the left and the right contact is proportional to the heat current, $J$, transferred from the heat bath into the working substance via the Coulomb interaction energy. In the absence of a bias voltage between left and right reservoir, the charge current takes the simple form

$$I = -\frac{e \Lambda}{U} J_G. \quad (7.10)$$

If the asymmetry factor takes its maximal value, namely if it is equal to 1, then exactly one electron is transferred from left to right with each transfer of energy $U$ from the heat bath to the working substance. Note that the asymmetry given in Eq. (7.9) constitutes the analogue of the two dissimilar metals of a classical thermocouple, as sketched in Fig. 7.3b.
Fig. 7.4  

(a) Sketch of the four-terminal triple-dot set-up acting as a nanoscale thermocouple with two heat baths. Compared to the set-up shown in Fig. 7.3, the working substance is now additionally coupled to a cold bath. Also in this case the heat transfer between cold bath and working substance takes place via capacitive coupling between two dots. Note that in general, also capacitive coupling between the two upper dots can occur, which is detrimental for the operation of this device, but does not hinder the observed effects to occur. 

(b) Classical analogue, where the cold heat bath could be given by the environment to which the thermocouple can radiate heat.

As discussed previously, a big difference between classical heat engines and their quantum dot analogues lies in their dimensions with respect to the thermalization length. While a well-defined temperature can be associated to the bimetallic part of the classical thermocouple, this is in general not the case for a quantum dot when it takes the role of the working substance of a thermocouple as described above. This becomes particularly clear when one pushes the analogy to the classical thermocouple even further and assumes that in addition to the heat bath (indicated by the candle in the sketch in Figs. 7.3c and 7.4b) the thermocouple is in thermal contact also with a colder heat bath, e.g. the environment (indicated by the cloud in Fig. 7.4b). Also this set-up can be mimicked by quantum dots as shown in Fig. 7.4a, see Ref. [84].

Since now there is a capacitive coupling, $U_{MH}$ and $U_{MC}$, between the working substance (dot with reservoirs) and both the additional quantum dots in contact with a hot and a cold reservoir, the total induced charge current (in the absence of voltage differences),

$$I = -\frac{e\Lambda_C}{U_{MC}} J_C - \frac{e\Lambda_H}{U_{MH}} J_H.$$(7.11)

has a contribution proportional to the heat current from the hot reservoir $J_H$ to the working substance and the heat current from the cold reservoir, $J_C$, to the working substance. Here, $\Lambda_C$ and $\Lambda_H$ are the asymmetry factors in analogy with Eq. (7.9) with respect to the occupation of the dot in contact with the cold or the hot reservoir. This simple extension of the previous results, Eqs. (7.9) and (7.10), leads to an interesting twist: Even when the total heat current flowing from the heat baths into the working device, $J_{in} = J_H + J_C$, vanishes, a charge current can still be induced.

---

7This simple relation is valid only if the direct capacitive coupling between the upper dots (which tunnel-couple to the hot and cold reservoirs) is so strong that they cannot be occupied simultaneously. Note however, that the effects described here continue to exist also in the presence of a smaller capacitive coupling, $U_{HC} \sim U_{MH}, U_{MC}$. 
by the heat current flowing through the device from the hot into the cold reservoir, \( J_{\text{trans}} = J_H - J_C \). This statement even holds when the induced current is transported against a voltage gradient between the left and right reservoir, thereby doing work. This observation leads to a number of seemingly paradoxical observations. The first direct consequence of this is obviously the possibility of doing work without absorbing heat from a heat bath! This means in particular that, in order to maintain energy conservation when doing work, heat has to be extracted from the reservoirs of the working substance, thereby cooling it down! Note that these observations - even though highly counter-intuitive - do however, as required, not violate any of the laws of thermodynamics. Not only is the total energy conserved in the process. Also the entropy of the total system does indeed increase while work is done. This is because the heat flow from the hot to the cold reservoir, which drags the induced current without any energy transfer, leads to an entropy production.

These effects result from the inability of the quantum dot to reach a thermal equilibrium. Importantly, when forcing the quantum dot to thermalize (for example via an additional probe contact attached to the central dot), the counter-intuitive power production without heat absorption is suppressed and the behaviour expected from a classical thermocouple is restored.

7.6 Quantum Hall Thermoelectrics

Quantum Hall systems, in which electron transport takes place along chiral edges, have several advantages from the thermoelectric point of view. Firstly, in quantum Hall devices, simple quantum point contacts are particularly easy to make, and allow for the implementation of thermoelectric effects. A quantum point contact forms a narrow constriction whose width controls the number of channels that can be transmitted, see also Box 3. Different channels can be totally transmitted, totally reflected, or partially transmitting. The partially transmitting ones are of interest for thermoelectrics, because the transmission probability is energy-dependent [89] (rapidly switching from low to high transmission with the magnitude of the electron’s energy). This upper-pass filter is enough to break electron-hole symmetry and to give a finite thermoelectric response [60, 61]. Quantum point contacts were used for the first thermoelectric experiments in mesoscopic systems [90–92]. It has recently even permitted to infer the quantum of thermal conductance of a single electronic conduction channel [9], related to Eq. (7.1).

Secondly, transport through the sample is phase coherent up to device dimensions of the order of \( \mu \text{m} \). This yields the possibility to have the heat source at a relatively large distance from the system of interest acting as the working substance. Thereby, the latter can be kept cold enough to perform operations. In this way, larger temperature gradients can be applied without overheating the system. Due to the long phase coherence length, it is furthermore possible to construct different types of interferometers (in analogy to optics) using quantum point contacts as beam splitters.
A paradigmatic case of quantum electronic transport is the quantum Hall effect [85]. The occurrence of quantized conductance plateaux in this regime is a striking evidence for the fact that precise quantum measurements are not restricted to atomic scales but can also be performed in massive, disordered materials. This is ultimately due the quantization of cyclotron orbits (Landau levels) that lie below the Fermi energy in the centre of the sample but overcome it close to its borders, thereby forming chiral edge states [86]. Electron propagation in edge states occurs in analogy to photon propagation in a waveguide. However, electronic propagation in edge states is protected from backscattering by the chirality of the sample [87], even in the presence of (moderate) impurities and disorder (unlike for photons in waveguides). The figure on the right shows a typical Hall set-up, where a current is injected between terminals 4 and 2 and the transverse voltage is measured between probe terminals 1 and 3. Since electrons flow chirally along the edges of the sample, with its direction determined by the applied magnetic field, all electrons injected from terminal 4 are hence absorbed by terminal 1.

Since, furthermore, probes do not inject a net current, its potential must adapt to re-emit the same amount of charge into terminal 2. The same can be said of terminal 3, leading to a finite Hall voltage \( V_H = V_1 - V_3 = (h/e^2)I \). The associated resistance (the von Klitzing resistance) is quantized and determined by fundamental constants (the charge of the electron, \( e \), and Planck’s constant, \( h \)), and eventually by the number of channels, \( N \): \( R_K = h/(Ne^2) \).

The application of lateral gate voltages to the Hall bar can bring the two edges close enough to each other, such that electrons can be backscattered by being transferred from one channel to the opposite. This means that a point contact is formed (in analogy to beam splitters in optics), see left figure for one (respectively two) pairs of gates to which a voltage is applied. This permits to perform scattering experiments on quantum point contacts [88], or even on different types of interferometers, like the Fabry-Perot interferometer shown in the bottom panel.
Fig. 7.5 Chiral thermoelectrics in the quantum Hall regime. We show a three-terminal set-up, in which the upper terminal acts as a heat bath injecting a heat current into the lower part of the set-up. Only a single quantum point contact is required to produce a thermoelectric response by conversion of a heat current injected from terminal 3 into a charge current between terminals 1 and 2. In a electron-hole pairs injected from the hot reservoir impinge on the quantum point contact. In b the propagation direction of the edge channels is inverted by the inversion of the magnetic field. The result is that electron-hole pairs thermalize without having passed through the quantum point contact. c Modified set-up based on a topological insulator, in which spin-polarized edge states arise in the absence of a magnetic field. In all three panels, gate electrodes coloured in green are assumed to form a quantum point contact by application of a gate voltage, while we assume that no voltage is applied to gate electrodes coloured in white.

The thermoelectric response in these interferometers is then possible uniquely due to quantum interference occurring thanks to the energy dependence of the phase of the electronic wave function, which is gained in the propagation between beamsplitters [93–95].

In this section, we will go further into a third reason making quantum Hall devices interesting for thermoelectrics. This is the straightforward possibility to design non-trivial multi-terminal devices — the quantum Hall effect being a multi-terminal effect by its own nature. This makes it possible to introduce quantum analogues of the Nernst effect [96, 97], where the injection of a heat current leads to a transverse electric response. A minimal configuration with three terminals, as shown in Fig. 7.5, exhibits a peculiar behaviour as compared with a trivial three-terminal thermocouple. Let us consider a central probe terminal (indicated in red in all three figure panels) which injects heat into a system which is otherwise at the same lower temperature [62, 98, 99] (indicated by the two reservoirs at the bottom of the set-up depicted in blue). We now assume that there is a constriction realized by a quantum point contact on one side of the system only, see again Fig. 7.5. Electron-hole excitations created at the hot terminal and impinging on the lower part of the device are separated at the quantum point contact, when the latter is placed in the direction of their propagation, as realized in the sketch in panel Fig. 7.5a. This separation of electron and hole excitations results in a thermoelectric effect, namely a charge current is induced between the two lower contacts (respectively a thermovoltage builds up if the contacts are floating).

However, as soon as the magnetic field is inverted, the propagation direction along the edges is inverted, see panel (b) of Fig. 7.5. In that case, non-equilibrium electron-hole excitations propagate in the opposite direction and are all absorbed

8The thermoelectric response measured in a series of terminals has been used to probe how energy relaxation takes place along the edge, involving an elegant demonstration of chirality [25, 26].
and thermalized at the opposite terminal [100, 101]. As hot electrons and holes are never separated at the junction, no thermovoltage is generated. The chirality of the quantum Hall edge states thus manifests in the absence of a thermoelectric effect if one reverses the magnetic field. In this way, thermoelectrics can be used to probe the presence of chiral states. Interestingly, this absence of a Seebeck response (a thermovoltage) in the configuration of Fig. 7.5b comes with a finite Peltier response (namely, the application of a voltage can be used for cooling). This is a remarkable situation. As discussed in Sect. 7.3.2, the Seebeck and Peltier coefficients are directly proportional to each other whenever the system is time-reversal invariant [102]. A magnetic field obviously breaks this symmetry [22, 103], however in general both the Seebeck and the Peltier coefficient vanish simultaneously. To the best of our knowledge, only in the fully chiral system, realized in the quantum Hall regime, one of them can be zero while the other one is finite. What is remarkable, is that by changing the sign of the magnetic field, one can simply chose which of the two coefficients is zero and which one leads to a nonvanishing thermoelectric effect.

We finally want to mention two interesting extensions of this simple setup. First, such an analogue of the Nernst effect can be used to probe the presence of edge states in two-dimensional topological insulators. In topological insulators, electrons with opposite spin flow in opposite directions due to a strong spin-orbit coupling. Transport is then said to be helical. In the geometry shown in Fig. 7.5c, one can see that spin up and down electrons propagate in opposite directions along the same edge. This picture can be immediately seen as a combination of the situation in Fig. 7.5a, b but for opposite spins. Namely, only one of the channels (the spin-up one, in this case) will lead to a thermoelectric effect, when a temperature gradient is applied between the upper contact and the lower contacts, as discussed above. Hence, the generated current is fully spin-polarized [100]. By optionally applying a gate voltage to the quantum point contacts on the two sides, the spin-polarization of the current induced by the temperature gradient can be controlled. Such effects are of interest in the context of spintronics [104].

As a second extension of the setup discussed above, the broken time-reversal symmetry induced by the magnetic field has been suggested as a means to increase the thermoelectric efficiency at the point of maximum power generation [105]. In general, the upper bounds for the thermoelectric efficiency can be obtained from symmetry arguments [106]. A recently studied example is an engine based on the (four-terminal) Nernst effect, where the efficiency bounds can be reached only in the quantum regime [97], thereby outperforming the classical version [96]. The use of fractionally-charged carriers in fractional quantum Hall states (states induced by the interplay of electron-electron interactions and strong magnetic fields) has also been suggested in order to improve the efficiency [107].
7.7 Beyond Steady State: Heat Engines with a Time-Dependent Cycle

The tunability of the properties of small electronic structures, for example by applying voltages to gate electrodes, makes them interesting for the realization of heat engines with a cyclic operation. Various examples have been studied in recent years, see e.g. Refs. [108–111], some of them relying on quantum interference [112]. Also in experiments, nanoelectronic cyclic heat engines have been realized [113, 114].

Here, we explain the working principle of one simple example system, where the analogue of a Carnot engine can be implemented using time-dependently driven quantum dots [115]. The sketch in Fig. 7.6a shows the set-up with two quantum dots tunnel-coupled to electronic reservoirs and to each other (in contrast to the dots studied in the section about the quantum-dot analogue of a thermal couple presented above, which were purely capacitively coupled to each other). These electronic reservoirs can possibly be at different temperatures and/or electrochemical potentials and act as particle and heat baths. Depending on the gate voltage applied to the two quantum dots, this subsystem — representing the heat engine — is found in different (stable) charge configurations, see Fig. 7.6b. Some of these charge configurations are indicated in the figure; note that the degeneracy of each of these states depends on the electronic spin. For example, while the state \((0, 0)\) is non-degenerate, the state \((0, 1)\) is doubly degenerate, since the electron occupying the right dot can have either spin up or spin down. It therefore has a Shannon entropy given by \(\ln 2\). Only at the boundaries of the stable regions, the occupation of the dot can change, and only at the so-called triple points where three stable regions touch, electron transport through the double dot can occur in a close-to-equilibrium situation. Importantly - in the weak coupling regime - electron-tunnelling at the lines between two stable configurations, leading to a charge of the double-dot’s charge state, always occurs with one of the reservoirs only.

We now consider a cyclic modulation of the gate voltages, which is typically used for the double dot operation as a quantized charge pump [116–118]. Such a double-dot pump can transfer charges even against an applied bias voltage and it can hence be viewed as a kind of “battery charger”; it’s efficiency depends on leakage currents and on the amount of heating occurring during the cycle. Interestingly, this pump can also be operated as a refrigerator or as a heat engine doing work on the AC fields, see Ref. [115] for details on the example discussed here. We now briefly explain the operational cycle of these machines, where we assume the driving to be infinitely slow. If the gate voltages, \(V_{g, L}(t)\) and \(V_{g, R}(t)\), are driven in time in such a way that one of the triple points is enclosed by the driving cycle — see the example of the cycle around the upper triple point — exactly one electron is pumped through the device per period. Interestingly, this goes along with the transfer of a quantized amount of energy as well. This result can be understood following the processes occurring along the driving cycle. Let us assume that we start the driving cycle in the stable region \((0, 0)\). When crossing the line to the \((1, 0)\) region, one electron is transferred from the left reservoir to the double dot, while also increasing its entropy from 0 to \(\ln 2\).
Fig. 7.6  

(a) Energy landscape of a double quantum dot, weakly coupled to a left and right reservoir which can be at different temperatures and electrochemical potentials. The single-particle levels of the two dots can be modulated by time-dependently driven gate voltages. The on-site Coulomb interaction on each dot is assumed to be infinitely strong, while the intra-dot Coulomb interaction is finite (it determines the distance between the stable regions $(0, 0)$ and $(1, 1)$ in the stability diagrams in b.)  

(b) Stability diagram for the weakly coupled double dot as function of the gate voltage applied to the two dots. Two possible driving cycles leading to the transfer of single electrons are indicated by blue lines. Generally, all gate voltage cycles enclosing a triple point lead to quantized charge in the slow driving regime and can even result in plateaux in the heat transport.  

(c) Analogy of the driving cycle with the thermodynamic cycle of a Carnot engine.  

Even though the total system might be in nonequilibrium (either due to a temperature or a potential gradient or both) nonetheless the Clausius relation applies here: this is due to the fact that coupling occurs to a single reservoir at a time, leading to the occurrence of an isothermal process! The heat transferred between the reservoir and the double dot is hence given by $k_B T_L \ln 2$, with $T_L$ being the temperature of the left reservoir. The following part of the cycle where an electron is transferred from the left to the right dot takes place while the double dot is effectively decoupled from both reservoirs. This part of the cycle is hence adiabatic in the thermodynamic sense. Finally a second isothermal transition occurs when the tunnelling process from $(0, 1)$ to $(0, 0)$ occurs due to coupling to the right reservoir only, leading to the transferred heat $k_B T_R \ln 2$. This sequence of processes leads to the transfer of quantized charge and heat and constitutes a close analogy to the Carnot cycle.  

Note that the transfer of heat proportional to $\ln 2$ directly links to the well-known Landauer principle, stating that the erasure of a bit of information (here implemented in the electron spin) goes along with the energy cost of $k_B T \ln 2$. The consequences of this principle are further treated in Part V of this book. Since the transfer of heat is directly linked to the spin degeneracy of the quantum dot spin, switching on a magnetic field would lead to the complete suppression of the effect.  

In this infinitely slow driving regime — neglecting electronic leakage (heat or charge) currents which are strongly suppressed here — a heat engine extracting heat from the hot reservoir and doing work on the AC fields, can be operated in the Carnot limit (and similarly a refrigerator would have an optimal coefficient of performance). Note however, that a nonvanishing driving frequency drastically reduces the efficiency [115]. In contrast, the “battery charger” could operate at efficiencies of about 70% of the optimal value even when the driving frequency is increased.
7.8 Future Directions

This chapter shows a few examples of thermoelectric effects and heat engines proposed and/or realized in different types of nanoelectronic systems. However, the thermodynamics of nanoelectronic devices is an active research field and numerous open questions are currently being addressed, or will be of interest in the future.

On one hand, there is the ongoing quest for improving efficiencies of nanothermoelectrics, which to date are very small, with the exception of a very recent experiment [119]. The aim of such research is to improve device designs by increasing the desired electronic response and at the same time decreasing leakage (for example by introducing long photonic cavities [120] or using suspended structures [4, 55, 70, 71]).

On the other hand there are many fundamental questions (that could on the long term also lead to improved applications). For example, the nanostructures presented in this chapter involved either strong electron-electron interactions (Coloumb blockade) with weak coupling to the reservoirs, or negligibly small electron-electron interactions with arbitrarily strong coupling to the reservoirs. However, the regime of strong electron-electron interactions with strong coupling to the reservoirs is of great interest in quantum thermodynamics. In order to go to higher power outputs one is forced to consider stronger coupling. But the strong-coupling regime of nanoelectronic devices presents a challenge for theorists, see e.g., Refs. [121–125] and Chap. 23 in this book for recent developments.

Furthermore, as we mentioned previously, the potential of quantum interference and entanglement for new types of heat engine has been little exploited so far, and constitutes an intriguing direction to explore. Also, the possibility of engineering the state of the bath, using entanglement or correlations as a resource for engines, is currently investigated and addressed in other chapters of this book.
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Chapter 8
Quantum Batteries

Francesco Campaioli, Felix A. Pollock and Sai Vinjanampathy

8.1 Introduction

The thermodynamic role of batteries is that of work reservoir: In practice, classical batteries are electrochemical devices that store energy supplied by external sources and provide power to other machines, allowing for their remote usage. Their pervasive presence in our daily life has turned them into indispensable components, whose size and storage capability range from large 500kWh vehicle traction batteries to tiny 100mWh miniature cells used for implanted medical devices and calculators [1]. Along with the constant miniaturization of such user devices, batteries are also required to be smaller and smaller, thus, as their unit cells approach the size of molecules and atoms, their description has to account for quantum mechanical effects [2–4].

This premise leads to the study of quantum batteries (QB), which have been introduced by R. Alicki and M. Fannes in 2013 as small quantum mechanical systems that are used to temporarily store energy, in order for it to be transferred from production to consumption centers [5]. Further works have used the same formal definition, describing QBs as d-dimensional quantum systems with non-degenerate energy levels from which work can be reversibly extracted – and on which energy can be reversibly deposited – by means of cyclic unitary operations. It is thus easy
to see the relationship of the battery charging problem with the emerging area of quantum thermodynamics [6].

An immediate consequence of the quantum thermodynamic context is the use of notions and techniques of quantum information, which has brought interesting conclusions and insights. For instance, entanglement and other quantum correlations (see Chap. 30) have been addressed in Refs. [5, 6] as possible resources to improve work extraction tasks. The limits to charging power have been set in [4, 7] recalling the quantum speed limit of unitary evolution [8], and using other tools of quantum optimal control theory [9–11]. However, this blossoming research field has to address many other questions, such as the stabilization of stored energy and the practical implementation of quantum batteries, offering a vast research panorama on both theoretical and experimental ends [4, 12–14].

This chapter will review the main results in this area with simple examples. We will assume the reader is familiar with standard techniques in quantum thermodynamics. The first section is dedicated to the task of work extraction, introducing the concept of passive states – from which energy can no longer be reversibly extracted via unitary cycles – and exploring the limits of classical and quantum extraction protocols. The second section treats the charging of quantum batteries, demonstrating the advantage that entangling operations have over their classical counterparts, while considering the limits of physically realizable charging schemes. In the third section we review some possible implementations of quantum batteries, concluding with a general discussion.

8.2 Work Extraction

The study of work extraction from small quantum systems – regarded as batteries – via reversible cyclic operations starts with the aim of defining the thermodynamical bounds and principles that are valid at those scales where a quantum mechanical description becomes necessary [5]. The intention is to look at the limits of extractable work allowed by quantum mechanics and compare them to their classical counterpart, while looking for possible advantages.

Let us start from a single closed quantum battery, the fundamental unit of this discussion. It consists of a \( d \)-dimensional system with associated internal Hamiltonian \( H_0 \)

\[
H_0 = \sum_{j=1}^{d} \varepsilon_j |j\rangle\langle j|,
\]

(8.1)

with non-degenerate energy levels \( \varepsilon_j < \varepsilon_{j+1} \). An example of a 2-level quantum battery is given in Fig. 8.1.

\[\text{1In thermodynamics a} \text{ closed system is only allowed to exchange either work or heat, in contrast with an isolated system which is not allowed to exchange either of them. Here, by closed, we mean isolated quantum system undergoing Schrödinger evolution, but whose initial state can be mixed.}\]
Fig. 8.1 A simple quantum battery could consist of a spin-$\frac{1}{2}$ system immersed in a uniform magnetic field $B$, whose internal Hamiltonian has energy levels $\mp \varepsilon$, associated with the eigenstates $|\pm 1\rangle$, respectively. A pure state $\rho_e = |1\rangle\langle 1|$ ($\rho_g = |\pm 1\rangle\langle -1|$) is considered a charged (empty) battery, since no work can be deposited onto (extracted from) it, with respect to the internal Hamiltonian $H_0$.

A time-dependent field $V(t)$ is used to reversibly extract energy from such a battery via unitary evolution generated by $H_0 + V(t)$. Given that the battery is found in some initial state described by the density operator $\rho$, the time evolution of the system is obtained from the von Neumann equation ($\hbar = 1$)

$$\dot{\rho}(t) = -i[H_0 + V(t), \rho(t)],$$

with $\rho(0) = \rho$, and where the left-hand side represents the time derivative of $\rho(t)$. A solution of Eq. (8.2) is given by $\rho(t) = U(t)\rho U^\dagger(t)$, where the unitary operator $U(t)$ is obtained as the time-ordered exponential of the generator $H_0 + V(t)$, which can, in principle, correspond to any unitary transformation on the battery’s Hilbert space $\mathcal{H}$,

$$U(t) = T\{ \exp \left[ -i \int_0^t ds (H_0 + V(s)) \right]\}. \quad (8.3)$$

### 8.2.1 Ergotropy

The work extracted after some time $\tau$ by such a procedure is equal to

$$W = \text{tr}[\rho H_0] - \text{tr}[\rho(\tau)H_0]$$

$$= \text{tr}[\rho H_0] - \text{tr}[U(\tau)\rho U^\dagger(\tau)H_0]. \quad (8.5)$$

Since we are interested in reversible work extraction, we look for the maximal amount of extractable work, known as *ergotropy* [15, 16], optimizing $W$ over all unitary operations,

$$W_{\text{max}} := \text{tr}[\rho H_0] - \min_{U \in SU(d)} \left\{ \text{tr}[U \rho U^\dagger H_0] \right\}. \quad (8.6)$$
Fig. 8.2 A 5-level system with internal Hamiltonian $H_0(L_z) = L_z \sum_{l=1}^{5} (l-3)|l⟩⟨l|$. In state $ρ = 0.1|1⟩⟨1| + 0.2|2⟩⟨2| + 0.3|4⟩⟨4| + 0.4|5⟩⟨5|$ has an associated passive state $σ_ρ = 0.4|1⟩⟨1| + 0.3|2⟩⟨2| + 0.2|3⟩⟨3| + 0.1|4⟩⟨4|$, from which one can extract the ergotropy $W_{max} = 1.8L_z$ by means of some unitary operation, such as $U = |1⟩⟨5| + |2⟩⟨4| + |3⟩⟨2| + |4⟩⟨1|$. Such unitary operation is not unique, since an arbitrary relative phase can be introduced for each term $|i⟩⟨j|$.

When no work can be extracted from a state $σ$, such state is said to be passive [5, 17, 18]. Accordingly, a state $σ$ is passive if $\text{tr}[σH_0] ≤ \text{tr}[UσU^†H_0]$ for all unitaries $U$, or, equivalently, if and only if $σ = \sum_{j=1}^{s_j} s_j |j⟩⟨j|$ for $s_{j+1} ≤ s_j$, i.e. it commutes with the internal Hamiltonian $H_0$ and has non-increasing eigenvalues, as shown in Ref. [5]. From such a definition it is easy to see that for any given state $ρ$ there is a unique passive state $σ_ρ$ that maximizes the extractable work

$$W_{max} = \text{tr}[ρH_0] - \text{tr}[σ_ρH_0],$$

obtained via some unitary operation that rearranges the eigenvalues of $ρ$ in non-increasing order, as can be seen in the example given in Fig. 8.2.

**8.2.2 Bound on Extractable Work**

A practical and intuitive way to bound the extractable work of Eq. (8.6) is to consider a thermal state with the same entropy as the passive state $σ_ρ$, which also minimizes the energy with respect to $H_0$. Indeed, it has been shown that a lower bound to the ergotropy for some state $ρ$ is given by

$$W_{max} ≤ \text{tr}[ρH_0] - \text{tr}[ω\bar{β}H_0],$$

where $ω\bar{β} = \exp[-βH_0]/Z$ is the canonical Gibbs state with inverse temperature $β$, and $β$ is chosen such that the von Neumann entropy $S(ρ) = -\text{tr}[ρ \log ρ]$ of $ρ$ is equal to that of $ω\bar{β}$ [5].

Interestingly, all thermal states are passive, and, for the case of two-level systems, all passive states are thermal, since one can always define a (positive or negative)
temperature using the equation $(1 - p)/p = \exp(-\beta \Delta E)$. However, for systems with dimension greater than two, the Gibbs state $\omega_{\beta}$ is in general different from the passive state $\sigma_\rho$ associated to $\rho$. Even more interestingly, the product of two or more copies of a passive state $\sigma_\rho$ is not necessarily the passive state of the copies of $\rho$, i.e. $\otimes^n \sigma_\rho \neq \sigma_{\otimes^n \rho}$ [5], which leads to the definition of completely passive states, as those whose $n$-copy ensemble are still passive for any $n$. It has been shown that a state is completely passive if and only if it is a thermal state [17, 18], an observation that can be used to beat the bound given in Eq. (8.7) for many copies of the same battery by means of entangling operations [5].

8.2.3 Optimal Work Extraction from an Ensemble of Batteries

Consider a battery given by an ensemble of $n$ copies of the same $d$-dimensional unit cell defined by Eq. (8.1). This new battery has an associated Hamiltonian $H_0^{(n)}$ given by the sum of the local internal Hamiltonians $H_{0,l} \otimes_{j \neq l} \mathbb{1}_j$ of the subsystems that form the global system

$$H_0^{(n)} = \sum_{l=1}^{n} H_{0,l}, \quad (8.9)$$

where we omit the identities to simplify the notation. Recalling that $\otimes^n \sigma_\rho \neq \sigma_{\otimes^n \rho}$ our goal is to extract some additional work from $\otimes^n \sigma_\rho$ until a completely passive state is reached. In the limit of large $n$, the maximal amount of available work per copy of battery $w_{\text{max}}(n)$ in a state $\rho$ is tightly bounded as in Eq. (8.8),

$$\lim_{n \to \infty} w_{\text{max}}(n) = \text{tr}[\rho H_0^{(1)}] - \text{tr}[\omega_{\beta} H_0^{(1)}], \quad (8.10)$$

where

$$w_{\text{max}}(n) := \frac{1}{n} \left( \text{tr}[(\otimes^n \rho - \sigma_{\otimes^n \rho}) H_0^{(n)}] \right). \quad (8.11)$$

The proof relies on the idea that for a large ensemble, the energy of the passive state $\sigma_{\otimes^n \rho}$ differs from that of $\otimes^n \omega_{\beta}$ only by a small amount that tends to vanish as $n$ increases (see Fig. 8.3 for an example).

8.2.4 Entanglement Generation & Power of Extracted Work

The passive state $\sigma_{\otimes^n \rho}$ associated with any $\otimes^n \rho$ is diagonal in the eigenbasis of the local Hamiltonian of Eq. (8.9), thus it is separable. However, as we will see later in this section, in order to unitarily connect $\otimes^n \rho$ to its passive state, at least 2-body operations are required. This remark led Alicki and Fannes to conclude that, in order
to reach optimal work extraction, the unit cells of such an $n$-fold battery have to be dynamically entangled. Their deduction turns out to be wrong, as proven in Ref. [6]: If it is true that non-local operations (at least two-body operations) are required to beat the classical limit of Eq. (8.7), then it is always possible to reach optimal work extraction without creating any entanglement (see [19] for quantum discord), at the expense of requiring more operations, and thus additional time.

**8.2.5 Work Extraction and Indirect Path: Avoiding Entanglement**

Let us consider a simple example that illustrates how to perform optimal work extraction from multiple copies of the same state without generating entanglement: A three-level system with (increasing) energy levels given by $\{E_1, E_2, E_3\}$, and two copies of some initial state $\rho = p|2\rangle|2\rangle + (1 - p)|3\rangle|3\rangle$, with $p \in (0, 1/2)$. The objective is to transform the initial state $\rho \otimes \rho = p^2|22\rangle|22\rangle + p(1-p)(|23\rangle|23\rangle + |32\rangle|32\rangle) + (1-p)^2|33\rangle|33\rangle$ into a passive state $\sigma = (1-p)^2|11\rangle|11\rangle + p(1-p)(|12\rangle|12\rangle + 0.21|21\rangle|21\rangle) + p^2|13\rangle|13\rangle$ by means of the permutation that maps $|33\rangle \rightarrow |11\rangle, \ldots, |22\rangle \rightarrow |13\rangle$. In order to avoid entanglement one can perform each swap in several steps, such as $|33\rangle \rightarrow |13\rangle$ followed $|13\rangle \rightarrow |11\rangle$, each of which keeps the state in a separable form at all times, if performed by means of controlled permutations and unitaries.

This idea can be generalized to the case of arbitrary dimension $d$ and for any number $n$ of copies of the initial state: An $n$-body battery in an initial non-passive state $\rho = \text{diag}(p_1, \ldots, p_{d^n})$, where $p_\alpha \geq 0$ and $\sum_\alpha p_\alpha = 1$. To perform optimal work extraction we need to evolve $\rho$ to the passive state $\sigma = \text{diag}(s_1, \ldots, s_{d^n})$, where
\[ s_{\alpha+1} \leq s_{\alpha} \quad \text{for some permutation } \Pi_{\alpha\beta}. \]

To do so, each transposition \( \alpha \leftrightarrow \beta \) that swaps \( p_{\alpha} \) with \( p_{\beta} \) is addressed separately by transforming \( |\alpha\rangle \) to \( |\beta\rangle \) (and vice versa) with a sequence of steps: First, \( |\alpha\rangle = |i_{1}^{\alpha} i_{2}^{\alpha} \ldots i_{n}^{\alpha}\rangle \) is mapped to \( |\alpha'\rangle = |i_{1}^{\beta} i_{2}^{\alpha} \ldots i_{n}^{\beta}\rangle \), then to \( |\alpha''\rangle = |i_{1}^{\beta} i_{2}^{\beta} \ldots i_{n}^{\alpha}\rangle \), and so on until it reaches \( |\beta\rangle = |i_{1}^{\beta} i_{2}^{\beta} \ldots i_{n}^{\beta}\rangle \), after \( n \) steps. Each of these steps is obtained by a unitary operator

\[
U_{\alpha\alpha'}(t) = \sum_{\mu \neq \alpha\alpha'} |\mu\rangle\langle\mu| + u_{\alpha\alpha'}(t),
\]  

generated by some 2-body control interaction \( V_{\alpha\alpha'}(t) \), that has, in principle, the power to generate bipartite entanglement. The state \( \rho(t) \) of the system at time \( t \) obtained via such unitary is

\[
\rho(t) = U_{\alpha\alpha'}(t) \rho U_{\alpha\alpha'}^\dagger \rho_1(t) \otimes |i_{1}^{\alpha} \ldots i_{n}^{\alpha}\rangle\langle i_{2}^{\alpha} \ldots i_{n}^{\alpha}| 
+ \sum_{\mu \neq \alpha\alpha'} p_{\mu} |\mu\rangle\langle\mu|,
\]

with \( \rho_1 \) being itself a state. The overall state \( \rho(t) \) is thus separable at every step of the procedure, and after \( 2n - 1 \) total steps the target final state \( \sigma \) is reached.

Of all the possible unitary cycles that connect the state \( \otimes^{n} \rho \) to its passive state \( \sigma \otimes^{n} \rho \), those that preserve the system in a separable state are inevitably slower than those that generate entanglement. Accordingly, the authors of Ref. \[6\] indicate a relation between the rate of entanglement generation and the power of work extraction – defined as the ratio between extracted work and time required for the extraction – leaving the open problem of quantifying such a relation to successive work. This question paves the way for the study of charging and extracting power, as described in the next section.

### 8.3 Powerful Charging

We now consider the task of charging quantum batteries via unitary operations. The deposited energy is then simply the opposite of the work extracted, and as long as we consider closed systems, the two tasks are essentially equivalent.

#### 8.3.1 Bounds on Minimal Time of Evolution

In the previous section, we saw how optimal work extraction can be performed with a sequence of unitary operations, and how the ensemble of batteries can be kept in a separable state at the expense of adding extra steps to such a sequence. If each of
those operations could be performed instantly, the total number of steps would not influence the power of work extraction. However, in practice, each of those unitary operations requires a finite amount of time to be performed, which follows from the fact that Hamiltonians have finite magnitude (i.e. they are bounded operators). There holds a fundamental bound on the minimum time necessary to perform a unitary evolution, known as the quantum speed limit\(^2\) (QSL), which provides an operational interpretation of the time-energy uncertainty relation \(\Delta t \Delta E \geq \hbar\) [8].

The minimum time required to evolve some pure state \(|\psi\rangle\) to another pure state \(|\phi\rangle\) by means of a unitary operator \(U(t)\) generated by time-dependent Hamiltonian \(H(t) = H_0 + V(t)\) is bounded by

\[
T(|\psi\rangle, |\phi\rangle) = \frac{\hbar \text{arccos} \|\langle\psi|\phi\rangle\|}{\min\{E, \Delta E\}},
\]

where the numerator measures the distance\(^3\) between the states, while \(E\) and \(\Delta E\) correspond to the time-averaged energy (relative to the ground state) and standard deviation of the Hamiltonian \(H(t)\) [20].

### 8.3.2 Average and Instantaneous Power

When we address the problem of charging quantum batteries, an interesting task is to understand how to deposit energy as quickly as possible, i.e. how to maximize average or instantaneous power. The average power \(P\) of some unitary charging between \(\rho\) and \(\rho(T) = U(T)\rho U^\dagger(T)\) is simply given by the ratio between the energy deposited on the battery during the procedure and the time required to perform the unitary operation,

\[
\langle P \rangle = \frac{W}{T},
\]

remembering that from now on \(W\) has the opposite sign with respect to that of Eq. (8.4). Similarly, the instantaneous power \(P(t)\) at some time \(t\) is given by the time derivative of the energy deposited at time \(t\) along the unitary charging,

\[
P(t) = \frac{d}{dt} W = \frac{d}{dt} \left\{ \text{tr}[\rho(t)H_0] - \text{tr}[\rho H_0] \right\},
\]

which becomes \(P(t) = -i\text{tr}[[H_0 + V(t), \rho(t)]H_0]\), using the von Neumann equation.

---

\(^2\)See Ref. [20] for an extended review on quantum speed limits and their applications.

\(^3\)The unique distance on the space of pure states that is invariant under unitary operations is the Fubini-Study distance, given by the angle between the two considered states [21].
In order to address this optimization problem a constraint on the driving Hamiltonian $H + V(t)$ has to be considered, to prevent one from increasing the average power by investing more energy into the driving Hamiltonian, as to allow for fair comparison between different charging procedures. The constraint can be of the form

$$\|H + V(t)\| \leq E_{\text{max}},$$  \hspace{1cm} (8.17)

for some norm such as trace or operator norms, and some energy $E_{\text{max}} > 0$. This constraint is operationally equivalent to limiting the energy at our disposal in order to perform the charging procedure. Starting from those considerations, it is possible to show that entangling operations are more powerful than local ones, yielding an advantage that scales up to linearly with the number $n$ of unit cells \cite{4, 7}.

### 8.3.3 Optimal Charging of an Array of Batteries

We now consider a battery given by $n$ copies of a $d$-dimensional unit cell, whose internal Hamiltonian is given by Eq. (8.9). Assuming that the energetic structure of the individual Hamiltonians $H_l$ is the same for each copy, the highest and lowest energy states are now $|G\rangle := \bigotimes^n_l |1\rangle$ and $|E\rangle := \bigotimes^n_l |d\rangle$, respectively. The energy deposited onto the battery after an evolution from $|G\rangle$ to $|E\rangle$ is equal to $W(n) = n(\varepsilon_d - \varepsilon_1)$. We are going to compare the charging power of

$$H_{\parallel}^{(n)} = \alpha_{\parallel} \sum_{l=1}^{n} (|1\rangle\langle d|_l + \text{h.c.}) \otimes_{j \neq l} 1_j,$$  \hspace{1cm} (8.18)

$$H_{\sharp}^{(n)} = \alpha_{\sharp} (|E\rangle\langle G| + \text{h.c.}),$$  \hspace{1cm} (8.19)

which provide the optimal local (parallel) and global (collective) driving, respectively, when we require any Hamiltonian $H$ to satisfy the constraint\footnote{The operator norm $\|\cdot\|_{\text{op}}$ of an operator $H$ is equal to its largest singular value; if the operator $H$ is Hermitian (and any Hamiltonian is) then the operator norm is equal to the largest eigenvalue.} $\|H\|_{\text{op}} = E_{\text{max}}$, for some energy $E_{\text{max}} > 0$ \cite{7}. We thus obtain $\alpha_{\parallel} = E_{\text{max}}/n$ and $\alpha_{\sharp} = E_{\text{max}}$, which allows us to express the time required to perform the two different procedures as

$$T_{\parallel} = n \frac{\pi}{2} \frac{1}{E_{\text{max}}}, \hspace{1cm} T_{\sharp} = \frac{\pi}{2} \frac{1}{E_{\text{max}}}. $$  \hspace{1cm} (8.20)

If we calculate the average power according to Eq. (8.15) we obtain $P_{\sharp} = n P_{\parallel}$; the power of the entangling operation is $n$ times larger than that of local ones. These two charging procedures are schematically represented in Fig. 8.4. Such advantage can be interpreted geometrically: While the collective Hamiltonian of Eq. (8.19) drives
the initial state along the shortest path, through the space of entangled states, the local Hamiltonian generates a longer orbit, that in return keeps the state separable for all times [7].

8.3.4 Quantum Advantage

Consider the task of charging an $n$-body battery between some product state $\otimes^n \rho$, to some other product state $\otimes^n \sigma$ by means of cyclic unitary operations. We can introduce a simple parameter to quantify the advantage of using entangling operations over local ones, given by the power ratio

$$\Gamma := \frac{\langle P \rangle}{\langle P \parallel \rangle} = \frac{T_{\parallel}}{T},$$

(8.21)

where $\langle P \rangle$ is the power of the considered charging procedure, while $\langle P \parallel \rangle$ is the charging power obtained with the best local driving [22]. Since the energy $W(n)$ deposited onto the battery depends only on the choice of initial and final states, $\Gamma$ can be simply expressed as the ratio between the optimal parallel time $T_{\parallel}$ and the time $T$ required to perform the charging.

The parameter $\Gamma$, called the quantum advantage, can be greater than unity only when entangling operations are considered [4]. Upper bounds for $\Gamma$ are obtained using the quantum speed limit, as shown in Ref. [4], and depend on the chosen constraint on the driving Hamiltonian $H$. In particular, imposing a constraint on the standard deviation of the driving Hamiltonian yields an advantage that scales with $\sqrt{n}$, whereas a linear scaling results from constraining the average energy of $H$ or its operator norm.
8.3.5 Correlations and Optimal Power

An interesting result obtained by Campaioli et al. [4] sheds light on the nature of the quantum advantage and its dependence on quantum correlations, such as entanglement. The authors provide an example where an initial, highly mixed state $\otimes^n \rho$ of $n$-copies of a 2-level system evolves to some final state $\otimes^n \sigma$, where

$$\rho = \exp[-\epsilon H_0]/\text{tr}[\exp[-\epsilon H_0]],$$

and

$$\sigma = \exp[\epsilon H_0]/\text{tr}[\exp[\epsilon H_0]]$$

are thermal states with inverse temperature $\pm \epsilon$, and where $H_0 \propto \sigma_z$. This system can be driven with the collective Hamiltonian in Eq. (8.19) in order to achieve a quantum advantage $\Gamma = n$ over the optimal local charging, for any value of $\epsilon > 0$.

However, as $\epsilon$ decreases the collective state $\otimes^n \rho$ gets closer and closer to the separable ball, a spherically symmetric region of the space of states, centered around the maximally mixed state, that contains only separable states. Since the distance from the maximally mixed state is invariant under unitary evolution, the final state $\otimes^n \sigma$, along with every other state through which the evolution proceeds, will also be in the separable ball if the initial state $\otimes^n \rho$ is (see Fig. 8.5). The authors show that for any $n$ there is an $\epsilon > 0$ small enough that the evolution can be performed entirely within the separable ball, yet still with a linear advantage in $n$ with respect to the optimal local procedure. This leads to the conclusion that entanglement per se is not required for a quantum advantage in the charging power of quantum batteries.

The role of other forms of quantum correlations, such as quantum discord [23], has not been investigated yet; however, as we show in the next section, this example hints that a possible resource is given by the order $k$ of non-local $k$-body interactions that are available for the charging task.

Fig. 8.5 In the example described by Campaioli et al. a product state $\otimes^n \rho$ of $n$ copies of the same highly mixed state $\rho$ of a 2-level system is unitarily evolved into $\otimes^n \sigma$, where $\rho = \exp[-\epsilon \sigma_z]/Z$, and $\sigma = \exp[\epsilon \sigma_z]/Z$. For large $n$, if the inverse temperature $\epsilon$ is chosen to be small enough, the state of the copies lies in a region of the space of states that contains only separable states, called separable ball. Since unitary evolution cannot change the purity of a state, any driving that maps such $\otimes^n \rho$ to $\otimes^n \sigma$ preserves the system in a separable state at all times. The authors of Ref.[22] show that the global Hamiltonian given in Eq. (8.19) can lead to a quantum advantage $\Gamma = n$. 
### 8.3.6 Feasible Charging Scenarios

The advantage that can be obtained using entangling operations such as that in Eq. (8.19) might be practically hard to obtain. The reason is that such collective interactions are given by highly non-local terms.\(^5\) As these interactions are naturally rare or hard to engineer, it is useful to understand how to maximize the quantum advantage when we are limited to \(k\)-body interactions, with \(2 \leq k < n\).

It is possible to derive a bound on \(\Gamma\) under the assumption that the operator norm of any driving Hamiltonian is bounded by some positive quantity \(E_{\text{max}}\), the interaction order is at most \(2 \leq k < n\), and the participation number, i.e. the maximum number of interactions that each unit cell can take part in, is at most \(m > 1\), obtaining

\[
\Gamma < \gamma [k^2 (m - 1) + k], \tag{8.22}
\]

where \(\gamma\) is a constant factor that does scale with the number \(n\) of cells (see Fig. 8.6 for an example) \([4]\). Such a result is obtained by performing a Trotterization of the unitary evolution, decomposed in terms of a set of \(k(m - 1) + 1\) circuits, each of which is given by piece-wise time-independent Hamiltonians that have up to \(k\)-body interactions.

On one hand, this result rules out the possibility of increasing the number of cells in the battery in order to enhance its charging power. On the other, it clearly shows the importance of the order \(k\) of the interactions as an effective resource in these charging schemes.

---

\(^5\)For example, in the case of 2-level systems such interactions have non-trivial components proportional to products of \(n\) Pauli operators \(\sigma_i^{(1)} \otimes \cdots \otimes \sigma_j^{(n)}\), with \(i = 1, 2, 3\).
8.3.7 Cycle Precision

Earlier in this section we discussed the importance of time-energy uncertainty relations, and how they set a bound on the minimum time required to perform the unitary cycles that we considered to charge quantum batteries. As large power corresponds to short times, short times lead to large work fluctuations, which, in turn, lead to inaccuracy. Such trade-offs between a cycle’s precision and power have to be carefully addressed, in order to avoid the likely scenario of depositing a hazardous amount of energy [13]. Charging precision can be explored minimizing either the standard deviation of the final energy, or the fluctuations during the charging process [13].

This problem has been addressed by Friis and Huber who considered a model given by a number of harmonic oscillators in the canonical Gibbs state $\omega_{\beta}$, where $\beta$ is the inverse temperature of the battery, which are then charged by means of unitary operations. The authors suggest the use of Gaussian unitary operations, i.e. those unitary operations that preserve the system in the space of Gaussian states, motivated by the fact that such operations are of accessible experimental realization. Gaussian operations also represent a trade-off between performance and feasibility: The authors are able to identify pure single-mode squeezing as the least-favourable operations, when one wishes to obtain precise charging of single-mode batteries, while they indicate combinations of squeezing and displacements as the most accurate and accessible operations [13].

8.4 Possible Implementations

The study of quantum batteries is fundamentally driven by the ambition of realizing devices of atomic and molecular size, which could gain a considerable advantage over their macroscopic counterparts for some particular tasks, so, as theoretical advancements lead the way, we must also consider experimental realizations: Fundamental milestones, such as the implementation of optimal extraction protocols, or that of an extensive quantum advantage, would be of exceptional impact.

Here we summarize some of the possible experimental scenarios that authors have indicated, such as spin-chains [14], nanofabricated quantum dots coupled to cavities, and superconducting qubits [12].

8.4.1 Cavity Assisted Charging

The collective terms required to maximize the charging power can be recovered by coupling the batteries to an electromagnetic field, where collective coherences lead to superradiance [4, 12]. In particular, Ferraro et al. use a Dicke model to powerfully charge an array of 2-level systems coupled with a quantized single-mode electromagnetic field [12].
Ferraro et al. propose a Dicke model for a cavity-assisted quantum battery that can be charged both locally (a) and globally (b), as represented by this scheme. The cavity’s single mode frequency is given by $\omega_c$, while the energy-splitting of each 2-level system is characterized by $\omega_a$. This model can be used to obtain effective $n$-body interactions between the $n$ unit cells, and achieve a quantum advantage $\Gamma \propto \sqrt{n}$.

The model considered – schematically represented in Fig. 8.7 – is given by the time-dependent Dicke Hamiltonian

$$H^{(n)} = \hbar \omega_c \hat{a}^\dagger \hat{a} + \omega_a \hat{J}_z + 2 \omega_c \lambda_t (\hat{a}^\dagger \hat{a}^\dagger), \quad (8.23)$$

where $\hat{a}, \hat{a}^\dagger$ are the creation and annihilation operator for the single-mode cavity with frequency $\omega_c$, while

$$\hat{J}_i = \frac{\hbar}{2} \sum_{l=1}^n \sigma_i^{(l)}, \quad (8.24)$$

are the components of the collective spin operators expressed in terms of Pauli operators $\sigma_i^{(l)}$ of the $l$th 2-level system. The energy splitting of each 2-level system is given by $\hbar \omega_a$, which is tuned in order to reach resonance with the cavity, i.e. $\omega_a = \omega_c$. Control is achieved by adjusting the strength of the coupling $\lambda_t$ between cavity and array.

First, the system is initialized in state

$$|\psi^{(n)}(0)\rangle = |n\rangle \otimes |G\rangle, \quad (8.25)$$

where $|G\rangle = \otimes^n |g\rangle$, and where $|n\rangle$ is the Fock state of the cavity with $n$ photons in its single mode, and where $|g\rangle$ is the ground state of the 2-level system. Charging is performed by turning on the coupling $\lambda_t$ to some fixed value $\bar{\lambda}$, before switching it off at a later time $\tau_c$. Note that, in this case, while battery and cavity undergo the unitary evolution the battery alone evolves according to a non-unitary map. In particular, the energy $W(\tau_c)$ stored at time $\tau_c$ is calculated with respect to the array.
of two-level systems (i.e. the battery), and thus associated with \( \omega_c \hat{J}_z \), rather than the whole internal Hamiltonian \( H_0^{(n)} = \omega_c \hat{J}_z + \hbar \omega_c \hat{a} \hat{a}^\dagger \).

The authors compare the maximum charging power that can be obtained in the collective case with the one that can be obtained via parallel charging, where the latter corresponds to a collection of \( n \) independent Hamiltonians \( H^{(1)} \). They show that, in the limit of large \( n \), the best charging power of the collective approach is up to \( \sqrt{n} \) times larger than that of the parallel approach

\[
\frac{\max[\langle P_\parallel \rangle]}{\max[\langle P_\parallel \rangle]} \leq \sqrt{n}, \tag{8.26}
\]

modulo some constant factor that does not depend on the number \( n \) of 2-level system considered in the protocol [12].

In the same work, Ferraro and colleagues discuss the tasks of storage and discharging, and the feasibility of the solid-state Dicke model described in their work, which can be realized by means of superconducting qubits or nanofabricated semiconductor quantum dots [12]. We now review another possible implementation of quantum batteries, proposed by Le et al., which consists in a spin-chain model characterized by many-body interactions [14].

### 8.4.2 Spin-Chain Battery

The common denominator of the batteries described so far in this chapter is the local nature of the internal Hamiltonian given by Eq. (8.9). As an alternative to such models one can consider a system composed of \( n \) unit cells whose internal Hamiltonian contains \( k \)-body interactions.

Le et al. specifically consider a one-dimensional Heisenberg spin-chain (2-level systems) characterized by 2-body interactions \((k = 2)\) with arbitrarily long range, which can lead to large values \( m \) of the participation number. Their internal Hamiltonian \( H_0^{(n)} = H_B + H_g \) is given by two terms,

\[
H_B = B \sum_{i=1}^{n} \sigma_z^{(i)}, \tag{8.27}
\]

\[
H_g = - \sum_{i<j} g_{ij} [\sigma_z^{(i)} \otimes \sigma_z^{(j)} + \sigma_x^{(i)} \otimes \sigma_x^{(j)} + \sigma_y^{(i)} \otimes \sigma_y^{(j)}], \tag{8.28}
\]

where \( g_{ij} \) is the interaction strength between different spins, while \( \alpha \) can be tuned to recover Ising \((\alpha = 0)\), XXZ \((0 < \alpha < 1)\), and XXX \((\alpha = 1)\) Heisenberg models, respectively [14]. The system is then charged using an external field \( V = \omega \sum_i \sigma_x^{(i)} \), while turning off \( H_B \), in order to obtain the driving Hamiltonian \( H^{(n)} = H_g + V \), which generates a time-independent unitary evolution \( U_t = \exp\{-iHt\} \).
The remarkable difference between this model and the others reviewed so far is that the eigenstates of the internal Hamiltonian $H_0^{(n)}$ can be entangled, if the coupling strength $g_{ij}$ is non-vanishing, due to the presence of 2-body interactions between the spins. For this reason, rather than following a path from an initial to a final separable state, the authors study a quantum advantage $\Gamma = \langle P \rangle / \langle P_{\text{ind}} \rangle$ that is given by the ratio between the power $\langle P \rangle$ of some charging strategy and that $\langle P_{\text{ind}} \rangle$ of the best independent driving ($g_{ij} = 0$). In particular, in this case the energy can be stored in the interactions between the different spins.

The findings of Le and coauthors shed some light on the importance of correlations and many-body interaction for the charging power: first of all, they show that the isotropic coupling of the XXX Heisenberg model, i.e. $\alpha = 1$, leads to completely independent charging of each spin, thus to no advantage. Conversely, the full anisotropy of the XXZ model, i.e. $\alpha = -1$, leads to much higher power compared to the independent case.

Another important result is obtained when authors study the case of strong coupling $g \gg \omega$ in order to recover effective $n$-body interactions. They find that the strength of such effective interactions in their model necessarily decreases with their ability to produce them, since they are only valid in a perturbative regime. As a result, the charging power of the battery is actually worse than that of the independent charging, and vanishes in the limit of large $n$.

An interesting quantum advantage for the charging power becomes evident in the weak interaction case, i.e. when $\sum_{i<j} g_{ij} \ll n\omega$. In particular, if the spin-spin interactions have finite range (or if the coupling strength decays more rapidly as their distance increase), such as for nearest neighbour interactions (see Fig. 8.8a), the power is enhanced only by a factor that is constant in $n$. When the coupling strength decays as $1/|i-j|$, where $i$ and $j$ are ordered spins $i$ and $j$ along the chain, the power grows super-extensively, and an advantage proportional to $\log n$ can be achieved (see Fig. 8.8b). Finally, for uniform interaction strength the authors recover the extensive power advantage described by Eq. (8.20) (see Fig. 8.8c). These results are in full agreement with Eq. (8.22), when the interaction is $k = 2$, and when the participation number $m$ is limited by the specific range of the coupling ($m$ can be arbitrarily large in the last case), which reflect the symmetry between the roles of internal ($H_0$) and driving ($H$) Hamiltonians: Here, the driving Hamiltonian is local and does not increase the correlations between different spins, while the power advantage is given by the extra energy stored in the 2-body interactions provided by the internal Hamiltonian.

Le’s results also reinforce one of the results by Campaioli et al. about the role of correlations: The infinite-ranged interacting spin chain behaves like a global classical spin in the limit of large $n$, while providing the largest power enhancement, supporting the conclusion that quantum correlations are unnecessary for the efficient operation of such a many-body battery [4, 14].
Le et al. consider a many-body spin-chain model to obtain a quantum battery in Ref. [14], as described in Eqs. (8.27) and (8.28). They study the dependence of the achievable quantum advantage on the interaction range in the weak coupling regime ($\sum_{i<j} g_{ij} \ll \omega$), showing that nearest-neighbour interactions (a) lead to an advantage that does not depend on the number $n$ of unit cells, long-range interactions (b) $g_{ij} \propto 1/|i-j|$ lead to $\Gamma \propto \mathcal{O}(\log n)$, while uniform interactions (c) $g_{ij} = g$ lead to an extensive advantage. Their findings are in agreement with Eq. (8.22), when order of the interaction $k$ and participation number $m$ are considered.

### 8.4.3 Coupled Cooper Pair Boxes

As mentioned earlier in this section, another implementation could be obtained by means of cooper pair boxes (CPBs) charged via gate pulses [12]. The motivation of using such systems comes from the fact that they have well defined charging energies, they are scalable and can be produced in large numbers, they are relatively easy to fabricate and allow for the design of local and two-body interactions.

A CPB comprises a small conducting island, typically made of aluminum, coupled to a conducting reservoir via a small Josephson junction. The junction allows for the tunneling of a Cooper pair, i.e. a pair of electrons bonded by lattice deformation, between reservoir and island. Restricted to a pair of adjacent energy levels, such a device provides a 2-level system with logical states $|0\rangle$ and $|1\rangle$, associated to the absence/presence of an extra Cooper pair on the island, that can be used to implement 1-body and 2-body quantum gates [24], such as NOT and SWAPS. Due to the small capacitance of the island, the tunneling of a pair requires a significant amount of energy, which can also be adjusted by a gate voltage. Since CPBs are characterized by a well-defined charging energy they are also called charge qubits, and could be thought of as elementary 2-level batteries, such as the one described in Fig. 8.1.

Since pairs of CPBs can be coupled to each other by means of junctions between their islands [24], engineering two-body interactions that could be used to obtain an advantage for the charging power becomes a promising, as well as challenging task.

---

*More precisely, CPBs are referred to as charge qubits in the large charging energy regime; when the charging energy is small, they are referred to as flux qubits.*
As mentioned earlier in this chapter, such advantage would benefit of the order of the interactions $k$ (here $k = 2$), resulting in a charging time that could be up to two times shorter than that of any local charging procedure, when fairly compared to the case of independent CPBs.

Along with the practical implementations that we have discussed, there are many other problems that have to be addressed in order to bring quantum batteries to their first realizations, which we discuss in the next section.

8.5 Discussion

Until now we have considered reversible charging and extraction procedures performed via cyclic unitary operations, where initial and final states of the battery are invariant under the action of the internal Hamiltonian $H_0$: In such a case, once the driving field $V(t)$ is turned off the battery remains in the desired charged state for arbitrarily long times. However, it is sensible to think that such small and sensitive systems would interact, albeit weakly, with the surrounding environment, which could dissipate the energy stored.

In order to preserve the energy stored for reasonably long times it is fundamental to understand how to counteract the action of the environment. The latter could manifest itself by inducing decoherence, amplitude damping, and energy dissipation. Such a task could be approached with tools of quantum optimal control [25–27], but nobody has addressed this problem for the specific case of quantum batteries yet. On one hand it is easy to identify the most interesting tasks, such as energy stabilization, powerful charging and optimal work extraction. Instead, modelling system-environment dynamics requires more attention, since it is not clear how quantum batteries would be realized in practice. For this reason, looking for experimental realization is just as important as optimizing charging, extraction and stability under the effect of the environment.
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9.1 Introduction

It is not easy to guess whether the performance of a thermal machine would improve or deteriorate, were the machine operated in the quantum regime. Intrinsic noise will certainly be a nuisance, while coherence and entanglement may prove additional resources if properly harnessed. Designing a thermal machine with “quantum supremacy” would be a major breakthrough in quantum thermodynamics. This chapter focuses on rotor engines, a promising testbed for identifying genuine quantum features in thermal machines.

By engine, we understand a thermal machine that operates between two thermal reservoirs, the hot and the cold bath, transforming heat from the hot bath into useful energy. In fact, the paradigmatic use of an engine is to generate directed motion. With this in mind, we consider engines in which the working medium is coupled to a rotor [1–3]. Its rotation leads to an unambiguous definition of mechanical output (work) in terms of directed motion.

The rotor engine will be autonomous, like the engine of a car: once started, the cycle is self-sustained by interplay of gears and shafts (the driver’s pedal controls
the effective temperature of the hot bath). An autonomous engine keeps accelerating in the absence of friction or load [1–11]; when these are present, they determine the timing of the cycle in the steady state. By contrast, textbook studies of engine cycles (see Chap. 3) tend to consider driven engines [2, 12–17]. Their dynamics is simpler, since the timing of the cycle is fixed, determined by an external clock. However, claims on the efficiency of such engines are to be made with care, as the energy needed to operate the driving system must be taken into account.

That being said, a rotor and a clock are very similar. We use this similarity in Sect. 9.2 to introduce rotor engines. We start off with a textbook example of a time-dependent driven system and demonstrate how its time dependence can be mapped to a rotor degree of freedom. This clarifies also the dual role of the rotor in the autonomous engine: it can be seen both as an internal engine clock and as a work repository. We then discuss various definitions of work, notably comparing intuitive ones based on the rotor’s motion with axiomatic ones like the ergotropy. In Sect. 9.3, we compare the dynamics of the quantum model with the corresponding classical dynamics. Since throughout the paper our working mode will be a qubit, this comparison will introduce two classical spin models: (i) a coin-flip toy model, based on biased thermal coin flipping rate equations; and (ii) a classical magnetic moment with linear coupling to harmonic oscillator baths.

9.2 From Clock-Driven Engines to Rotor Engines

Consider a generic finite-time heat engine scheme comprised of a working medium and an external clock with characteristic frequency $\omega$ [Fig. 9.1a]. Its autonomous counterpart is obtained by replacing the clock with an embedded quantum rotor [Fig. 9.1b]. For the mathematical formulation in terms of a dynamical open quantum system model we will follow Alicki’s derivation [18].

9.2.1 Mathematical Model of a Clock-Driven Engine

As working medium, we choose a simple quantum system: a single or a few qubits, or harmonic modes with bare Hamiltonian $\hat{H}_0$. The role of this medium is to perform and receive work $W$ and to mediate a heat transfer between a hot and a cold reservoir, $Q = Q_h + Q_c$. These reservoirs can be conventional thermal baths at different temperatures $T_h > T_c$, but we may also consider non-standard resources such as squeezed baths [19–24] or continuous measurement processes that effectively inject entropy like a heat bath. Here, the coupling to the reservoirs shall be described by time-modulated Lindblad dissipators $L_{h,c}$ acting on the state $\rho$ of the working medium. Assuming the clock is sufficiently slow and the time modulations weak, one derives the master equation [18].
Fig. 9.1  

(a) Sketch of a clock-driven quantum engine with fixed cycle frequency $\omega$. The heat exchange between the engine’s working medium and a hot and a cold reservoir is synchronized to the ticking clock pointer by virtue of periodic coupling functions $f_h, c(\omega t)$, while a time-periodic modulation of the medium’s energy provides the interface for work in- and output. 

(b) Autonomous engine version, where the clock is replaced by a quantum rotor with angle $\hat{\varphi}$ and moment of inertia $I$. The fluctuating angular motion determines the cycle frequency, modulates the working medium energy and serves as a flywheel energy storage.

\[
\begin{align*}
\partial_t \rho &= -\frac{i}{\hbar} \left[ \hat{H}_0 + \hat{H}_{\text{int}}(\omega t), \rho \right] + \mathcal{L}_{\text{heat}}^{\text{rot}} \rho + \mathcal{L}_{\text{cold}}^{\text{rot}} \rho. 
\end{align*}
\] (9.1)

What dissipators are used to model the reservoir interaction for a given working medium determines whether the master equation is valid and thermodynamically consistent. In the case of weak coupling to thermal baths, for example, consistency with the second law is achieved if each dissipator would by itself describe thermalization of the whole system, i.e. drive the state $\rho$ towards thermal equilibrium with the respective bath. However, when the working medium is a composite system, one often resorts to simpler dissipators that describe local thermalization of individual subsystems instead. Such an approximate treatment is only justified in the limit of weak intrinsic coupling between the subsystems [25–28].

The function of the clock in (9.1) is three-fold. First, it determines the duration $\tau = 2\pi/\omega$ of an engine cycle. Second, it describes a modulation of the system energy by means of a periodic interaction Hamiltonian, $\hat{H}_{\text{int}}(\omega t) = \hat{H}_{\text{int}}(\omega t + 2\pi)$, and thereby provides the interface for work insertion and extraction. Third, it synchronizes the dissipative coupling between the working medium and the reservoirs in such a way that a net amount $W$ of work is generated over each cycle. Note that, instead of idealized sequences of clearly separate heat and work strokes, we consider here continuous engine cycles with harmonic modulations of the working medium and the thermal coupling strengths, $\hat{H}_{\text{int}}(\omega t)$ and real-valued $f_h, c(\omega t)$ to be specified below.
9.2.1.1 Work Output and Energy Input

For the clock-driven engine, the work output is defined by separating the time-dependent modulation of the system Hamiltonian from the energy exchange with the reservoirs through the dissipators. The rate at which work is performed by the system at some time \( t \) is then given by the output power

\[
\dot{W}(t) = -\text{tr}\left\{ \rho(t) \partial_t \hat{H}_{\text{int}}(\omega t) \right\}.
\]

The energy input from the reservoirs, on the other hand, can be expressed in terms of the rates

\[
\dot{Q}(t) = \dot{Q}_h(t) + \dot{Q}_c(t),
\]

where the approximation holds if we are in the weak-coupling limit where the modulations of the bare system energies due to the interaction is small. For thermal reservoirs, the input will be in the form of passive, disordered energy, i.e. pure heat. But care must be taken in general, as the energy input of non-standard reservoirs could already contain a certain amount of useful work (see Chap. 2).

\[\Delta E(t) = \int_t^{t+\tau} dt' \left[ \dot{Q}(t') - \dot{W}(t') \right] = \text{tr}\left\{ (\hat{H}_0 + \hat{H}_{\text{int}}(\omega t)) [\rho(t+\tau) - \rho(t)] \right\},\]

which vanishes only in the quasi-static idealization where the system returns to its initial state after each cycle. For finite-time engines with finite-dimensional working media, the energy will typically grow over a number of periods before the engine reaches a steady limit cycle.

9.2.1.2 Driven Single-Qubit Piston Engine

As an instructive example that we will employ throughout the chapter, we consider a single qubit as working medium and the following model:

\[
\hat{H}_0 = \hbar \omega_0 |e\rangle \langle e|, \quad \hat{H}_{\text{int}}(\varphi) = \hbar g \cos \varphi |e\rangle \langle e|,
\]

\[
f_h(\varphi) = \frac{1 + \sin \varphi}{2}, \quad f_c(\varphi) = 1,
\]

\[
\mathcal{L}_j^\psi \rho = \kappa f_j^2(\varphi) \left\{ (\tilde{n}_j + 1) \mathcal{D}[\hat{\sigma}_-] \rho + \tilde{n}_j \mathcal{D}[\hat{\sigma}_+] \rho \right\},
\]

with \( \mathcal{D}[^A] \rho = \hat{A} \rho \hat{A}^\dagger - (\hat{A}^\dagger \hat{A}) \rho \) /2, and with \( \hat{\sigma}_+ = |e\rangle \langle g| \) and \( \hat{\sigma}_- = |g\rangle \langle e| \) the qubit raising and lowering operators. Here we introduced the pointer coordinate \( \varphi = \omega t \) of the clock which we shall assume to point upwards to twelve o’clock at
\( \varphi = 0 \) and describing a clockwise rotation. The modulation \( g \cos \varphi \) of the qubit frequency \( \omega_0 \) is then tied to the vertical position of the pointer ("piston"): the higher the piston, the higher the energy. Alternatively, it can be viewed as a constant pressure pushing down the piston when the qubit is excited, which corresponds to a time-dependent torque of magnitude \( \hbar g \) responsible for the work exchange.

The thermal coupling to harmonic oscillator baths of temperatures \( T_h > T_c \) and occupation numbers \( \bar{n}_{h,c} = 1/\left\{ \exp(\hbar \omega_0 / k_B T_{h,c}) - 1 \right\} \) is synchronized with the horizontal pointer position. Both baths are characterized by the same thermalization rate \( \kappa \), but while the cold one is in permanent contact to the qubit, the hot bath only couples appreciably if the clock points towards three o’clock (\( \varphi = \pi/2 \)) or around. This exact model was not studied previously but is similar to those studied in Refs. [1, 2]. To ensure validity of the weak coupling master equation (9.1), we must further assume \( g, \kappa, \omega \ll \omega_0, 1/\tau_{h,c} \) with \( \tau_{h,c} \) the bath correlation times.

It is now intuitively clear how this piston engine generates net work as the clock performs one round trip. Starting from the upper-most position, the clockwise downward motion increases the hot bath coupling, which leads to a high average qubit excitation and downward pressure. Work is generated until the lower turning point at \( \varphi = \pi \) is reached. The qubit is now predominantly coupled to the cold bath and therefore less excited on average, which results in less work being consumed in the subsequent upward motion of the pointer-piston.

Let us first analyse the quasi-static regime of slow rotation and fast thermalization, \( \omega \ll \kappa \), where the qubit is approximately kept in thermal equilibrium. In the textbook case where the hot and the cold bath coupling occur in separate engine strokes (\( f_h(\varphi) f_c(\varphi) = 0 \)), the working qubit would dissipators to either mean excitations \( p_{h,c} = \bar{n}_{h,c}/(2\bar{n}_{h,c} + 1) \), depending on the bath to which it is coupled. In the case of overlapping baths as we are considering here, at each time the qubit is in equilibrium at a \( \varphi \)-dependent effective temperature, with excitation probability

\[
    p_e(\varphi) = \frac{\bar{n}_h f_h^2(\varphi) + \bar{n}_c f_c^2(\varphi)}{(2\bar{n}_h + 1) f_h^2(\varphi) + (2\bar{n}_c + 1) f_c^2(\varphi)}.
\]

If we associate a vertical piston position \( x = x_0 \cos \varphi \) to the clock angle, then the downward pressure of the excited qubit translates into an average force \( F = \hbar g p_e(\varphi)/x_0 \). This allows us to visualize the engine cycle in a phase diagram (Fig. 9.2). For finite values of \( \omega/\kappa \), when (9.6) is not valid, \( p_e(\varphi) \) is obtained from a numerical simulation of the dynamics, for which we used the QuTiP package [29].

The enclosed area gives the net work output per cycle. In the ideal quasi-static limit \( \omega \ll \kappa \), this is given by

\[
    W_{\text{qst}}^{\text{cyc}} = \hbar g \int_0^{2\pi} \sin \varphi \, d\varphi \, p_e(\varphi).
\]

With growing \( \omega \), the area of the limit cycles shrinks, as the thermalization lags behind the rotation of the clock pointer.
Fig. 9.2  Phase diagrams of driven single-qubit piston engine cycles. The horizontal and the vertical axis represent the average force by the qubit (pressure) and the vertical piston position (volume), respectively. We plot the ideal quasi-static cycle \( \omega \ll \kappa \) (solid) and the finite-time limit cycles for \( \omega / \kappa = 0.1 \) (dotted) and 1 (dashed). The parameters of the plot are \((\tilde{n}_h, \tilde{n}_c) = (1, 0.1)\) and \(g = 10\kappa\). For this example, the integral in (9.7) gives 0.31, the one in (9.8) gives 0.23.

It is also instructive to look at the heat input per cycle given by

\[
Q_{h,\text{qst}}^\text{cyc} = \hbar \omega_0 \left( \frac{2\tilde{n}_h + 1}{\omega} \right) \kappa \int_0^{2\pi} d\varphi \, f_h^2(\varphi) \left[ p_h - p_c(\varphi) \right]
\]

(9.8)

for \( \omega \ll \kappa \). In the case of separate strokes, this would be \( \hbar \omega_0 (p_h - p_c) \) independent of \( \omega \). Since the cold bath is always coupled, a slower cycle leads to an excess of heat input by a factor \( \sim \kappa / \omega \).

Finally we turn to the efficiency per cycle \( \eta = W_{\text{qst}}^\text{cyc} / Q_{h,\text{qst}}^\text{cyc} \). In Fig. 9.3a, we plot it for varying engine frequencies \( \omega \) at otherwise fixed rates \( g, \kappa \) as before. The engine attains its maximum efficiency at \( \omega \sim \kappa \) (i.e. away from the quasi-static limit).

Panels (b) and (c) show the behavior of the cycle-averaged powers of work output and heat input, respectively. The efficiency is mainly determined by the behavior of the work output power, which deteriorates once the engine rotates faster than the qubit can thermalize. In this regime where \( \omega \gg \kappa \), the per-cycle work output falls to reach the quasi-static optimal value (9.7).

As for the heat input power, it assumes its quasi-static minimum (9.8) at low frequencies and increases slightly with \( \omega / \kappa \), indicating that the heat leak from the hot to the cold bath worsens when thermalization lags behind.

A velocity-dependent efficiency and output power with a sweet spot of optimal performance is typical for classical piston engines and motors. In the driven engine just discussed, it depends entirely on the intrinsic reaction time \( 1/\kappa \) of the working medium. The dependence will be different once we replace the external time depen-
Fig. 9.3 Performance of engine as a function of the driving frequency $\omega$ for the same settings as Fig. 9.2. a Efficiency $\eta$ in units of $g/\omega_0$, where $g \ll \omega_0$. b and c Cycle-averaged work output $\dot{W}$ and heat input power $\dot{Q}$ respectively. We notice that the efficiency is mostly determined by $\dot{W}$, while $\dot{Q}$ is almost constant.

dence that drives the engine by an autonomous rotor clock and introduce an actual load for steady-state work extraction.

### 9.2.2 Reformulation as an Autonomous Rotor Engine

Now we replace the external clock with a built-in engine clock. To this end, we replace the regular ticks at a fixed frequency $\omega$ with a planar rotor degree of freedom characterized by its moment of inertia $I$ and its canonical variables $\hat{\phi}$ and $\hat{L}$, as sketched in Fig. 9.1b. The dynamical variable $\hat{\phi}$ of the rotor now serves as an internal clock that sets the engine cycle. Concurrently, the rotor would act as an integrated “flywheel” that captures the work injected by the thermally driven working medium in the form of kinetic energy, $\hat{L}^2/2I$. The master equation for the autonomous engine, replacing the previous (9.1), is now given by

$$
\partial_t \rho = -\frac{i}{\hbar} \left[ \hat{H}_0 + \hat{H}_{\text{int}}(\hat{\phi}) + \frac{\hat{L}^2}{2I}, \rho \right] + \mathcal{L}_h \rho + \mathcal{L}_c \rho, \\
\mathcal{L}_j \rho = \kappa (\bar{n}_j + 1) \mathcal{D}[f_j(\hat{\phi})\hat{\sigma}_-] \rho + \kappa \bar{n}_j \mathcal{D}[f_j(\hat{\phi})\hat{\sigma}_+] \rho
$$

This master equation is valid only in the weak-coupling limit of $\hbar/I$, $g$, $\langle \hat{L} \rangle/I$, $\kappa \ll \omega_0$, where the bare qubit frequency $\omega_0$ can be removed by switching into the rotating frame [25–28].

---

1To ensure a consistent quantum description of the rotor angle, the operator $\hat{\phi}$ will appear only in the form of strictly $2\pi$-periodic functions.
Here, we see two key differences between autonomous and externally-driven engines. Firstly, (9.9) describes the evolution of a composite system that comprises both the working medium and the rotor. This means that the cycle period is no longer fixed since the frequency is now a dynamical variable with mean $\langle \hat{L} \rangle / I$. Second, the Lindblad operators in the dissipators depend on $\hat{\phi}$ and are thus operators acting on the rotor Hilbert space as well. Hence, they will not only describe the energy exchange of the working medium with the hot and cold reservoirs, but also an effective measurement backaction in the form of angular momentum diffusion. This results in an accumulation of passive, disordered energy in the rotor, with its heating rate given by

$$\dot{Q}_{\text{BA}} = \text{tr} \left\{ \frac{\hat{L}^2}{2I} (\mathcal{L}_h + \mathcal{L}_c) \rho \right\} = \frac{\hbar^2 \kappa}{4I} \sum_j \text{tr} \left\{ (\bar{n}_j + |e\rangle\langle e|) [f'_j(\hat{\phi})]^2 \rho \right\} \geq 0 \quad (9.10)$$

Concerning the engine’s energy balance, we note once again that while $\dot{Q}_{\text{BA}}$ contributes to the total heat flow, it can be omitted in the overall energy balance in the weak-coupling limit where $g, \hbar / I, \kappa \ll \omega_0$, see (9.3). Also, $\dot{Q}_{\text{BA}}$ should be distinguished from the amount of useful work that accumulates in the form of net directed rotation. One should thus be cautious in choosing how to measure the amount of useful energy generated under autonomous operation with no load attached.

### 9.2.2.1 Autonomous Work Production

A main advantage of rotor engines is their unambiguous notion of useful energy output: the working medium generates extractable work by producing a gain in net directed rotation. This is intuitively clear from the viewpoint of classical motors and piston engines, but does it translate to the quantum regime?

We first look at the direct translation of the conventional work notion based on (9.2) to autonomous engines. The time derivative of the coupling Hamiltonian now turns into the (symmetrized) product of angular velocity and torque acting on the rotor. This leads to a classically inspired, intrinsic work rate definition,

$$\dot{W}_{\text{int}}(t) = -\text{tr} \left\{ \rho(t) \left\{ \hat{L}, \partial_{\phi} \hat{H}_{\text{int}}(\phi) \right\} \right\} . \quad (9.11)$$

It describes the rate of change in kinetic energy of the rotor caused solely by the interaction Hamiltonian, i.e. the force exerted by the working medium. The overall rate of change in kinetic energy is given by [2]

$$\dot{W}_{\text{kin}}(t) = \dot{W}_{\text{int}}(t) + \dot{Q}_{\text{BA}}(t). \quad (9.12)$$
For backaction-free engine designs, these two powers are equivalent, which matches a classical setting. However, as $\langle \hat{L}^2 \rangle$ does not encode any directionality, such a gain could also be obtained from pure heating of the rotor, and it is in general not a reliable measure for the production of useful work.

Heuristically, we can alleviate this problem if we measure the kinetic energy associated only to the net directed motion, $W_{\text{net}}(t) = \langle \hat{L} \rangle^2 / 2I$, and its time derivative\(^2\)
\[
W_{\text{net}}(t) = \frac{d}{dt} \frac{\langle \hat{L} \rangle^2}{2I} = -\text{tr} \left\{ \rho(t) \frac{\hat{L}}{I} \right\} \text{tr} \left\{ \rho(t) \partial_{\phi} \hat{H}_{\text{int}}(\hat{\phi}) \right\}.
\] (9.13)

This will always be smaller than the gain in kinetic energy, but it may exceed the intrinsic estimate (9.11) in the presence of backaction, as we shall see later in Fig. 9.4.

Alternatively, we can employ a formal upper bound on the amount of work that an external agent could ideally obtain from the engine motion at a given point in time, \textit{ergotropy} [30, 31]. In this case, an agent accessing the kinetic energy stored in the engine rotor could extract at most
\[
W_{\text{erg}}(t) = \max_{\hat{U}} \text{tr} \left\{ \frac{\hat{L}^2}{2I} \left[ \rho_r(t) - \hat{U} \rho_r(t) \hat{U}^\dagger \right] \right\},
\] (9.14)
by means of a unitary that brings the reduced rotor state $\rho_r(t)$ to a \textit{passive} state.\(^3\) Obviously, we can only speak of work \textit{output} from the qubit-rotor system given an actual physical interface or load through which energy is extracted from the engine to perform a task. Hence, $W_{\text{erg}}$ here describes an axiomatic theoretical upper bound on the extractable work at a given point in time, rather than a real-time work extraction process. For that, we refer the reader to Sect. 9.2.2.3, where we add a dissipative load to “put the wheels on the ground”.

### 9.2.2.2 Autonomous Single-Qubit Piston Engine

We will now revisit the single-qubit piston engine of Sect. 9.2.1.2 in this autonomous framework. Once again, the simulations are performed on QuTiP, with the rotor Hilbert space truncated to angular momentum eigenstates $|\ell\rangle$ with quantum numbers $-60 \leq \ell \leq 200$. The simulated dynamics are well within this window. We initialize the engine at its ground state $\rho(0) = |g\rangle \langle g| \otimes |\ell = 0\rangle \langle \ell = 0|$ such that $\langle \hat{L} \rangle = \langle \hat{L}^2 \rangle = 0$, i.e. there is no kinetic energy to start with. A different, localized initial state will be considered in Sect. 9.3 when we compare the engine to its classical counterpart. The

\(^2\)We assume that the hot and cold dissipators do not themselves contribute to a net boost of angular momentum through their angular dependence. In the present case of thermal dissipators (9.10), this is ensured for real-valued modulation functions $f_{h,c}$.

\(^3\)A passive state is a state whose energy content cannot be reduced further by means of another unitary. This implies that this state must be diagonal in the energy eigenbasis and its eigenvalues must decrease with growing energy.
Fig. 9.4 Simulation of the engine dynamics for different coupling strengths, \( g = 10\kappa \) in panels (a) and (c) and \( g = \kappa \) in (b) and (d). Panels a and b depict the time evolution of angular momentum (solid), with the shaded region covering two standard deviations. Panels c and d compare the different power output definitions: rate of change in ergotropy (solid), kinetic energy (dash-dotted) and net kinetic energy (dotted) with the power associated to the intrinsic torque (dashed). The bath temperatures are \((\bar{n}_h, \bar{n}_c) = (1, 0.1)\) and we set \(I\kappa = 10\hbar\).

The transient behavior of an autonomous engine typically depends on the initial state, and we do observe differences at short times, while the subsequent long-time trend of angular momentum gain is the same. In fact, the particular angle-dependent bath coupling ensures the rotor will eventually spin clockwise, regardless of its initial configuration.

Figures 9.4a, b compare the time evolution of angular momentum for different coupling strengths (a) \( g = 10\kappa \) and (b) \( g = \kappa \), with \((\bar{n}_h, \bar{n}_c) = (1, 0.1)\) and \(I\kappa = 10\hbar\). One could show that in the regime where \(\langle \hat{L} \rangle / I \ll \kappa\), i.e. when the rotor is just accelerating, there is a linear gain both in the mean angular momentum \(\langle \hat{L} \rangle\) of the rotor (solid line) as well as in its variance (standard deviation shaded) [1]. This means that the initial signal-to-noise ratio (the ratio between the mean and the standard deviation) increases linearly with \(\sqrt{t}\). Once the rotor gets into the regime \(\langle \hat{L} \rangle / I \sim \kappa\), the acceleration becomes smaller since the qubit could no longer thermalize effectively in this limit, which is similar to having a high driving frequency where \(\omega \sim \kappa\) for the externally-driven engine in Sect. 9.2.1.2. In the plots, this happens at \(\langle \hat{L} \rangle \approx 20\hbar\) where the gain is no longer linear.
Fig. 9.5 Rate of entropy change for the same parameter settings as Figure 9.4. The net entropy production rate (solid) is obtained by subtracting the entropy rates from the cold (dotted) and hot (dash-dotted) baths from the rate of change in von Neumann entropy of the engine state (dashed).

Figures 9.4c, d compare the work production rates for the engine motion in (a) and (b) according to the different definitions introduced in Sect. 9.2.2.1. We attribute the points of maximum powers to the critical cycle duration that is determined by the finite reaction time, reached when $\langle \hat{L}\rangle/I \sim \kappa$. Here, the heating due to backaction $\dot{Q}_{\text{BA}}$, given by the offset between $\dot{W}_{\text{kin}}$ (dash-dotted) and $\dot{W}_{\text{int}}$ (dashed), is greater when $g = \kappa$ (d) as compared to $g = 10\kappa$ (c). This is apparent from (9.10) since $\dot{W}_{\text{int}}$ scales linearly with $g$ while $\dot{Q}_{\text{BA}}$ scales linearly with $\kappa$.

The solid line depicts the time derivative of ergotropy $\dot{W}_{\text{erg}}$ and is best matched by the rate of change in net kinetic energy $\dot{W}_{\text{net}}$ (dotted) in both plots, vindicating the intuition derived from using a rotor. For the case of $g = \kappa$ (d), $\dot{W}_{\text{erg}}$ exhibits an oscillatory pattern around $\dot{W}_{\text{net}}$. The two curves meet when the mean angular momentum $\langle \hat{L}\rangle$ assumes an integer multiple of $\hbar$: this is the consequence of momentum quantization and represents the only genuine quantum signature in the otherwise incoherent rotor dynamics [2].

Leaving the ambiguity of intrinsic work notions aside, the use of composite open quantum systems as autonomous engine models also raises the question of thermodynamic consistency. Specifically, the second law may or may not hold, depending on whether and how the master equation describes thermalization of the engine system with each of the reservoirs [18, 26] (see also Chap. 2). Here, as a consistency check, we show the relevant entropy rates for $g = 10\kappa$ in Fig. 9.5. The net entropy production rate (solid) is obtained by subtracting the contributions due to the cold (dotted) and hot (dash-dotted) baths, given by $\dot{S}_j = Q_j/k_B T_j$, from the time derivative of the von Neumann entropy $S_{\text{sys}} = -\text{tr} (\rho \ln \rho)$ of the engine state (dashed). In this case, we see that the net entropy production would always remain positive as it decays to a steady value of approximately $0.21k_B\kappa$. 
9.2.2.3 Work Extraction by a Dissipative Load

So far, we discussed the transient work output under autonomous operation and illustrated that the kinetic energy associated to the net directed motion of the rotor follows closely with the maximum amount of work that can be extracted (ergotropy). However, we see also the drop in transient powers once the rotor gets into a critical regime \( \langle \hat{L} \rangle / I \sim \kappa \). Hence, in most practical scenarios, work extraction would instead take place real-time via the attachment of an external load such that the engine operates at a steady state. Here, we introduce a dissipative load by means of an additional Lindblad term \( \mathcal{L}_r \) to the master equation (9.9)

\[
\mathcal{L}_r \rho = \frac{2 k_B T_r I \gamma}{\hbar^2} \left( \mathcal{D} \left[ \cos \hat{\phi} - \frac{i \hbar \sin \hat{\phi} \hat{L}}{4 k_B T_r I} \right] \rho + \mathcal{D} \left[ \sin \hat{\phi} + \frac{i \hbar \cos \hat{\phi} \hat{L}}{4 k_B T_r I} \right] \rho \right),
\]

(9.15)

which describes angular momentum decay at a rate \( \gamma \) and effective thermalisation to a Gibbs-like state at temperature \( T_r \) [32]. This is analogous to the Caldeira–Leggett model of linear Brownian motion [33, 34], except that it consists of two dissipators expressed in terms of trigonometric functions to maintain \( \hat{\phi} \)-periodicity and rotor symmetry.

At steady-state operation, the output power \( \dot{W}_{\text{load}} \) is given by the energy that flows into the load per unit time,

\[
\dot{W}_{\text{load}} = -\text{tr} \left\{ \left[ \frac{\hat{L}^2}{2I} + \hat{H}_{\text{int}}(\hat{\phi}) \right] \mathcal{L}_r \rho \right\} \approx \dot{W}_{\text{int}} + \dot{Q}_{\text{BA}},
\]

(9.16)

and we expect that this balances the net heat flow from the thermal baths. Figure 9.6 shows the steady-state \( \dot{W}_{\text{int}} \) (solid) and \( \dot{W}_{\text{load}} \) (dotted) for different coupling strengths \( g \) where (a) \( g = 10 \kappa \) and (b) \( g = \kappa \), with the same parameter settings as Fig. 9.4. We see that the maximum steady-state power to the load (dotted) exceeds the maximum for the ergotropy rate without load (dashed line). This is because in contrast with ergotropy, a dissipative load would not be able to distinguish between the energy associated to useful directed motion and passive energy, and it can extract both. Notice also that the two output powers deviate more for small coupling \( g \) (b) as a result of a greater heating due to backaction, seen also in the transient case (Fig. 9.4).

In the limit where \( \gamma \rightarrow \infty \), \( \dot{W}_{\text{int}} \) decays to zero, that is the rotor is eventually stopped by the large dissipation rate. In the same limit, \( \dot{W}_{\text{load}} > 0 \) as a result of backaction-induced momentum diffusion due to continuous exchange of excitations between the baths and the working medium, which enters the rotor via the coupling functions \( f(\varphi) \).
Having introduced the model of the engine, we can go back to the main motivation stated in the introduction: look for genuine quantum features that may either enhance or deteriorate the performance of thermal machines, compared to a classical implementation.

One systematic approach to this problem, which is discussed in detail in Chap. 4, is to identify the effects of quantum coherence in a given quantum system by comparing it to an incoherent stochastic process with equivalent energy balance. This approach is at risk of wiping out any notion of coherence, including the coherence between modes that is allowed in classical physics.

Here, we rather look for a classical description of the degrees of freedom and their dynamics. The two approaches are known to give different results [35]. Building such a classical analog requires some choices. For instance, in a dissipator like (9.10), one has to decide how to deal with the contribution of spontaneous emission. Here, in order to translate the single-qubit piston engine into a classical framework, we need to define a classical system that mimics a qubit. We explore two possibilities: a heuristic coin flip model where the qubit is replaced by a bit, much in the spirit of the coherent-versus-incoherent method; and a more physical spin precession model, where the qubit is turned into a classical magnetic moment.

Further, in the comparison, the initial condition of the quantum evolution of the rotor should no longer be its delocalized ground state of motion $|\ell = 0\rangle$, because it has no classical analogue. Instead, we employ a localized wave packet at rest for the initial rotor state, described by the periodic von Mises wavefunction [36]

$$
\langle \varphi | \psi \rangle = \frac{e^{i\cos(\varphi - \mu)/2\sigma^2}}{\sqrt{2\pi I_0 (\sigma^2)}}.
$$

(9.17)
with $I_0 \left(\sigma_{\phi}^{-2}\right)$ a modified Bessel function. This choice approximates a Gaussian wave packet on the circle, localized at rotor position $\mu_\phi$ with standard deviation $\sigma_\phi$ in the limit where $\sigma_\phi \ll 1$. It follows that the momentum distribution is also approximately Gaussian with standard deviation satisfying $\sigma_\phi^2 \sigma_\ell^2 = \frac{1}{2}$. In classical simulations, where the angle can always be unwrapped to an unbounded coordinate, we can emulate this quantum state easily by considering Gaussian distributions for both the rotor’s position and momentum. In all subsequent comparisons, we consider an initial rotor state defined by $(\mu_\phi, \sigma_\phi^2) = (\pi/2, 0.1)$ and $(\mu_\ell, \sigma_\ell^2) = (0, 10)$.

### 9.3.1 Coin Model

Heuristically, we can recast the autonomous single-qubit engine model introduced in Sect. 9.2.2 into a classical system comprised of one bit and a rotor, driven by telegraphic noise with an angle-dependent bias. For this, we note that the quantum engine dynamics in (9.9) depends solely on whether the qubit is excited, but not on its coherence between ground and excited state. Hence, we can simply read off the angle-dependent excitation rate from the master equation and introduce discrete noise that flips a classical “coin” bit between its states 0 and 1 at the rate

$$\dot{p}_0(\varphi) = -\dot{p}_1(\varphi) = \kappa \sum_{j=h,c} f_j^2(\varphi) \left[ (\bar{n}_j + 1) p_1(\varphi) - \bar{n}_j p_0(\varphi) \right].$$

(9.18)

When excited, the coin shall exert a torque on the classical rotor, which can be represented by a set of stochastic differential equations for the coin state $C_t \in \{0, 1\}$ and the rotor variables,

$$dC_t = [1 - C_t] dN_0 - C_t dN_1,$$

$$d\varphi_t = \frac{L_t}{I} dt, \quad dL_t = \hbar g C_t \sin \varphi_t dt.$$

(9.19)

The $dN_{0,1} \in \{0, 1\}$ are two independent random increments with expectation values

$$E[dN_m]_t = \kappa \left[ (\bar{n}_h + m) f_h^2(\varphi_t) + (\bar{n}_c + m) f_c^2(\varphi_t) \right] dt.$$  

(9.20)

We remark that the flipping noise in the coin model is simply a one-to-one translation of the quantum noise using the same parameters, i.e. it is not derived from a physical model of energy exchange with a classical thermal bath. This highlights the possibility of using alternative entropy sources apart from standard thermal baths to drive quantum or classical engines.

Figure 9.7 compares the engine dynamics for different coupling strengths $g$, similar to the settings used in Fig. 9.6 where (a) $g = 10\kappa$ and (b) $g = \kappa$. For both param-

---

4Notice that we choose to keep the contribution of spontaneous emission.
eter settings, the coin flip model (dashed) predicts similar average behavior but the difference in terms of momentum noise is apparent for small $g$. This is because contrary to the quantum case, the coin model is backaction-free, i.e. the noise input that flips the coin does not affect the increment of the angular momentum variable. On the other hand, the Lindblad dissipators (9.10) in the quantum model describe momentum diffusion or, complementarily, decoherence in the angle representation and we see earlier from Fig. 9.6 that backaction noise is more prominent for small $g$.

### 9.3.2 Magnetic Moment Model

We have shown that the coin flip model, while reproducing the average behavior of the quantum engine, is unable to capture the effects of backaction noise. To include this aspect of the quantum dynamics in a classical setting, we consider a physical model describing a precessing magnetic moment [37], which now replaces the qubit as the working medium.

In this case, a classical magnetic moment vector $\mu_0 m$ precesses about an external magnetic field $\mathbf{B} = B_{\text{ext}} \hat{z}$, where $m = m_x \hat{x} + m_y \hat{y} + m_z \hat{z}$ can be interpreted as the analogue of a quantum spin vector. The free Hamiltonian of the working medium is then given by $H_s = \hbar \omega_0 m_z$, where $\omega_0 = \mu_0 B_{\text{ext}} / \hbar$. The interaction between the rotor and the spin is determined by the magnitude of magnetic moment along $+\hat{z}$, and is described by $H_{\text{int}} = \hbar g (m + m_z) \cos \varphi$. This system is then coupled linearly to a set of classical harmonic oscillators that serves as the thermal baths via the coupling functions $f_j(\varphi)$ introduced earlier. The Langevin equations governing the dynamics of the engine are given by
\[\begin{align*}
\mathbf{d}m_z &= -\kappa \left[ f_h^2(\varphi) + f_c^2(\varphi) \right] \frac{m^2 - m_z^2}{m} \mathbf{d}t - 2\kappa \left[ \varepsilon_h f_h^2(\varphi) + \varepsilon_c f_c^2(\varphi) \right] m_z \frac{m}{m} \mathbf{d}t \\
&\quad + \sqrt{2\kappa \left( \varepsilon_h f_h^2(\varphi) + \varepsilon_c f_c^2(\varphi) \right) m^2 - m_z^2} \mathbf{d}W_1, \\
\mathbf{d}L &= \hbar g (m + m_z) \sin \varphi \mathbf{d}t + \hbar \sqrt{2\kappa \left( \varepsilon_h f_h^2(\varphi) + \varepsilon_c f_c^2(\varphi) \right) m^2 - m_z^2} \mathbf{d}W_2.
\end{align*}\]

where \(\mathbf{d}W_{1,2}\) denote two independent real-valued Wiener increments of variance \(\mathbf{d}t\).

Note that backaction enters this model in the noise term present in the equation of motion for the angular momentum. For a physical comparison between the two models, we assume the same bath temperatures, where the classical excitation numbers are now determined by \(\varepsilon_{h,c} = k_B T_{h,c}/\hbar \omega_0\). We also set the magnitude of the spin vector to \(m = 1/2\).

Similar to previous settings, Fig. 9.8 compares the quantum and classical engine dynamics at two different coupling strengths. As expected, the classical spin model (dashed) predicts greater momentum noise as a result of the backaction term, which is now comparable to the quantum prediction (solid) both in the case of large (a) and small (b) coupling strengths. However, the average behavior differs significantly, which we attribute to the different thermal statistics. When considering a spin-1/2 of frequency \(\omega_0\) coupled to a bath of temperature \(T\), we get

\[\langle m_z \rangle = \frac{k_B T}{\hbar \omega_0} - \frac{1}{2} \coth \left( \frac{\hbar \omega_0}{2k_B T} \right), \quad \langle \hat{\sigma}_z \rangle = -\frac{1}{2} \tanh \left( \frac{\hbar \omega_0}{2k_B T} \right), \quad (9.22)\]

since the classical spin assumes a continuous \(m_z\) value ranging from \([-1/2, 1/2]\) while the quantum one only takes discrete values \(\pm 1/2\). In principle, one could align the average behaviors by matching the mean spin values, but that would imply different bath temperatures for the quantum and the classical case.

### 9.4 Conclusion

Drawing analogy from classical engines capable of generating directed motion, we introduced the use of rotors in quantum engines. We first started off with a textbook example of a driven engine cycle, and demonstrated how the use of a rotor facilitates the mapping of the time-dependence \(\omega t\) to an autonomous setting characterized by \((I, \hat{\varphi})\) and see explicitly the role of the rotor as an internal clock that sets the engine cycle as well as a work storage. In particular, there is an intuitive notion of the useful work stored, in that the energy associated to the net motion actually matches the axiomatic maximum work extraction (ergotropy). We then looked at real-time work extraction by subjecting the rotor to an external dissipative load, and showed that the steady-state power can exceed the maximum ergotropy rate in the transient operation.
Finally, we compared the dynamics of the engine in entirely classical frameworks. If the qubit is replaced with a coin-flip model driven by telegraphic noise, the predicted dynamics is less noisy because it does not incorporate backaction. If the qubit is replaced by a classical magnetic moment driven by linearly coupled harmonic oscillators, the average behavior is somewhat worse for a given choice of the temperatures of the baths. While these differences, at first glance, may point to quantum effects (a detrimental one in the first case and an advantageous one in the second), the general behaviors are similar to the quantum one: in particular, we do not find any evidence of “quantum supremacy”. However, rotor-based engines with classical counterparts provide a testbed for future studies of genuine quantum effects in quantum heat engines.
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Part II
Fluctuating Work and Irreversibility in the Quantum Regime
Recent advances in experimental techniques allow one to measure and control systems at the level of single molecules and atoms. Here gaining information about fluctuating thermodynamic quantities is crucial for understanding nonequilibrium thermodynamic behavior of small systems. To achieve this aim, stochastic thermodynamics offers a theoretical framework, and nonequilibrium equalities such as the Jarzynski equality and fluctuation theorems provide key information about the fluctuating thermodynamic quantities. We review the recent progress in quantum fluctuation theorems, including the studies of Maxwell’s demon which plays a pivotal role in connecting thermodynamics with information.
10.1 Introduction

The fluctuation theorem (FT) may be regarded as a modern clue to the problem raised by Loschmidt, who posed a serious question about irreversible processes in time-reversal-symmetric dynamics [1]. In accordance with time-reversal symmetry, the entropy production can be negative albeit with an exponentially small probability [2, 3], which provides a new insight into our understanding about the arrow of time [2, 4]. The averaged entropy production is, however, always nonnegative, consistent with the second law of thermodynamics.

The FT reveals fundamental properties of the entropy production under nonequilibrium dynamics, which has opened up the field of stochastic thermodynamics [2, 3, 5, 6]. Various types of FT have been discussed in literature [7–15], and they can be obtained in a unified way by starting from the detailed FT [3]. In particular, the Jarzynski equality [9] and the Crooks FT [10] allow one to determine the equilibrium free energy through measurements of nonequilibrium work [16, 17]. Experimentally, the classical FT is relevant to classical small systems such as biomolecules, molecular motors, and colloidal particles, while its quantum counterpart is relevant to quantum devices such as NMR systems [18], trapped ions [19], and superconducting qubits [20].

In this article, we first review the quantum FT by focusing on the Jarzynski equality and the Crooks FT [21, 22]. These relations are applicable to externally driven quantum systems far from equilibrium, and are thus relevant to quantum devices with rapid external control. The quantum FT has been formulated for isolated systems described by unitary dynamics [23–26]. Further studies have been carried out, including the quantum FT for open quantum systems [27–32], monitored quantum systems [33–35], and quantum field theories [36–38]. In particular, the quantum jump method allows one to assign quantum work and heat along individual quantum trajectories, as in the case for classical Markov jump processes [31, 32]. For simplicity, in this article we only consider the case with a single heat bath, though the extension to the case with multiple heat baths is straightforward. This setup includes applications to quantum heat engines and quantum heat transport [39–42].

If we can access thermal fluctuations of the system via measurement and feedback control, we can establish the fundamental connections between the thermodynamic properties and the information-theoretic quantities. This setup is a modern incarnation of Maxwell’s demon [43, 44], opening an interdisciplinary field of information thermodynamics [45–47]. The fundamental bound on the capability of Maxwell’s demon has been revealed in the form of the generalized second law by including the information content [48, 49]. A generalized FT under measurement and feedback control has been derived in both classical [50, 51] and quantum [52–54] regimes.

This article is organized as follows. In Sect. 10.2, we review the second law and the FT in the quantum regime, for both isolated and open systems. In Sect. 10.3, we review the case of measurement and feedback control by Maxwell’s demon. In Sect. 10.4, we comment on related experimental studies. In Sect. 10.5, we make concluding remarks.
10.2 Second Law and Fluctuation Theorems

In this section, we utilize techniques in quantum information theory to derive the second law of thermodynamics, which sets a fundamental bound on the entropy production. We then discuss a stochastic version of the entropy production along individual quantum trajectories, and use it to derive the quantum FT. In Sects. 10.2.1 and 10.2.2, we consider a unitary time evolution of the composite system of a driven system and the heat bath. In Sect. 10.2.3, we consider Gibbs preserving maps and open quantum systems and discuss the quantum jump method to derive the quantum FT. See also Sects. 28.3 and 28.5 of Chap. 28 for the derivations of the second law in setups similar to those of Sects. 10.2.1 and 10.2.3 of this chapter.

10.2.1 Derivation of the Second Law of Thermodynamics

10.2.1.1 Setup

We consider a system S interacting with a heat bath B at inverse temperature $\beta$, described by the Hamiltonian

$$H_{\text{tot}}(t) = H_S(t) + H_B + V_{SB}(t).$$  \hspace{1cm} (10.1)

The system is assumed to be externally driven out of equilibrium with work being performed, as schematically illustrated in Fig. 10.1. We note that in our setup the external drive is represented by classical parameters through the time dependence of the Hamiltonian, while there is an alternative formulation that includes the driving system as a part of the quantum system [55, 56] (see also Sect. 26.5.2 of Chap. 26 for a potential problem of this formulation).

The initial state of the system and the bath is given by the product state

$$\rho_{SB}(0) = \rho_S(0) \otimes \rho^G_B,$$  \hspace{1cm} (10.2)

where $\rho^G_B = e^{-\beta H_B} / \text{Tr}[e^{-\beta H_B}]$ is assumed to be the Gibbs distribution of the bath. This is a crucial assumption in deriving the second law and the FT, because the Gibbs distribution is a special state that gives the maximum entropy for a given energy. The composite system evolves in time according to the Schrödinger equation, and the unitary time-evolution operator is given by $U_{SB} = T \exp \left( -\frac{i}{\hbar} \int_0^\tau dt H_{\text{tot}}(t) \right)$, where T is the time-ordering operator. The final state is then given by $\rho_{SB}(\tau) = U_{SB} \rho_{SB}(0) U^\dagger_{SB}$. The following argument is applicable to an arbitrary time-dependent control, as long as the time evolution of the composite system SB is unitary. We also note that we do not make any assumption on the size of the bath; it is not necessary to take the thermodynamic limit in the following discussions.
10.2.1.2 Second Law and Relative Entropy

We next discuss the derivation of the second law, which is shown to be fundamentally related to the non-negativity of the quantum relative entropy. First of all, the total entropy production is defined as

$$\Sigma := \Delta S - \beta Q,$$  \hspace{1cm} (10.3)

which is a key quantity for quantifying irreversibility in nonequilibrium processes. Here, \(\Delta S := S(\rho_S(\tau)) - S(\rho_S(0))\) is the change in the von Neumann entropy \(S(\rho) := -\text{Tr}[\rho \ln \rho]\) of the system, and

$$Q := \text{Tr}[H_B \rho_B^G] - \text{Tr}[H_B \rho_B(\tau)]$$  \hspace{1cm} (10.4)

is the heat absorbed by the system. Since \(-\beta Q\) is interpreted as the entropy change in the bath [57], Eq. (10.3) quantifies the total entropy produced in the composite system \(S_B\) during nonequilibrium dynamics.

By using the unitary invariance of the von Neumann entropy, we can relate the total entropy production \(\Sigma\) to the quantum relative entropy \(S(\rho||\sigma) := \text{Tr}[\rho \ln \rho] - \text{Tr}[\rho \ln \sigma]\) [58] as

$$\Sigma = S(\rho_{SB}(\tau)||\rho_S(\tau) \otimes \rho_B^G).$$  \hspace{1cm} (10.5)

The right-hand side is the relative entropy between the final state \(\rho_{SB}(\tau)\) of the composite system \(S_B\) and a reference state \(\rho_S(\tau) \otimes \rho_B^G\) where only the bath state is replaced by a new Gibbs state, which implies that entropy production is related to the relaxation of the bath. The second law can now be obtained as a direct consequence of the nonnegativity of the quantum relative entropy [21, 46]:

$$\Sigma = \Delta S - \beta Q \geq 0.$$  \hspace{1cm} (10.6)

Here, the equality is achieved if and only if \(\rho_{SB}(\tau) = \rho_S(\tau) \otimes \rho_B^G\). The second law (10.6) takes the same form as the conventional Clausius inequality, while it is applicable to arbitrary nonequilibrium initial and final states and includes the von Neumann entropy change.
Neumann entropy, instead of the Boltzmann entropy that is defined only for equilibrium states. Inequality (10.6) may also be regarded as a generalized Landauer principle as will be discussed in Sect. 10.2.1.3. If we have multiple heat baths, $\beta Q$ in (10.6) should be replaced by $\sum_i \beta_i Q_i$, where $\beta_i$ is the inverse temperature of the $i$-th bath and $Q_i$ is the heat transfer from the $i$-th bath to the system.

We next define the work performed on the system through the first law of thermodynamics:

$$W := \Delta E - Q,$$

where $\Delta E := \text{Tr}[H_S(\tau)\rho_S(\tau)] - \text{Tr}[H_S(0)\rho_S(0)]$ is the energy change of the system. Here, we assume that either (i) a weak coupling between the system and the bath or (ii) $V_{SB}(0) = V_{SB}(\tau) = 0$, so that the change in the interaction energy is negligible.

In Eq. (10.7), $W$ quantifies the energy that is injected into the composite system through the time-dependent Hamiltonian of the system via an external control. We note that in the strong-coupling regime the definition of the work is given by the energy difference of the composite system including the interaction energy [30, 59], and that an extension of (classical) stochastic thermodynamics has been studied in Refs. [60–62].

Now let us relate the entropy production to the work, and derive a bound on the work. For that purpose, we introduce the nonequilibrium free energy $F_S(t)$ of the system, which is motivated by the thermodynamic relation $F = E - TS$ in macroscopic thermodynamics [63, 64]:

$$F_S(t) := \text{Tr}[H_S(t)\rho_S(t)] - \beta^{-1}S(\rho_S(t)).$$

This reduces to the equilibrium free energy $F_{S}^{\text{eq}}(t) := -\beta^{-1}\ln \text{Tr}[e^{-\beta H_S(t)}]$ if $\rho_S(t) = \rho_S^G(t)$, where $\rho_S^G(t) := e^{-\beta(H_S(t) - F_S^{\text{eq}}(t))}$ is the Gibbs distribution of the system at time $t$. In general, (10.8) is bounded from below as

$$F_S(t) = \beta^{-1}S(\rho_S(t)||\rho_S^G(t)) + F_S^{\text{eq}}(t) \geq F_S^{\text{eq}}(t).$$

From (10.9), we see that $F_S(t)$ quantifies the (asymmetric) distance between $\rho_S(t)$ and $\rho_S^G(t)$. Using the nonequilibrium free-energy difference $\Delta F_S := F_S(\tau) - F_S(0)$, the total entropy production is related to the work as

$$\Sigma = \beta W - \beta \Delta F_S \geq 0.$$  

Therefore, the second law (10.10) gives the fundamental lower bound on the work for arbitrary initial and final states of the system.

If the initial distribution is the Gibbs distribution, i.e., $\rho_S(0) = \rho_S^G(0)$, inequality (10.10) reproduces the conventional second law of thermodynamics:

$$W - \Delta F_S^{\text{eq}} \geq 0,$$
Fig. 10.2 Energy levels of the system in the initial state (left) and the final state (right). The quantum Jarzynski equality (10.25) assumes projective measurements at \( t = 0 \) and \( t = \tau \) to specify the initial and final energies. The stochastic entropy production (10.13) is associated with an individual transition \( z \rightarrow z' \), where \( p(z, z') \) denotes the joint probability distribution.

by noting that \( F_{S}^{\text{eq}}(0) = \mathcal{F}_S(0), -F_{S}^{\text{eq}}(\tau) \geq -\mathcal{F}_S(\tau) \), and \( \Delta F_{S}^{\text{eq}} := F_{S}^{\text{eq}}(\tau) - F_{S}^{\text{eq}}(0) \). We remark that inequality (10.10) is tighter than (10.11), because (10.11) is valid for any final state, but (10.10) has an explicit dependence on the final state \( \rho_S(\tau) \).

10.2.1.3 Landauer Principle

The Landauer principle [65–68] gives the fundamental lower bound on the heat emission during the erasure of information. The second law (10.6) is regarded as a general form of the Landauer principle, if we rewrite it as

\[
-Q \geq -k_B T \Delta S, \tag{10.12}
\]

where the left-hand side represents the heat emission to the bath, and \(-\Delta S\) represents the amount of the erased information. As a simple example, we consider a qubit system and a state transformation from the maximally mixed state \( \rho_S(0) = \frac{1}{2}(|0\rangle\langle 0| + |1\rangle\langle 1|) \) to a pure state \( \rho_S(\tau) = |0\rangle\langle 0| \). Then, the von Neumann entropy of the system changes from \( \ln 2 \) to 0, which is interpreted to be the erasure of one bit of information. From (10.12), we find that at least \( |Q| = k_B T \ln 2 \) of heat should be emitted to the bath, which is nothing but the original Landauer bound [65].

10.2.2 Quantum Fluctuation Theorems

10.2.2.1 Stochastic Thermodynamic Quantities

The basic setup of quantum fluctuation theorems is the same as that discussed in Sect. 10.2.1.1. In addition, we introduce the two-point measurement scheme for the composite system \( SB \) and define the stochastic entropy production for individual trajectories of transitions (see also Fig. 10.2).
The two-point measurement scheme is implemented by two projective measurements at $t = 0$ and $t = \tau$ with the bases $\{|\psi_S(x)\rangle \otimes |E_B(y)\rangle\}$ and $\{|\psi'_S(x')\rangle \otimes |E_B(y')\rangle\}$, respectively. Here, $\{|E_B(y)\rangle\}$ is the energy eigenbasis of $H_B$, and $\{|\psi_S(x)\rangle\}$ is the eigenbasis that diagonalizes the initial density operator of $S$: $\rho_S(0) = \sum_x p_S(x)|\psi_S(x)\rangle\langle\psi_S(x)|$. Similarly, $\{|\psi'_S(x')\rangle\}$ diagonalizes $\rho_S(\tau)$ such that $\rho_S(\tau) = \sum_{x'} p'_S(x')|\psi'_S(x')\rangle\langle\psi'_S(x')|$. Then, the initial measurement gives the stochastic entropy $-\ln p_S(x)$ of $S$ and the energy $E_B(y)$ of $B$. The final measurement gives the same quantities at $t = \tau$. We then define the stochastic entropy production associated with the transition from $z := \{x, y\}$ to $z' := \{x', y'\}$ as [26, 46]

$$\sigma(z, z') := \ln p_S(x) - \ln p'_S(x') - \beta \left( E_B(y) - E_B(y') \right), \quad (10.13)$$

where the first two terms represent the stochastic entropy change of the system and the last two terms give the stochastic heat.

The joint probability of the measurement outcomes $z$ and $z'$ being observed is given by

$$p(z, z') = p(z' \leftarrow z)p_S(x)p_B^{G}(y), \quad (10.14)$$

where $p(z' \leftarrow z) := |\langle \psi'_S(x')| \otimes \langle E_B(y')|U_{SB}|\psi_S(x)\rangle \otimes |E_B(y)\rangle|^2$ is the transition probability from $z$ to $z'$, and $p_B^{G}(y) = e^{-\beta E_B(y)}/Z_B$ is the Gibbs distribution of the bath. By taking the average of $\sigma(z, z')$ with $p(z, z')$, we reproduce the total entropy production defined in (10.3): $\Sigma = \sum_{z, z'} p(z, z')\sigma(z, z')$. In addition, the probability density that $\sigma(z, z')$ takes a particular value $\sigma$ is given by

$$P(\sigma) = \sum_{z, z'} \delta(\sigma - \sigma(z, z'))p(z, z'), \quad (10.15)$$

where $\delta(\cdot)$ is the delta function.

10.2.2.2 Quantum Fluctuation Theorem

We now discuss the notion of time-reversal symmetry, which directly leads to the quantum FT. We first introduce the backward (time-reversed) protocol and the corresponding backward probability distribution $\tilde{p}(z, z')$ as follows:

1. We start from a state labeled by $z' = \{x', y'\}$ with a given probability $p'_S(x')p_B^{G}(y')$.
2. The time evolution of the backward protocol is given by $\tilde{U}_{SB}$, which connects the initial state of the backward process $|\tilde{\psi}'_S(x')\rangle \otimes |\tilde{E}_B(y')\rangle$ to its final state $|\tilde{\psi}_S(x)\rangle \otimes |\tilde{E}_B(y)\rangle$. Here, $|\tilde{\phi}\rangle := \tilde{\Theta}|\phi\rangle$ with $\tilde{\Theta}$ being the anti-unitary time-reversal operator, and $U_{SB} := T \exp(-i\int_0^\tau H_{int}(t)dt)$ with $H_{int}(t) := \hat{\Theta}H_{int}(t)\hat{\Theta}$ being the time-reversed Hamiltonian.

The backward probability distribution is then given by
\[ p(z', z) = \tilde{p}(z \leftarrow z') p'_S(x') \rho_B^G(y'), \quad (10.16) \]

where \( \tilde{p}(z \leftarrow z') := |\langle \psi_S(x) | \otimes | \tilde{E}_B(y) \rangle |U_{SB} | \tilde{\psi}_S(x') \rangle \otimes | \tilde{E}_B(y') \rangle |^2 \) is the backward transition probability from \( z' \) to \( z \).

From the unitarity of the time evolution of SB and the relation \( \hat{\Theta} U_{SB} \hat{\Theta} = U_{SB}^\dagger \), the time-reversal symmetry between the forward and the backward transition probabilities holds:

\[ p(z' \leftarrow z) = \tilde{p}(z \leftarrow z'). \quad (10.17) \]

As a consequence, we obtain the detailed FT [46, 69]:

\[ \frac{\tilde{p}(z, z')}{p(z, z')} = e^{-\sigma(z, z')} \quad (10.18) \]

We note that essentially the same argument as above has been discussed in Ref. [11] for classical Liouvillian dynamics. From Eq. (10.18), we derive other types of FTs as follows.

First, we directly obtain from \( P(\sigma) \) in Eq. (10.15) the Kurchan–Tasaki–Crooks FT:

\[ \frac{\tilde{P}(-\sigma)}{P(\sigma)} = e^{-\sigma}. \quad (10.19) \]

Here, \( \tilde{P}(-\sigma) := \sum_{z,z'} \delta(\tilde{\sigma}(z, z') + \sigma) \tilde{p}(z, z') \) is the probability distribution of entropy production \( -\sigma \) in the backward process, where \( \tilde{\sigma}(z, z') = \ln \tilde{p}(z, z') - \ln p(z, z') \) is the backward stochastic entropy production. Equality (10.19) shows that the probability of negative entropy production is exponentially small.

We can further derive the integral quantum FT [26]:

\[ \langle e^{-\sigma} \rangle = 1. \quad (10.20) \]

In fact, from Eq. (10.18), we have \( \langle e^{-\sigma} \rangle = \sum_{z,z'} p(z, z') e^{-\sigma(z, z')} = \sum_{z,z'} \tilde{p}(z, z') = 1 \), where we use the normalization condition of the backward probability distribution to obtain the last equality. By applying the Jensen inequality \( \langle e^{\delta} \rangle \geq e^{\langle \delta \rangle} \), Eq. (10.20) reproduces the second law (10.6): \( \Sigma \geq 0 \). By examining the foregoing argument, one can see that the derivation of the second law based on the quantum FT is essentially the same as that based on the non-negativity of the quantum relative entropy [46]. We also note from Eq. (10.18) that \( \Sigma \) can be expressed in terms of the classical relative entropy [70] between the forward and backward probabilities: \( \Sigma = D(p||\tilde{p}) := \sum_{z,z'} p(z, z') (\ln p(z, z') - \ln \tilde{p}(z, z')) \).

We next express the FT as a property of the characteristic function \( \chi(\nu) \) of the entropy production, which is defined by the Fourier transform of \( P(\sigma) \):

\[ \chi(\nu) := \int d\sigma e^{i\nu \sigma} P(\sigma) = \text{Tr}[V_\nu^\dagger U_{SB} V_\nu (0)(\rho_S(0) \otimes \rho_B^G) V_\nu (0) U_{SB}^\dagger V_\nu^\dagger (\tau)]. \quad (10.21) \]
Here, $V_\nu(t) = \exp[i \nu (\ln \rho_S(t) - \beta H_B)/2]$ is a unitary operator that includes the counting field for the full-counting statistics of the entropy production [21]. Similarly, let us introduce $\tilde{\chi}(\nu)$ as the Fourier transform of $\tilde{P}(\sigma)$. Then, Eq. (10.19) is expressed in terms of the following symmetry of the characteristic function:

$$\chi(\nu) = \tilde{\chi}(-\nu + i).$$  \hfill (10.22)

By taking $\nu = i$, we also find that $\chi(i) = \int d\sigma e^{-\sigma} P(\sigma) = \tilde{\chi}(0) = 1$, which is nothing but the integral FT (10.20) [22]. We note that the $n$-th cumulant of $\sigma$, written as $\langle \sigma^n \rangle_c$, can be calculated through the cumulant generating function $K(\nu) := \ln \chi(\nu)$, i.e., $\langle \sigma^n \rangle_c = (-i \partial_{\nu})^n K(\nu)|_{\nu = i}$.

By expanding the cumulant generating function $K(\nu)$ in terms of $\sigma$ up to the second cumulant and by applying Eq. (10.20), we obtain the fluctuation-dissipation relation

$$\langle (\sigma - \Sigma)^2 \rangle = 2\Sigma + O(\sigma^3),$$ \hfill (10.23)

where the left-hand side represents the fluctuation of the entropy production and $\Sigma$ on the right-hand side quantifies dissipation. We note that Eq. (10.23) becomes exact when $P(\sigma)$ is the Gaussian distribution. The Onsager reciprocity relation can also be obtained from Eq. (10.18) [40]. Furthermore, the higher-order extension of these linear relations can systematically be derived from the FT [39, 41], and has experimentally been demonstrated in a quantum coherent conductor [42].

We finally consider a special case in which the initial state of the system is given by the Gibbs distribution $\rho_S(0) = \rho_S^G(0)$ and derive the quantum Jarzynski equality. We first define the stochastic work

$$w(z, z') = (E_S(x') + E_B(y')) - (E_S(x) + E_B(y)),$$ \hfill (10.24)

where $E_S(x)$ and $E_S'(x')$ are the initial and final energies of the system, respectively. The work probability distribution is defined as $P(w) = \sum_{z, z'} \delta(w - w(z, z')) p(z, z')$, where $p(z, z')$ is given in Eq. (10.14). We note that the stochastic work $w$ cannot be obtained from a projection measurement of a single observable [25]. We also note that analytical expressions of the work probability distribution have been obtained for a dragged harmonic oscillator in isolated systems [71], open systems [72], and a parametrically driven oscillator in isolated systems [73].

When the initial and final states of the system are given by the Gibbs distributions, the entropy production is given by the difference between the work and the equilibrium free energy: $\sigma(z, z') = \beta(w(z, z') - \Delta F_S^\text{eq})$. The integral FT (10.20) then reduces to

$$\langle e^{-\beta(w - \Delta F_S^\text{eq})} \rangle = 1,$$ \hfill (10.25)

which is called the quantum Jarzynski equality [23, 24]. We note that Eq. (10.25) is still valid when the final state of the system deviates from the Gibbs distribution [46].
10.2.3 Gibbs-Preserving Maps and Beyond

10.2.3.1 Second Law

In Sect. 10.2.1.2, we explicitly assumed that the composite system SB obeys unitary dynamics. In this section, we adopt a slightly different approach, where the bath degrees of freedom are traced out and thermodynamic quantities are defined in terms of the degrees of freedom of the system.

In this situation, we can derive the second law from the monotonicity of the quantum relative entropy [74, 75], which states that

\[ S(\rho || \sigma) \geq S(E(\rho) || E(\sigma)) \]  

for any completely-positive and trace-preserving (CPTP) map \( E(\cdot) \). This implies that the CPTP map independently acting on the density operators \( \rho \) and \( \sigma \) does not increase their distinguishability, and therefore the (asymmetric) distance between \( \rho \) and \( \sigma \) becomes smaller. In what follows, we use (10.26) to show the second law for time-independent Hamiltonians as well as time-dependent ones.

Time-independent control.— We first suppose that the Hamiltonian of the system is time-independent, i.e., \( H_S(t) = H_S \). In this case, the time evolution describes a thermal relaxation process. Correspondingly, we assume that the CPTP map on the system is a Gibbs-preserving map whose steady state is the Gibbs distribution, i.e.,

\[ E(\rho_G^S) = \rho_G^S. \]  

The time evolution of the system is given by \( \rho'_S = E(\rho_S) \), and the heat is defined as the increase in the energy of the system:

\[ Q' := \text{Tr}[H_S \rho'_S] - \text{Tr}[H_S \rho_S]. \]  

From the monotonicity of the relative entropy (10.26), we have \( S(\rho_S || \rho_G^S) \geq S(E(\rho_S) || E(\rho_G^S)) = S(\rho'_S || \rho_G^S) \), which gives the second law [76]

\[ \Sigma' = \Delta S - \beta Q' \geq 0. \]  

In general, \( Q' \) in Eq. (10.28) is different from \( Q \) in Eq. (10.4) because of the interaction energy, and thus the second law (10.29) is different from (10.6). However, if \( E \) is given by the form of \( E(\rho) = \text{Tr}_B[U_{SB}(\rho_S \otimes \rho_B^G)U_{SB}^\dagger] \) with a special condition

\[ [H_S + H_B, U_{SB}] = 0, \]  

we can show that \( Q = Q' \) holds and thus the second laws (10.6) and (10.29) become equivalent to each other. The condition (10.30) means that the sum of the energies
of the system and the bath without the interaction energy is preserved under \( \mathcal{E} \), and thus any transition in the system is accompanied by a transition in the bath, where their energy changes have the same absolute value. In this case, \( \mathcal{E} \) is called a thermal operation, which is an extensively used concept in the thermodynamic resource theory [55, 77]. A thermal operation is always a Gibbs-preserving map, but the converse is not necessarily true [78].

**Time-dependent control.**— We next consider the case in which the Hamiltonian of the system is time-dependent. We here assume that the dynamics of the system is described by the Markov quantum master equation, which means that we should take the weak-coupling limit between the system and the bath [79]. The CPTP map \( \mathcal{E} \) describes the solution of the master equation from \( t = 0 \) to \( \tau \), i.e., \( \rho_S(\tau) = \mathcal{E}(\rho_S(0)) \).

A crucial feature of the Markovian dynamics is that we can split \( \mathcal{E} \) into the product of infinitesimal translations: \( \mathcal{E} = \mathcal{E}_{N\Delta t} \circ \cdots \circ \mathcal{E}_{2\Delta t} \circ \mathcal{E}_{\Delta t} \), where \( \mathcal{E}_{n\Delta t} \) is a CPTP map and describes an infinitesimal evolution from \( t = (n-1)\Delta t \) to \( t = n\Delta t \) with \( N\Delta t = \tau \) and \( \Delta t \to 0 \). We assume that the system is driven slowly so that the quantum adiabatic theorem is approximately satisfied [80] and that \( \mathcal{E}_{n\Delta t} \) becomes the Gibbs-preserving map for the instantaneous Hamiltonian of the system at time \( t = (n-1)\Delta t \).

The quantum master equation is given by the Lindblad form

\[
\frac{\partial}{\partial t} \rho_S(t) = \mathcal{L}_t[\rho_S(t)] = -\frac{i}{\hbar}[H_S(t), \rho_S(t)] + \sum_{k,l} \mathcal{D}[L_{kl}(t)]\rho_S(t), \tag{10.31}
\]

where \( \mathcal{D}[L_{kl}(t)]\rho_S(t) = L_{kl}(t)\rho_S(t)L_{kl}^\dagger(t) - \{L_{kl}^\dagger(t)L_{kl}(t), \rho_S(t)\}/2 \) describes dissipation and the Lindblad operator \( L_{kl}(t) \) describes a quantum jump from the \( k \)-th eigenstate to the \( l \)-th eigenstate of the system: \( [L_{kl}(t), H_S(t)] = \Delta_{kl}(t)L_{kl}(t) \) with \( \Delta_{kl}(t) = E^S_k(t) - E^S_l(t) \). We further assume the detailed balance condition \( L_{kl}(t) = L_{lk}(t)e^{-\beta\Delta_{kl}(t)/2} \), which is a sufficient condition to make \( \mathcal{E}_t \) Gibbs-preserving, i.e., \( \mathcal{E}_t(\rho^S_{kl}(t)) = \rho^S_{lk}(t) \) or equivalently \( \mathcal{L}_t[\rho^S_{kl}(t)] = 0 \). We again note that \( \mathcal{E}_t \) is the solution to Eq. \((10.31)\) from \( t \) to \( t + \Delta t \) such that \( \rho_S(t + \Delta t) = \mathcal{E}_t(\rho_S(t)) \).

The energy of the system is given by \( E_S(t) := \text{Tr}[\rho_S(t)H_S(t)] \), whose time derivative gives \( \dot{E}_S(t) = \text{Tr}[\rho_S(t)\partial_t H_S(t)] + \text{Tr}[(\partial_t\rho_S(t))H_S(t)] \). From the first law of thermodynamics, we associate these two terms with the work flux and the heat flux:

\[
\dot{W} := \text{Tr}[\rho_S(t)\partial_t H_S(t)], \tag{10.32}
\]
\[
\dot{Q}' := \text{Tr}[(\partial_t\rho_S(t))H_S(t)] = -\sum_{k,l} \text{Tr}[L_{kl}(t)\rho_S(t)L_{kl}^\dagger(t)]\Delta_{kl}(t). \tag{10.33}
\]

Here, Eq. \((10.32)\) describes the energy change of the system via the time-dependent control of the Hamiltonian, and Eq. \((10.33)\) describes that induced by the effect of the bath. Also, the entropy flux is given by \( \dot{S} = -\text{Tr}[\partial_t \rho_S(t) \ln \rho_S(t)] \).

The entropy production rate is then defined as \( \dot{\Sigma}' := \dot{S} - \beta \dot{Q}' \). Since \( \mathcal{E}_t \) is CPTP and Gibbs-preserving, we can use the monotonicity of the relative entropy \((10.26)\)
to obtain the second law in the following form [76, 81]:

$$\dot{\Sigma}' = \lim_{\Delta t \to 0} \frac{S(\rho_S(t)||\rho_S^G(t)) - S(\rho_S(t + \Delta t)||\rho_S^G(t))}{\Delta t} \geq 0. \quad (10.34)$$

This is a generalization of (10.29) for time-dependent driving of the Hamiltonian. We note that $\dot{\Sigma}'$ may take negative values for non-Markovian processes [82].

10.2.3.2 Quantum Jump Method

In Sect. 10.2.3.1, we only considered the ensemble-averaged quantities of the system described by the quantum master equation (10.31). We next consider the quantum jump method to define the stochastic version of $\dot{\Sigma}'$, which leads to the quantum FT for open Markovian dynamics.

We start by unraveling the Lindblad master equation (10.31) to individual quantum trajectories by the following stochastic Schrödinger equation [79]:

$$d|\psi_t\rangle = \left[ -\frac{i}{\hbar} H_S^{\text{eff}}(t) + \frac{1}{2} \sum_{k,l} ||L_{kl}(t)|\psi_t||^2 \right]|\psi_t\rangle dt + \sum_{k,l} \left[ \frac{L_{kl}(t)}{||L_{kl}(t)|\psi_t||} - I \right]|\psi_t\rangle dN_{kl}(t). \quad (10.35)$$

Here, $dN_{kl}(t)$ is a Poisson increment, which takes on 1 when the quantum jump described by $L_{kl}(t)$ occurs, and 0 otherwise. We note that the product of $dN_{kl}(t)$ and other terms is defined by the Itô form. Its ensemble average is given by $\mathbb{E}[dN_{kl}(t)] = ||L_{kl}(t)|\psi_t||^2 dt$. The second term on the right-hand side of Eq. (10.35) describes such a jump process $|\psi_t\rangle \mapsto L_{kl}(t)|\psi_t\rangle$ up to a normalization factor. The no-jump process is described by the first term on the right-hand side, where the system evolves continuously in time via the non-Hermitian effective Hamiltonian $H_S^{\text{eff}}(t) := H_S(t) - \frac{i\hbar}{2} \sum_{k,l} L^\dagger_{kl}(t)L_{kl}(t)$. Since $[H_S(t), \sum_{k,l} L^\dagger_{kl}(t)L_{kl}(t)] = 0$, the non-unitary part of the time evolution generated by $H_S^{\text{eff}}(t)$ has the effect of reducing the norm of the state vector $|\psi_t\rangle$. The density operator of the system is reproduced by taking the ensemble average: $\mathbb{E}[|\psi_t\rangle\langle\psi_t|] = \rho_S(t)$. Thus, the ensemble average of Eq. (10.35) reproduces the quantum master equation (10.31).

We denote the history of a jump process as $\psi_0^{\tau} := \{(k_1, l_1, t_1), (k_2, l_2, t_2), \ldots, (k_N, l_N, t_N)\}$ with $0 \leq t_1 \leq t_2 \leq \cdots \leq t_N \leq \tau$, where $t_i$ is the time at which the $i$-th jump process described by $L_{k_i,l_i}(t_i)$ occurs. From the record of the jump process $\psi_0^{\tau}$, we define the stochastic heat flux by

$$q'[\psi_0^{\tau}] := -\sum_{k,l} \int_0^\tau dN_{kl}(t) \Delta_{kl}(t), \quad (10.36)$$

which gives $\mathbb{E}[q'] = \dot{Q}'$ in the ensemble average. As is the case for Sect. 10.2.2, let $\rho_S(x)$ and $\rho_S'(x')$ be the diagonal elements of the initial and final density operators, respectively. We then define the stochastic entropy production in a manner similar to Eq. (10.13):
\[
\sigma'[\psi^0_S, x', x] := \ln p_S(x) - \ln p_S'(x') - \beta q'[\psi^0_S].
\] (10.37)

We note that the forward path probability distribution of the trajectory \((\psi^0_S, x', x)\) is given by

\[
P[\psi^0_S, x', x] = |\langle \psi^0_S(x') | U_{tN, tN-1} L_{kN lN} (t_N) U_{tN-1, tN-2} ... U_{t_2, t_1} L_{k_1 l_1} (t_1) U_{t_1, 0} | \psi^0_S(x) \rangle|^2,
\] (10.38)

where \(|\psi^0_S(x)\rangle\) and \(|\psi^0'_S(x')\rangle\) are the eigenbases that diagonalize the initial and final density matrices of the system, respectively, and \(U_{t_i+1, t_i} := T \exp[-i \hbar \int_{t_i}^{t_{i+1}} H^\text{eff}_S(t) dt]\) is the non-unitary time evolution generated by the effective Hamiltonian for the no-jump process.

Using Eqs. (10.37) and (10.38), we can derive the integral FT for \(\sigma'[31, 83]\):

\[
\langle e^{-\sigma'} \rangle = 1.
\] (10.39)

It follows from this that, the second law (10.34) is reproduced by the Jensen inequality. Moreover, by defining the backward probability distribution in the same manner as in Eq. (10.38), we can show the detailed FT for \(\sigma'[31, 83]\). We note that Eq. (10.39) has also been derived in Ref. [32] for a slightly different setup.

In the standard derivation of the quantum master equation (10.31) and its unraveling (10.35) from unitary dynamics of the system and the bath, the weak-coupling limit and the rotating wave approximation are assumed [79]. As a consequence, Eq. (10.30) is approximately satisfied for any infinitesimal step, and thus each infinitesimal evolution is regarded as an approximate thermal operation. Therefore, the transition in the bath for each step, represented as \(y \rightarrow y'\) in Eq. (10.14), is equivalent to a jump in the system. Indeed, the work statistics defined via the two-point measurement scheme for the composite system is found to be equivalent to that defined via the quantum jump method [84–86].

We have assumed that the instantaneous steady state at time \(t\) is given by \(\rho^G_S(t)\). On the other hand, if the steady state is not the Gibbs distribution, \(\Sigma\) should be interpreted as a “nonadiabatic” entropy production, which satisfies the Hatano-Sasa-type fluctuation theorem [12, 15]. A quantum analogue of the Hatano-Sasa type relation has been derived and discussed in Refs. [83, 87–89]. We also note that extensions of Eq. (10.39) to the case of general CPTP maps have been discussed in Refs. [88, 89].

The derivation of Eq. (10.39) is based on the quantum jump method, which is a quantum counterpart of the Markov jump processes. The quantum Brownian motion described by the Caldeira–Leggett model [90] is a quantum counterpart of the Brownian motion described by the Langevin equation. This model is used in Refs. [72, 91] to study the quantum FT by the path integral method.
10.3 Fluctuation Theorems with Measurement and Feedback Control

In this section, we generalize the second law and the FT to the case with measurement and feedback control, which is a typical setup of information thermodynamics and can be regarded as a modern formulation of Maxwell’s demon. The demon is the key ingredient of information heat engines, extracting work from the system by utilizing information about fluctuations \[43–47, 92–95\]. The Szilard engine \[92\] is the quintessential model of Maxwell’s demon, where the feedback controller can extract work \[|W| = k_B T \ln 2\] from the system by utilizing one bit of information. We note that a quantum extension of the Szilard engine has been studied in Refs. \[93, 96, 97\].

10.3.1 Setup

Let us first explain our setup (see Fig. 10.3), which is an extension of the unitary setup of Sect. 10.2.1.1. We assume that the initial state is given by \(\rho_S \otimes \rho_M \otimes \rho_B^G \otimes \rho_B^G\), where \(S\) is the controlled system, \(M\) is the memory that records the measurement outcome, and \(B\) (\(B'\)) is the heat bath which interacts with \(S\) (\(M\)). Here, \(\rho_B^G\) and \(\rho_B^G\) are the Gibbs distributions of \(B\) and \(B'\) at the same inverse temperature \(\beta\). Note that \(M\) plays the role of Maxwell’s demon. For simplicity, we assume that the initial state of \(M\) is a pure state: \(\rho_M = |\psi_M\rangle \langle \psi_M|\), while the extension to a mixed state is straightforward. Then, the composite system \(SMBB'\) obeys the following time evolution.
Measurement process.— For simplicity, we assume that B is uncoupled to the system during the measurement. A general quantum measurement on S is realized by entangling S and M through a unitary transformation $U_{SMB}'$, where the interaction with B$'$ is also included. Then, a projection $P_M(k) = |\varphi_M(k)\rangle\langle \varphi_M(k)|$ on M follows. The density operator of SMB$'$ after the measurement with a measurement outcome $k$ takes the form

$$\rho'_{SMB} (k) = \frac{1}{p_k} P_M(k) U_{SMB}' (\rho_S \otimes \rho_M \otimes \rho_B^G) U_{SMB}'^\dagger P_M(k),$$

(10.40)

where $p_k := \text{Tr}[P_M(k) U_{SMB}' (\rho_S \otimes \rho_M \otimes \rho_B^G) U_{SMB}'^\dagger]$ is the probability of the outcome $k$. For simplicity, we assume that the effect of the measurement is described by

$$\rho'_S (k) = \text{Tr}_{MB} [\rho'_{SMB} (k)] = \frac{1}{p_k} M_k \rho_S M_k^\dagger,$$

(10.41)

where $M_k$ is the Kraus operator satisfying $\sum_k M_k^\dagger M_k = I$. We note that $p_k = \text{Tr}[M_k^\dagger M_k \rho_S]$, where $\{M_k^\dagger M_k\}$ is called the POVM [58].

Feedback control.— We suppose that the unitary time evolution operator $U_{SB} (k)$ of SB depends on the obtained measurement outcome $k$. The density operator after the feedback control is given by

$$\rho''_{SB} (k) = U_{SB} (k) (\rho'_S (k) \otimes \rho_B^G) U_{SB}^\dagger (k).$$

We now introduce the quantum-classical (QC) mutual information [48] (or the information gain [98, 99]) which quantifies the obtained information about the system through the measurement process. The QC-mutual information is defined by

$$I_{QC} = S(\rho_S) - \sum_k p_k S(\rho'_S (k)),$$

(10.42)

which quantifies how the measurement process reduces the randomness of the system quantified by the von Neumann entropy. The QC mutual information satisfies $0 \leq I_{QC} \leq S(p)$, where $S(p) := - \sum_k p_k \ln p_k$ is the Shannon entropy of the measurement outcome. The upper bound $I_{QC} = S(p)$ is achieved if every Kraus operator is a projection that commutes with $\rho_S$, i.e., the measurement is error-free and classical [48, 99].

We remark on the operational meaning of the QC-mutual information. Suppose that the information about a classical probability variable $m$ is encoded in the density operator as $\rho_S = \sum_m q(m) \sigma_S (m)$, where $\sigma_S (m)$'s are not necessarily orthogonal to each other. To extract this information, we perform a measurement described by $\{M_k\}$ on $\rho_S$. The joint probability of $m$ and $k$ is then given by $p(k, m) := q(m) \text{Tr}[M_k^\dagger M_k \sigma_S (m)]$. In this setup, the following inequality holds [100]:

$$0 \leq I_{CL} \leq I_{QC},$$

(10.43)

where $I_{CL} = \sum_{k,m} p(k, m) (\ln p(k, m) - \ln[q(m)p(k)])$ is the classical mutual information between $m$ and $k$. Inequality (10.43) implies that the QC-mutual information...
gives an upper bound on the accessible classical information that is encoded in the density operator.

We note that in general Eq. (10.41) becomes
\[
\rho'_{S}(k) = p^{-1} \sum_{l} M_{k,l} \rho_{S} M_{k,l}^\dagger,
\]
where \( l \) labels the transition of \( B' \). This describes an inefficient measurement, where the randomness of \( M \) caused by \( B' \) is transferred to \( S \) as a measurement backaction. As a result, Eq. (10.42) can take on negative values [53, 101, 102].

### 10.3.2 Second Law of Information Thermodynamics

We now discuss several generalizations of the second law that are applicable to the measurement and feedback processes. We define the entropy production-like quantities \( \Sigma_S \) for the system and \( \Sigma_M \) for the memory by adopting a similar definition as in Eq. (10.3). The entropy change in SB for a given measurement outcome \( k \) is quantified by
\[
\Sigma_S := \sum_{k} p_{k} S(\rho'_{S}(k)) - S(\rho_{S}) - \beta Q_{S},
\]
and \( Q_{S} := \text{Tr}[H_{B} \rho_{B}^{G}] - \sum_{k} p_{k} \text{Tr}[H_{B} \rho'_{B}(k)] \) is the heat transfer from \( B \) to \( S \). Similarly, the entropy change in MB’ for the measurement process is quantified by
\[
\Sigma_M := S(\rho'_{M}) - S(\rho_{M}) - \beta Q_{M},
\]
where \( Q_{M} := \text{Tr}[H_{B'} \rho_{B'}^{G}] - \text{Tr}[H_{B'} \rho'_{B'}] \) is the heat transfer from \( B' \) to \( M \), and \( \rho'_{SMB'} := \sum_{k} p_{k} \rho'_{SMB'}(k) \).

Note that the definitions of \( \Sigma_S \) and \( \Sigma_M \) are not symmetric, because the roles of \( S \) and \( M \) are different in the measurement and feedback processes (see Fig. 10.3).

A special feature of feedback control lies in the fact that \( \Sigma_S \) can become negative down to \(-I_{QC}\), which corresponds to the additional work extraction by Maxwell’s demon as in the Szilard engine. In contrast, in the measurement process, \( \Sigma_M \) is bounded from below by \(+I_{QC}\), and thus cannot reach zero if the memory acquires nonzero information. These are represented by the generalized second laws which incorporate the QC-mutual information [48, 49]
\[
\Sigma_S \geq -I_{QC}, \quad (10.44)
\]
\[
\Sigma_M \geq +I_{QC}. \quad (10.45)
\]

Here, we notice that \( I_{QC} \) appears with different signs on the right-hand sides of (10.44) and (10.45). Therefore, if we consider the total entropy production of SM, the QC-mutual information terms are canceled out: \( \Sigma_S + \Sigma_M \geq 0 \). This implies that Maxwell’s demon is indeed consistent with the conventional second law for the total system. From the generalized second laws (10.44) and (10.45), we find that the combination of \( \Sigma_S + I_{QC} \) represents the irreversibility in the feedback control process, and \( \Sigma_M - I_{QC} \) represents the irreversibility in the measurement process. In this sense, inequalities (10.44) and (10.45) give stronger restrictions on the entropy production than the ordinary second law for the total system. The equality in (10.44) is achieved by the classical Szilard engine, where \( I_{QC} = I_{CL} = \ln 2 \) and \( \Sigma_S = \beta W_S = -\ln 2 \). A more general protocol to achieve the equality in (10.44) has been discussed in Ref. [101].
We note that the role of purely quantum correlation (i.e., quantum discord) in the setup of Maxwell’s demon has been studied in Refs. [103–105]. We also note that there is another formulation of Maxwell’s demon, often referred to as an autonomous demon, which has been studied in both the classical [106] and the quantum [107] regimes. Such autonomous demons and the measurement-feedback setup has been studied in a unified way [108].

10.3.3 Quantum Fluctuation Theorem

We next consider the quantum FT for measurement and feedback control processes. The stochastic versions of $\Sigma_S$ and $\Sigma_M$ respectively are written as $\sigma_S$ and $\sigma_M$, which are defined in a manner similar to that for a non-feedback case (10.13) (see Refs. [53, 54] for the explicit definitions). We also introduce the stochastic QC-mutual information as [53]

$$i_{QC}(x, k, x') := \ln p'_S(x'|k) - \ln p_S(x),$$

(10.46)

where $p_S(x)$ and $p'_S(x'|k)$ are the diagonal elements of $\rho_S$ and $\rho'_S(k)$, respectively. We can easily show that $\langle i_{QC} \rangle = I_{QC}$. The right-hand side of (10.46) quantifies the stochastic entropy difference between the pre-measurement state and the post-measurement state for a given $k$. It is worth comparing Eq. (10.46) with the classical stochastic mutual information $i_{CL} := \ln p_S(x|k) - \ln p_S(x)$ [50, 51], where $p_S(x|k)$ is the initial probability distribution of the system for a given measurement outcome $k$. By comparing $i_{CL}$ with $i_{QC}$, we find that $i_{QC}$ contains the effect of the change in the state of the system from $x$ to $x'$ due to the backaction of the quantum measurement.

In terms of $i_{QC}$ in Eq. (10.46), the integral FTs for the measurement and feedback processes are shown to be [53, 54]

$$\langle e^{-\sigma_S - i_{QC}} \rangle = 1,$$

(10.47)

$$\langle e^{-\sigma_M + i_{QC}} \rangle = 1.$$

(10.48)

The detailed FT has also been derived in Ref. [54]. Using the Jensen inequality, Eqs. (10.47) and (10.48) reproduce the generalized second laws (10.44) and (10.45), respectively. We note that the entropy production of SM also satisfies the FT: $\langle e^{-\sigma_S + \sigma_M} \rangle = 1$. Now equalities (10.47) and (10.48) include the decomposition of the entropy production of SM into $\sigma_S - i_{QC}$ and $\sigma_M + i_{QC}$ at the level of individual trajectories, which is consistent with the decomposition in (10.44) and (10.45) at the level of the ensemble average.

We note that Eqs. (10.47) and (10.48) were first derived in classical systems [50, 51]. In Refs. [109, 110], Eq. (10.47) has been derived on the basis of the quantum jump methods discussed in Sect. 10.2.3.2. The experimental verification of Eq. (10.47) has been done in Ref. [111] for a classical system and in Refs. [102, 112] for quantum systems.
10.4 Comparison with Experiments

In this section, we make a brief overview of the experimental studies on quantum thermodynamics, with a special focus on the quantum FT, the Landauer principle, and Maxwell’s demon.

**Quantum FT.**— It has been discussed in Refs. [113, 114] that work statistics can be measured by adopting a Ramsey-type interferometric scheme. This technique has been utilized in an NMR experiment to obtain the work distribution [18]. A theoretical proposal to extend this technique to the case with feedback control has been discussed in Ref. [115]. Using a trapped ion system, the two-point measurement scheme has been implemented and the quantum Jarzynski equality for an isolated system has been experimentally verified [19]. Using a circuit-QED system, the authors of Ref. [20] have performed continuous measurements to extract work and heat along quantum trajectories of a qubit.

Many of the systems used in quantum thermodynamic experiments can be regarded as isolated. In such a case, the two-point energy measurement on the system, as performed in Refs. [19, 112], is essential for obtaining the quantum work distribution. If the effect of the bath cannot be ignored, it is experimentally challenging to verify the quantum FT, since one has to measure the heat exchange between the system and the bath. A possible way to overcome this difficulty is to use single-photon detectors and observe photons emitted from the quantum jump processes, which enables us to measure the stochastic heat as discussed in Sect. 10.2.3.2.

**Landauer principle.**— The Landauer principle discussed in Sect. 10.2.1.3 has been experimentally demonstrated in the classical regime by using a colloidal particle [116–121], nanomagnets [122] and a micro-electromechanical cantilever [123]. In the quantum regime, the verification of the Landauer principle has been demonstrated in an NMR experiment through measurements of the heat distribution for elementary quantum logic gates [124].

**Maxwell’s demon.**— Experimental implementations of the Maxwell’s demon in the classical regime have been achieved with colloidal particles [125] (see also Chaps. 39 and 40), single-electron devices [111, 126, 127], and photonic systems [128]. Maxwell’s demon has also been experimentally studied in the quantum regime. Using an NMR system, the authors of Ref. [129] implemented Maxwell’s demon and measured the average entropy production and the information gain. Maxwell’s demon based on circuit-QED systems has been experimentally demonstrated in Refs. [102, 112, 130]. In Ref. [130], the authors studied the output power with coherent interaction between the demon and the system. In Ref. [112], a quantum non-demolition (QND) projective measurement technique was utilized to measure the stochastic work and the stochastic QC-mutual information. In Ref. [102], a weak continuous measurement was performed to acquire information about the system. Maxwell’s demon has also been implemented with the NV-center by combining C-NOT gates [131]. A multi-photon optical system has been used for work extraction from entangled bipartite and tripartite states [132].
10.5 Concluding Remarks

In this article, we have discussed some key concepts of the second law of thermodynamics and the FT in the quantum regime. There are a number of subjects that we cannot cover in this article for lack of space. Let us finally make a few remarks about them.

Jarzynski equality for general dynamics.— It is interesting to know to what extent the Jarzynski equality is still valid if the dynamics is not unitary. It has been shown that if the dynamics of the system is described by a unital map (i.e., if the CPTP map does not change the identity operator), the Jarzynski equality is unchanged [133, 134]. This includes a situation where the system is subject to phase decoherence but not to energy dissipation [135], and also a situation where an isolated system is continuously monitored by a sequence of projective measurements [33].

For a general CPTP map that is not necessarily unital, the right-hand side of the Jarzynski equality can deviate from unity [133, 134, 136, 137], i.e.,

$$\langle e^{-\beta(w - \Delta F_{eq}^S)} \rangle = \gamma.$$  \hfill (10.49)

A connection between Eq. (10.49) and the Holevo bound has been discussed in Ref. [136]. In the context of information thermodynamics, the deviation of $\gamma$ from unity also occurs as a consequence of feedback control [50, 52, 125].

It is worth noting that the quantum Jarzynski equality has been generalized to $\mathcal{PT}$-symmetric non-Hermitian quantum mechanics [138].

Quantum-classical correspondence.— It is natural to consider connections between classical and quantum stochastic thermodynamics. Along this line, the quantum-classical correspondence for the work distributions has been shown in isolated [139, 140] and open [72] systems.

Initial coherence between energy eigenstates.— The role of quantum coherence in the context of FT has been explored quite recently [141–146]. For initial states with coherence between energy eigenstates, an extension of the two-point measurement scheme to define the work distribution is not unique [143, 144]. If we naively apply the two-point measurement scheme, the initial coherence is destroyed during the first energy measurement. On the other hand, we can utilize the full counting statistics [141, 142] without destroying the initial coherence, although the interference effect may lead to negative values of the work distribution. Also, a variant of the FT that fully includes the effect of coherence has been derived [146].

Fluctuation theorems for pure thermal bath.— In Sect. 10.2, we make a crucial assumption that the initial state of the heat bath is given by the Gibbs distribution as in Eq. (10.2). However, motivated by the recent studies of thermalization in isolated quantum systems, especially the eigenstate thermalization hypothesis [147], the authors of Refs. [148, 149] have considered a situation in which the initial state of the bath is a pure state and shown that the second law and the FT can still hold at least in a short-time regime.
In summary, the quantum FT is one of the most fundamental relations in nonequilibrium statistical mechanics and applicable to a wide range of dynamics, including quantum information processing. In view of the recent progress in quantum thermodynamics, we expect that it will further contribute to the developments of quantum technologies and to the design of microscopic devices with low dissipation that would reach the limit set by the second law of thermodynamics.

Acknowledgements The authors thank Y. Masuyama for providing a cartoon of Maxwell’s demon in Fig. 10.3. K. F. acknowledges supports from the National Science Foundation of China under Grants No. 11375012 and 11534002, and The Recruitment Program of Global Youth Experts of China. M. U. acknowledges support by a Grant-in-Aid for Scientific Research on Innovative Areas Topological Materials Science (KAKENHI Grant No. JP15H05855). T. S. acknowledges supports from JSPS KAKENHI Grant No. JP16H02211 and No. JP25103003. Part of the research reviewed in this chapter was made possible by the COST MP1209 network “Thermodynamics in the quantum regime”.

References

23. J. Kurchan, arXiv:cond-mat/0007360
37. M. Caselle, A. Nada, M. Panero, arXiv:1801.03110
64. S. Deffner, E. Lutz, arXiv:1201.3888
Chapter 11
Fluctuating Work in Coherent Quantum Systems: Proposals and Limitations

Elisa Bäumer, Matteo Lostaglio, Martí Perarnau-Llobet and Rui Sampaio

The aim of this short review is to discuss different proposals and definitions of fluctuating work in quantum systems, particularly in the presence of a superposition of energies in the initial state. This is an exciting topic that has recently received a lot of attention in the community of quantum thermodynamics [1, 2]. One can identify different motivations behind this research line:

1. Fluctuations are of the same order of magnitude as average quantities in microscopic systems [3]. As a consequence, the standard laws of thermodynamics, which are formulated for average quantities, are not enough to characterise the thermodynamics of nano-scale systems [4–7].

2. Fluctuations can be of an intrinsic nature in quantum systems, since due to quantum coherence there are states of maximal knowledge (pure states) for which our ability to predict the outcome of an energy measurement is very limited. As we are mostly concerned with energy considerations, we use the term “quantum
coherence” to express that a quantum state is in a superposition of different energy eigenstates (a “coherent state”, not to be confused with the standard notion from quantum optics).

3. Recent results suggest that quantum coherence and entanglement play a role in several thermodynamic tasks, such as heat engines [8–17] and work extraction [18–23], in some cases leading to potential enhancements [23–29] (see also Chap. 4)

It turns out, however, that even the definition of fluctuating work (and similarly heat) in the presence of quantum coherence is a challenging task. Roughly speaking, this is because thermodynamic quantities, such as heat and work, are associated to a process, rather than to a single time event. Hence, in order to deal with fluctuations, one wishes to build a stochastic theory for processes. In classical physics, this can be naturally done by identifying trajectories in phase space. However, given a quantum evolution in time, there is no unique notion of a quantum trajectory. A quantum trajectory can be built by measuring the system at different times. Nevertheless, the measurement of an observable affects the statistics of non-commuting observables one may need to access later [30].

The goal of this short review is to elaborate more on these subtle points, and to discuss some proposals that give different insights into the notion of quantum work. We are concerned with questions like: What is work in the quantum regime? Can we define and measure fluctuations in processes with quantum interference? Can the quantum measurement back-action be reduced? Let us start by giving a bit of context to these questions.

In classical systems, fluctuations of thermodynamic quantities have been studied extensively, leading to seminal results in the form of \textit{Fluctuation Theorems} (FTs) (see e.g. [31] for a review). First attempts to extend FTs to the quantum regime were based on the identification of work as an observable (i.e. a Hermitian operator) [32–39], leading to corrections to the standard FTs. It was later recognized that the standard FTs could be obtained by defining fluctuating work as the difference between the outcomes of two projective energy measurements (TPM) [4, 5, 40–45]. The TPM scheme gives a clear operational and physical meaning to work, is applicable to both closed and open systems [46], has been implemented in different experimental set-ups [47–50], and one can define a natural correspondence with the classical definition of work [51, 52]. This makes the TPM scheme a standard definition of fluctuating work in quantum systems nowadays.

Despite its great success, recently several authors have pointed out limitations of the TPM scheme, especially when applied to initial coherent states [53–57]. Some of the most relevant ones are:

1. Projective energy measurements are difficult to implement in certain experimental set-ups. This has motivated alternative measurements of work based on noisy energy measurements [58, 59].
2. The quantum non-equilibrium free energy [60] can be additively decomposed into an incoherent and a coherent contribution [61, 62]. An energy measurement sets
the coherent contribution to zero, hence changing the non-equilibrium properties, e.g. decreasing the maximal average amount of extractable work (see Appendix).

3. More generally, the TPM scheme is invasive and can perturb the state it acts upon. In particular, the first energy measurement projects the initial state onto the energy eigenbasis, thus destroying possible off-diagonal terms. This prevents the possibility of capturing purely coherent evolutions, i.e., interference effects due to the initial coherence in the state.

It is important to note that these limitations affect only states with coherence, and that similar limitations appear in other measurement schemes; after all, all quantum measurements are invasive in some way, have a thermodynamic cost, and quantum systems are challenging to prepare, control and measure. At the same time, one hopes that complementary proposals for measuring work can capture new aspects and provide new insights in out-of-equilibrium situations. For example, recent proposals study the possibility of using weak measurements to define quantum trajectories [59, 63, 64].

In this review we focus on point 3, and discuss alternative proposals for defining and measuring work associated with purely coherent evolutions. These include Gaussian measurements [65–67], weak measurements and quasiprobabilities [53, 54, 68, 69], collective measurements [57] and Bohmian work [70]. We discuss specific proposals in the light of a recent no-go theorem that sets fundamental limitations on the possibility to design (non-invasive) work measurements [57], as well as connections between work distributions and quantum contextuality [71]. We use these no-go results as classification tools. Finally, we briefly discuss the possibility of defining (fluctuating) work by the state of an external system that acts as a work repository, which has been put forward in resource-theoretic approaches to thermodynamics [72–74] (see also Chap. 26 and Ref. [29] for an implementation of a heat engine with a work repository).

### 11.1 Classical Work

We start by briefly discussing the notion of fluctuating work in classical systems. Given the microscopic state of the system \( z = (q, p) \), i.e., its position and momentum, the energy is defined to be the value that the Hamiltonian \( \mathcal{H}(z, t) \) takes for this state at time \( t \). The work done on a system evolving under Hamilton’s equations can then be defined\(^1\) as the power integrated along the trajectory \( z_t \) followed by the system from time \( t = 0 \) to \( t = \tau \), i.e.,

\[
w = \int_0^\tau dt \, \partial_t \mathcal{H}(z_t) = \mathcal{H}(z_\tau, \tau) - \mathcal{H}(z_0, 0),
\]

\(^1\)Depending on the system and quantity being measured one may use other work definitions. For a concise review see, e.g., Ref. [44].
where \(z_\tau\) and \(z_0\) are the system’s final and initial state, respectively. Hence, under closed (Hamiltonian) dynamics, the work is just the total change in the energy. The work distribution is then defined to be

\[
p_{\text{clas.}}(w) := \int dz_0 \ p(z_0) \delta(w - (\mathcal{H}(z_\tau, \tau) - \mathcal{H}(z_0, 0))), \quad (11.2)
\]

where \(p(z_0)\) is the initial distribution of position and momentum. This distribution is well-defined at all intermediate times of the evolution.

### 11.2 Quantum Work: Setting the Stage

When dealing with quantum systems, we extend the classical picture by considering a thermally isolated system, initially prepared in a quantum state \(\rho\) and with an internal Hamiltonian \(H(0)\). The Hamiltonian can be externally driven leading to a time-dependent Hamiltonian \(H(t)\) between time 0 and \(\tau\). We set

\[
H(0) =: H = \sum_i E_i |E_i\rangle\langle E_i|, \quad H(\tau) =: H' = \sum_j E'_j |E'_j\rangle\langle E'_j|.
\]

This leads to a unitary evolution of the system \(\rho(t) = U(t)\rho U^\dagger(t)\) with \(U(t) = T \exp\left(-i \int_0^t ds H(s)\right)\) and \(T\) the time-ordering operator. We are interested in the energy fluctuations between 0 and \(\tau\), induced by the unitary evolution \(U := U(\tau)\). Given a protocol \(\mathcal{P}\) (including the specification of \(\rho\) and \(U\)) we will define by \(p(w|\mathcal{P})\) the corresponding work distribution. The choice \(\mathcal{P} = \mathcal{P}_{\text{TPM}}\) of the TPM scheme corresponds to the following steps:

1. Projective measurement of \(H\) on \(\rho\), returning outcome \(E_i\) and post-measurement state \(|E_i\rangle\langle E_i|\).
2. Unitary evolution \(|E_i\rangle\langle E_i| \mapsto U|E_i\rangle\langle E_i|U^\dagger\).
3. Projective measurement of \(H'\) on \(U|E_i\rangle\langle E_i|U^\dagger\), returning outcome \(E'_j\).

The values of work \(w^{(ij)}\) and the associated probabilities \(p^{(ij)}\) are then given by

\[
w^{(ij)} = E'_j - E_i, \quad p^{(ij)} = |\langle E_i|\rho|E_i\rangle| |\langle E'_j|U|E_i\rangle|^2. \quad (11.4)
\]

Finally, in order to account for possible degeneracies in the work values \(w^{(ij)}\), the work probability distribution is constructed as

\[
p(w|\mathcal{P}_{\text{TPM}}) = \sum_{ij} p^{(ij)} \delta\left(w - w^{(ij)}\right). \quad (11.5)
\]

Note the close analogy with the classical definitions (11.1) and (11.2). Note also that this scheme becomes invasive when \([\rho, H] \neq 0\) and \([H, U^\dagger H' U] \neq 0\). In this case,
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the statistics collected from the measurement of $H'$ at time $t = \tau$ does not return the same statistics one would have obtained if $H$ was not measured at time $t = 0$. In particular, $\sum_w w p(w|P_{\text{TPM}})$ in general is not equal to the average energy change induced by $U$ on $\rho$.

### 11.3 Limitations, No-Go Theorems, and Contextuality

In this section, we describe a no-go result from Ref. [57] which sets fundamental limitations on the possibility to design (non-invasive) work measurements. Rather than focusing on a particular approach, the idea is to consider an arbitrary measurement scheme $P$ to measure the amount of work necessary to perform $U$, and then show that three general requirements cannot be simultaneously satisfied. Later, this result will serve as a basis to classify different approaches to measure quantum work.

The three requirements put forward in Ref. [57] read:

1. The first requirement can be imposed in two equivalent ways (see Appendix A of Ref. [57]):
   
   (a) $p(w|P)$ is a linear probability distribution. This corresponds to the assumption that $p(w|P)$ is a probability distribution $p(w|P) > 0$, $\sum p(w|P) = 1$, linear under mixtures of $\rho$. Linearity is defined as: Let $P^i$, with $i = 0, 1, 2$, be protocols differing only by the initial state $\rho_i$. Then, if $\rho_0 = \lambda \rho_1 + (1 - \lambda) \rho_2$ with $\lambda \in [0, 1]$, we demand that $p(w|P^0) = \lambda p(w|P^1) + (1 - \lambda) p(w|P^2)$. This corresponds to the natural requirement that, if we condition the choice of the protocol on a coin toss, the measured fluctuations are simply the convex combination of those observed in the individual protocols.
   
   (b) There exists a Positive-Operator-Valued Measure (POVM), i.e., a set of positive operators $\{\Pi_w\}$, dependent on $H$, $H'$ and $U$ but not $\rho$, that satisfy $p(w|P) = \text{Tr}(\rho \Pi_w)$ and $\sum_w \Pi_w = \mathbb{I}$.

   To understand the relation between (a) and (b), note that if (b) is not satisfied, then one can apply different measurements to $\rho_1$, $\rho_2$ and $\lambda \rho_1 + (1 - \lambda) \rho_2$; so that the corresponding work distribution will not in general be convex. For a formal proof of their equivalence, we refer the reader to the first section of the Supplemental Material of Ref. [57].

2. Agreement with the TPM scheme for non-coherent initial states. The second requirement is based on the assumption that the TPM scheme yields the correct statistics for diagonal states, i.e.

   $p(w|P) = p(w|P_{\text{TPM}}) \quad \forall \rho$ such that $[\rho, H] = 0$. \hspace{1cm} (11.6)

   This condition is motivated by the success of the TPM scheme in describing work fluctuations for diagonal states, in particular in fluctuation theorems, and by results concerning the recovery of the classical limit [51].
3. Average energy changes are respected by the measurement process. Finally, we demand that the average energy change predicted by $\mathcal{P}$ equals the average energy change induced by $U$ on $\rho$:

$$\sum_{w} w p(w|\mathcal{P}) = \text{Tr}(U \rho U^\dagger H') - \text{Tr}(\rho H) \quad \forall \rho. \quad (11.7)$$

Note that this is imposed for all states, including coherent states. With this requirement, we are essentially demanding that the measurement back action is small, so that average work is not modified by the measurement scheme used to build the work probability distribution. Equation (11.7) can be understood as the first law of thermodynamics, when applied to an isolated system undergoing the evolution $U$.

Note that in a general protocol $\mathcal{P}$ the values of work $w$ in $p(w|\mathcal{P})$ do not need to correspond to $w^{(ij)}$ of Eq. (11.4) and can be possibly continuous. We have

**Theorem 1** ([57] No-go for $\mathcal{P}$) *There exists no protocol $\mathcal{P}$ satisfying 1, 2 and 3 for all $\rho$, $U$, $H$, $H'$.*

This result shows the inherent difficulty to construct a universal scheme to measure work applicable to all processes and states, including coherent ones. The TPM scheme, for example, satisfies assumptions 1 and 2, but 3 is satisfied only if $[\rho, H] = 0$ and/or $[H, U H' U^\dagger] = 0$. It also suggests that the subtleties of quantum work fluctuations cannot be captured by a single measurement scheme (or definition), but rather different measurement schemes reveal different aspects of quantum work. In the next section, we discuss different approaches to the measurement of work fluctuations from the perspective of this no-go result, but before we discuss its relation with quantum contextuality.

### 11.3.1 Relation to Contextuality

A different angle from which we can investigate general protocols $\mathcal{P}$ is in terms of the measurement statistics they can generate. The core question is the following: can the statistics collected by the thermodynamic experiment at hand be reproduced through a classical mechanism?

There are different ways of defining what we mean by *classical mechanism*. Clearly, the more liberal this notion, the higher the bar that we are setting to call a phenomenon *non-classical*. For example, one may call non-classical any system whose state is in a superposition of some preferred eigenstates (e.g., position or energy) or any entangled state – notions, however, not independent of quantum theory. Another choice would be to call non-classical any phenomenon that is not explained by classical mechanics and the classical theory of radiation. Here, we take a much more liberal approach and define non-classical any phenomenology that cannot be explained within a *non-contextual* model.
Non-contextuality is a notion of classically dating back to the famous no-go theorem of Kochen and Specker [75, 76], and used in recent years to identify the origin of quantum advantages in certain models of computation [77–79]. Here we use a rather broad notion of contextuality due to Spekkens [80]. Before we give a precise claim, this is in summary the relation between contextuality and Theorem 1 [71]:

- A protocol $P$ that reproduces the TPM scheme for diagonal states (assumption 2 holds) can probe non-contextuality only if $p(w|P)$ is a quasi-probability or lacks convexity (assumption 1 is violated).
- There exists a weak measurement protocol satisfying assumptions 2 and 3, with $p(w|P)$ linear in $\rho$, such that $p(w|P) < 0$ for some $w$ is sufficient to prove contextuality.

The first point is a rephrasing of Theorem 1, and clarifies the role quasi-probabilities play within fluctuation theorems. The second point will be discussed together with alternative proposals later in the text.

### 11.3.1.1 An Alternative Formulation of the No-Go Theorem

Schematically, an experiment boils down to a set of instructions telling us how to set up the system, i.e. a preparation procedure $P$, and a set of instructions telling us how to implement a measurement on the system, i.e. a measurement procedure $M$. The measurement procedure $M$ returns outcomes $k$ when performed after the preparation procedure $P$, so that the experiment collects the statistics $p(k|P, M)$.

Two preparation procedures $P$ and $P'$ may be indistinguishable in terms of the statistics they produce, in the sense that $p(k|P, M) = p(k|P', M)$ for every $M$ and $k$. We denote this fact by $P \sim P'$. Similarly, two measurement procedures $M$ and $M'$ are indistinguishable when $p(k|P, M) = p(k|P, M')$ for every $k$ and every preparation procedure $P$, a fact that we denote by $M \sim M'$.

The observed statistics $p(k|P, M)$ is explained by positing the existence of an underlying set of physical states $\lambda$, drawn from a set $\Lambda$ and such that

- Every time we follow the instructions $P$, we sample $\Lambda$ according to a distribution $p(\lambda|P)$;
- Every time we measure according to $M$, the device returns outcome $k$ with probability $p(k|M, \lambda)$ if the physical state is $\lambda$.

The observed statistics is explained as $p(k|P, M) = \sum_{\lambda \in \Lambda} p(\lambda|P) p(k|M, \lambda)$. Such a model is called an ontological model or a hidden variable model. Most famously, certain statistics are incompatible with the assumption that $\lambda$ behaves locally [81].

Non-contextuality, instead, is defined as follows:

**Definition 1 ([80])** An ontological model is called non-contextual if for any $P, P'$ with $P \sim P'$ one has $p(\lambda|P) \equiv p(\lambda|P')$ and for any $M, M'$ with $M \sim M'$ one has $p(k|M, \lambda) \equiv p(k|M', \lambda)$. 
In other words, non-contextuality posits that the reason why certain preparations and measurements cannot be operationally distinguished is that they are the same at the ontological level. While both locality and non-contextuality hold in any classical theory, it is known that they are violated by quantum experiments. Given these definitions, Theorem 1 gives:

**Corollary 2 ([71])** Assume no degeneracies. Any protocol $\mathcal{P}$ satisfying 1 and 2 admits a non-contextual ontological model for the preparation of $\rho$ and the measurement of $p(w|\mathcal{P})$.

This can be seen as a corollary of Theorem 1; in fact, Theorem 1 is proven by showing that assumptions 1 and 2 imply that the POVM $\{\Pi_w\}$ must be the TPM POVM, and the latter is easily seen to admit a non-contextual model. This result leads us naturally to review alternative proposals in which $p(w|\mathcal{P})$ is a work quasi-probability distribution or lacks linearity.

### 11.4 Definitions and Measurements of Quantum Work Fluctuations

In this section, we discuss several proposals for definitions of fluctuating work (some of them based on explicit measurement schemes) beyond the standard TPM scheme. There are protocols that define work probabilities (condition 1 is satisfied). As imposed by Theorem 1, either the average work does not match the average energy change of the unperturbed process, or the distribution disagrees with the TPM one for diagonal states. Some protocols provide nice tradeoffs between these two extremes. Another class of protocols does not satisfy assumption 1, either because they lead to a probability distribution that is non-linear or because they yield quasi-probabilities. These can satisfy both conditions 2 and 3, and Corollary 2 suggests some of them may be linked to contextuality. To give an overview, the different approaches described below are summarized in Table 11.1, where one can see which of the conditions are satisfied in each case.

#### 11.4.1 Operator of Work

The operator of work was one of the first ways proposed to define quantum work fluctuations [32–39]. The basic idea is to take as a starting point Eq. (11.7), write the right hand side as $\text{Tr}(\rho(U^\dagger H'U - H))$, and define the work operator as

$$\hat{W} = U^\dagger H'U - H.$$ (11.8)

This operator is Hermitian, and hence can be diagonalised as $\hat{W} = \sum_i \tilde{w}_i \Pi_i$. The eigenvalues $\tilde{w}_i$ are then identified with work values, and the corresponding probability reads $\text{Tr}(\rho \Pi_i)$. One then defines $p_{OW}(w) = \sum_i \text{Tr}[\rho \Pi_i] \delta(w - \tilde{w}_i)$. 
Table 11.1 This table summarizes the different approaches described in the following section except for the collective measurement, where the no-go result needs to be adapted. ☑️ corresponds to “satisfied” and ☐️ to “not satisfied”. The list also includes families of protocols in which either one of two conditions is satisfied in a specific limit, with the family interpolating between the two (☐️ ☑️ ⇒ ☐️ ☑️). We denote this situation simply with two ☑️. We can see that there is no approach satisfying all three conditions, as anticipated by Theorem 1.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Linear positive probability distribution (Condition 1)</th>
<th>TPM results for non-coherent initial states (Condition 2)</th>
<th>Mean work equals energy change (Condition 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPM [4, 5, 40–45]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Operator of work [32–39]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Gaussian measurements [65–67]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Full-Counting statistics [54, 82, 83]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Post-selection schemes [71, 84]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Weak values quasi-probability [53, 84–87]</td>
<td>☐️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Consistent Histories [86, 88, 89]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>Quantum Hamilton-Jacobi [70]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
<tr>
<td>POVM depending on the initial state [90]</td>
<td>☑️</td>
<td>☑️</td>
<td>☑️</td>
</tr>
</tbody>
</table>

By definition, the operator of work satisfies both conditions 1 and 3. However, it fails to satisfy condition 2. This is easy to see, e.g., just note that the work values \( \tilde{w}_i \) do not correspond to energy differences of the form \( E'_{j} - E_{i} \), where \( E_{i}, E'_{j} \) are eigenvalues of \( H \) and \( H' \), respectively. In fact, while the operator of work is formally and operationally well defined, the interpretation of its fluctuations as work fluctuations is problematic. To illustrate this, suppose that \( \hat{W} \) has a zero eigenvalue and consider the corresponding eigenstate \( |\psi\rangle \) with \( \hat{W}|\psi\rangle = 0 \) as an initial state \( \rho = |\psi\rangle \langle \psi| \). One can still have \( \operatorname{Tr}[U \rho U^\dagger H^m] \neq \operatorname{Tr}[\rho H^m] \) for some \( m > 2 \) and \( U \). In other words, the energy distribution of the state can vary (implying some energy exchange) even if \( p_{OW}(w) = 0 \) for \( w \neq 0 \), i.e. even if there are no fluctuations according to the operator of work [53].

11.4.2 Gaussian Measurement

To explore other schemes, it is important to investigate more carefully the role of the measurement apparatus. Many proposals interpolate between a regime in which the system interacts strongly with the measurement device, recovering the TPM distribution, and one in which the interaction is minimally invasive [65–67].

In Refs. [65–67], the projective measurements of the TPM scheme are replaced by a von Neumann measurement scheme in which the Hamiltonian is coupled to the position of a pointer state, also called a “work meter” (see Chap. 14 for more details).
The pointer is taken to be a one-dimensional continuous system with conjugate variables $X$ and $P$, in the simplest case a pure Gaussian state initially prepared with $\langle X \rangle = \langle P \rangle = 0$ and trivial covariance between $X$ and $P$. A measurement is described by the interaction $V = e^{igH \otimes P}$ (with $g$ the effective interaction strength), followed by a projective measurement of the position $X$ of the pointer. Each outcome $x$ defines a corresponding POVM element $M_x$ on the system, corresponding to a more or less invasive measurement depending on $g$ and the initial spread of the pointer. Since $V$ shifts the pointer position by $gE_i$, upon observing outcome $M_x$ one can make the unbiased estimate of the system energy $E = x/g$. The scheme then consists of: von Neumann interaction $V = e^{igH \otimes P}$; unitary evolution $U$ on the system; von Neumann interaction $V' = e^{-igH' \otimes P}$ with the same pointer; measurement of $X$ on the pointer, which defines a work probability distribution $p(w) = p(gx)$ (an alternative scheme adds a position measurement after the first system-pointer interaction [67]).

This protocol satisfies condition 2 only in the strong-measurement limit, when $g$ is large/the pointer distribution is sharp; in this limit, the final measurement destroys all information about the coherences in the initial state (which can be seen by direct calculation of the distribution in Ref. [65]) and, in fact, $p(w)$ coincides with the TPM distribution (see Chap. 14 for a similar discussion). For general coupling strength and a diagonal input, the work distribution $p(w)$ is a convolution of a Gaussian (whose width depends on the width of the pointer) and the TPM distribution (Eq. 37 of Ref. [67]), i.e., essentially a “smeared” version of the TPM distribution. Conversely, in the weak-measurement limit (where $g$ is small/the pointer distribution is broad), the back action is suppressed and condition 3 is satisfied (Eq. 47 of Ref. [67]); however, condition 2 is not. Furthermore, in this regime work fluctuations diverge as the measurement is completely imprecise [67]. We see Theorem 1 in action in the mutual incompatibility between 3 and 2, given 1.

### 11.4.3 Full Counting Statistics

The above considerations lead to a different class of proposals. For general states and in the weak measurement limit, $p(w)$ is a convolution of a Gaussian and a function $q(w)$, i.e. a “smeared” version of $q(w)$ (Eq. 55 of Ref. [67]):

$$q(w) = \sum_{n,n',m} \langle E_n | \rho | E_{n'} \rangle \text{Tr}[|E_n \rangle \langle E_{n'} | U^\dagger | E_m \rangle \langle E_{m'} | U] \delta \left( w - \left( E_{m'} - E_n + E_{n'} \right) \right), \quad (11.9)$$

where $\delta(x - y) = 0$ unless $x = y$, in which case it equals 1. The characteristic function of $q(w)$ can be accessed by the same scheme described for $p(w)$, with the difference one measures the relative phase accumulated by momentum eigenstates of the pointer rather than its position (an approach known as Full Counting Statistics, see Ref. [54, 82, 83]). This approach is rooted in the Keldysh formalism and, ultimately, in the idea of assigning a joint distribution to non-commuting observables [69].
\( q(w) \) has several interesting properties, and in Ref. [82] it was proposed as a work quasi-probability. In general, \( q(w) \) equals the TPM distribution plus corrections that depend on the coherence of the initial state and are zero otherwise (Eq. 57 of Ref. [67]). Hence, for diagonal states \( q(w) \) equals the TPM distribution and condition 2 is satisfied. Furthermore, \( q(w) \) satisfies condition 3. As we know from Theorem 1, condition 1 cannot hold. Hence, since \( q(w) \) is linear, it must be a work quasi-probability. Further considerations on this scheme can be found in Ref. [68], and see also Ref. [83] for discussions on the role of coherence.

### 11.4.4 Post-selection and Weak Values

Another proposal to assign a joint distribution to \( H \) and \( U^\dagger H'U \) can be obtained from a modification of the scheme described for \( p(w) \). Specifically, one can define a work quasi-probability as the weak value \( \langle E_k \rangle \langle E_k \rangle \) with pre-selection \( \rho \) and post-selection \( |E'_m \rangle \), where \( w = E'_m - E_k \) [84]. Given a pure Gaussian pointer state with spread \( s \), the scheme is as follows: (1) the first pointer interaction is \( V_k = \mathcal{e}^{i \phi (E_k) / (E_k \otimes P)} \); (2) Measurement of \( X \) on the pointer, which defines a POVM \( M_k^{(m)} \) on the system; (3) unitary evolution \( U \) on the system; (4) Projective measurement of \( H' \) on the system. For more details see Ref. [71], Supplemental Material Sect. B. Consider now the probability \( p(E'_m) \) of observing outcome \( E'_m \) in the final measurement, independently of the observed pointer position. Multiply this by the average position of the pointer given that \( m \) is observed, denoted by \( \langle X \rangle |E_m\rangle \). On the one hand, if step (1) is a strong measurement, \( p(E'_m \rangle \langle X \rangle |E_m\rangle \) gives the TPM probability \( p_{TPM}^{(km)} \) of Eq. (11.4) (note in this limit the intuition of the quantity \( \langle X \rangle |E_m\rangle \) as a conditional probability for the initial energy being \( k \) given that the final energy is \( m \): \( \langle X \rangle |E_m\rangle \rightarrow |\langle E'_m |U| E_k \rangle|^2 \langle E_k | \rho | E_k \rangle / p(E'_m) \) [71]). On the other hand, if step (1) is a weak measurement, \( p(E'_m \rangle \langle X \rangle |E_m\rangle \) returns the Margenau-Hill work quasi-probability \( p_{MH}(k, m) \):

\[
p_{MH}(k, m) := \text{Re} \text{Tr}[\rho |E_k\rangle \langle E_k |U^\dagger |E'_m \rangle \langle E'_m |U]. \tag{11.10}
\]

where \( \text{Re}(x) \) takes the real part of \( x \). One then defines \( p_{MH}(w) := \sum_{k,m} p_{MH}(k, m) \delta(w - (E'_m - E_k)) \). This was first put forward as a work quasi-probability by Allahverdyan [53], and from the above scheme one can recognize it as the (generalized) weak value [84, 85] of \( |E_k\rangle \langle E_k | \) with post-selection \( U^\dagger |E'_m \rangle \langle E'_m |U \). \( p_{MH}(w) \) can also be derived from a consistent histories approach [86] and can be understood as an “optimal” estimate of the initial energy given the observation of the final energy and the knowledge of the initial state [87]. The marginals of \( p_{MH} \) correspond to the energy distributions of \( H \) and \( U^\dagger H'U \) on \( \rho \), so condition 3 is satisfied. \( p_{MH} \) also coincides with the TPM distribution for diagonal states, hence it satisfies condition 2. By Theorem 1, condition 1 cannot hold, and indeed \( p_{MH} \) can become negative [53]. Finally, note that since the variance of \( X \) diverges in the weak measurement limit, this scheme requires repeated measurements on a large number of copies of \( \rho \). Furthermore, the interaction unitary \( V_k \) has to be changed to access \( p_{MH}(w) \) for various values of \( w \).
11.4.4.1 Contextualy Proofs from Weak Values Work Quasi-probability

Corollary 2 tells us that among the family of distributions satisfying condition 2, negativity or more precisely the failure of condition 1 is a prerequisite to witness contextuality. Is it also sufficient? For the work quasi-probability $p_{MH}(w)$, the following theorem gives a positive answer to this question:

**Theorem 3** ([71]) If $p_{MH}(k,m) < 0$ for some $E'_m$, $E_k$, if the pointer has spread $s$ large enough there exists no non-contextual ontological model for preparation of $\rho$, measurement of $M^{(k)}_x$, unitary evolution $U$ and post-selection of $|E'_m\rangle\langle E'_m|$. The theorem clarifies that negative values of the work quasi-probability $p_{MH}$ are proofs of contextuality and hence witness non-classicality. This is due to the fact that these negative values are a generalisation of the so-called anomalous weak values, and the latter are known to be proofs of contextuality [91]. It is an open question if other work quasi-probabilities are associated to proofs of contextuality. Finally, we note that anomalous weak values have also been connected to violations of Leggett-Garg inequalities [54, 92–94].

11.4.5 Consistent Histories

Recently, Miller and Anders [86] proposed a time-reversal symmetric work distribution based on the Consistent Histories (CH) interpretation of quantum mechanics [88, 89]. In this approach, work is associated with the histories of the power operator in Heisenberg picture $X_H(t) = U^\dagger(t)\partial_t H(t) U(t)$, where recall that $H(t)$ is the Hamiltonian of the system at time $t$ and $U(t)$ is the evolution operator from time 0 to $t$. The Hilbert space is taken to be finite of dimension $d$. Time is discretized into a grid of $K + 1$ equally spaced points $\{0, t_1, \ldots, t_j, \ldots, t_K\}$ and at each time point the spectral decomposition of $X_H(t_j) = \sum_{n=1}^{d} x_{n}^{(j)} P_{n}^{(j)}$ is used to build a trajectory $n = (x_{n_0}, \ldots, x_{n_j}, \ldots, x_{n_K})$. Here, $\{P_{n}^{(j)}\}_{n=1}^{d}$ is a complete set of orthonormal projectors decomposing $X_H(t_j)$, with the corresponding eigenvalues $\{x_{n}^{(j)}\}_{n=1}^{d}$. Each trajectory $n$ is associated with a class operator $C_n = \mathcal{T} \prod_{j=0}^{K} P_{n_j}$ which defines the trajectory quasi-probability $p_n = \text{Tr}((C_n^\dagger + C_n)\rho)/2$, where $\rho$ is the initial state and $\mathcal{T}$ is the time-ordering operator, arranging the terms from right to left with increasing time. The work for a given trajectory $n$ is then defined to be $w_n = \sum_{j=1}^{K-1} x_{n_j}^{(j)} \Delta t$, where $\Delta t$ is the time step of the grid. Finally, the work quasi-probability $p_{CH}(w)$ is given by grouping the trajectories into histories, such that, $p_{CH}(w) = \text{Tr}((C_w^\dagger + C_w)\rho)/2$, where $C_w = \sum_n C_n \delta(w - w_n)$ and $\delta(x - y)$ is equal to one if $x = y$ and zero otherwise.

The distribution respects the average energy change of the unperturbed process (requirement 3) but, in general, does not agree with the TPM scheme for initial diagonal states. In addition, the work distribution admits a notion of time-reversal symmetry, namely it respects $\tilde{p}_{CH}(w) = p_{CH}(-w)$, where $\tilde{p}_{CH}(w)$ is the “time-reversed
A notable difference from the classical case is the single-valuedness of the \( S^2 \) function at position \( q \) and that all quantities are fully determined in configuration space, since the momentum \( p \) is described by reversing the trajectory \( n \), which leads to the time-reversed class operator \( \tilde{C}_w = C_{-w}^\dagger \). It then follows that \( \tilde{p}_{CH}(w) = p_{CH}(w) \). As a final remark, in the continuous limit \( K \to +\infty \), we have that \( \sum_w \hat{w}^k p_{CH}(w) = \text{Tr}(\rho \hat{W}^k) \) where \( \hat{W} \) is the work operator. However, note that \( p_{CH}(w) \) and \( p_{OW}(w) \) can be very different, as \( p_{CH}(w) \) is in general a quasi-probability distribution and it is non-zero over a different set of \( w \) [86].

11.4.6 Hamilton-Jacobi Equation

Consider a pure state \( \psi(q, t) = R^{(w)}(q, t) e^{i S^{(w)}(q, t)/\hbar} \). Another alternative [70] is based on the Hamilton-Jacobi formulation of the Schrödinger equation, namely,

\[
-\partial_t S^{(w)}(q, t) = \frac{p^{(w)}(q, t)^2}{2m} + V(q, t) + Q^{(w)}(q, t) \tag{11.11}
\]

\[
\partial_q \rho^{(w)}(q, t) = -\nabla j^{(w)}(q, t), \tag{11.12}
\]

where \( S^{(w)}(q, t)/\hbar \in \mathbb{R} \) is the overall phase of the state \( \psi \), \( p^{(w)}(q, t) \equiv \nabla S^{(w)}(q, t) \), \( \rho^{(w)}(q, t) \equiv R^{(w)}(q, t)^2 \) is the probability density, \( j^{(w)}(q, t) \equiv \rho^{(w)} \nabla S^{(w)}/m \) is the probability current density and \( Q^{(w)} \equiv -\hbar^2 \nabla^2 R^{(w)}/2m R^{(w)} \) is the so-called quantum potential. Since Eq. (11.11) is an Hamilton-Jacobi equation, one identifies the energy as \( E^{(w)}(q, t) \equiv -\partial_t S^{(w)}(q, t) \). One can formally construct a Hamiltonian function \( H^{(w)}(q, p, t) = p^2/2m + V(q, t) + Q^{(w)}(q, t) \) that generates the flow lines in phase space \( q = \partial_p H \) and \( \dot{p} = -\partial_q H \). Thus, Eqs. (11.11) and (11.12) describe the evolution of a statistical ensemble of point particles in phase, which is closely connected to the Bohmian [95, 96] or Pilot-Wave [97] interpretations of quantum mechanics. A notable difference from the classical case is the single-valuedness of the \( S \) function and that all quantities are fully determined in configuration space, since the momentum of a particle at position \( q \) in a state \( \psi(q, t) \) is fixed to be \( p^{(w)}(q, t) \). In other words, while in classical mechanics the state is completely determined by specifying position and momentum, in Bohmian mechanics, the state is specified by the position and wave function. A detailed description can be found in textbooks, e.g., Refs. [98, 99].

For unitary evolution, work can then be defined in a manner fully analogous to the classical case (see Introduction), namely, \( W^{(w)}|q_\tau\rangle = \mathcal{H}^{(w)}(q_\tau, \tau) - \mathcal{H}^{(w)}(q_0, 0) \). If the system is initially prepared in a state \( \psi \), the work distribution is simply \( P(W; \psi) = \int dq |\psi(q, 0)|^2 \delta(W - W^{(w)}|q_\tau\rangle) \). If the system is explicitly prepared in a statistical mixture of pure states \( \{\psi_j\}_{j=1}^N \) with distribution \( \{p_j\}_{j=1}^N \), \( p_j > 0, \sum_{j=1}^N p_j = 1 \), the

\[\text{We take the distribution to be discrete for simplicity sake.}\]
work distribution is just the convex sum of the individual distribution, i.e., \( P(W) = \sum_{j=1}^{N} p_j P(W; \psi_j) \).

The work distribution is positive and respects the average energy change of the unperturbed process (requirement 3). Agreement with the TPM scheme is verified when the measurement steps do not affect the state significantly, see Ref. [70] for details. The main conceptual difference from the previous approaches, apart from the phase-space description, is that it is defined for wave functions rather than density operators. As a consequence, the work is explicitly dependent on the way the system is physically prepared or measured, that is, on the experimental details of the implementation of the protocol. In Ref. [70] an example is given for which different statistical mixtures of pure states corresponding to the same density operator give rise to different work distributions. These are experimentally accessible via weak measurement schemes [100–104] if a decomposition is explicitly selected, e.g. by a corresponding measurement that separates \( \rho \) into pure state components, as also discussed in Ref. [37]. If the system is initially entangled with other degrees of freedom, then the work distribution can be experimentally accessed only through measurements on the overall pure state, which might not be known if all the empirically accessible information is that of the reduced density operator. Nonetheless, one may still define a coarse-grained work based on the available information, but this falls outside the scope of this review. Similarly to other approaches not satisfying condition 2, it is an interesting open question how and if one can recover the appropriate classical limit.

Although quantitatively different, this approach shares many qualitative similarities to a “sub-ensemble” approach, as proposed in Ref. [37]. There, the initial state described by a density operator \( \rho \) is first split into pure states ensembles \( \{|\psi_\alpha\rangle\langle\psi_\alpha|\}_{\alpha=1}^{N} \), with probabilities \( \{\lambda_\alpha\}_{\alpha=1}^{N} \), such that \( \rho = \sum_{\alpha=1}^{N} \lambda_\alpha |\psi_\alpha\rangle\langle\psi_\alpha| \). The fluctuating work is taken to be the change in the energy expectation value for each element of the sub-ensemble. Similar properties include, e.g., positive work distribution, average work equal to unperturbed average energy change (condition 3), ensemble dependence and non-convexity under mixtures of \( \rho \). The main difference is that from the Hamilton-Jacobi perspective the individual states \( |\psi_\alpha\rangle\langle\psi_\alpha| \) are treated as representing another sub-ensemble of point-particles trajectories. From this perspective, the sub-ensemble approach can be viewed as a coarse-graining of the Hamilton-Jacobi approach.

### 11.4.7 POVM Depending on the Initial State

Another logical possibility is to look at measurement schemes that depend on the initial state. We have seen before that the two-projective-measurement scheme (TPM) does not satisfy condition 3 on non-diagonal states. This is because the TPM scheme projects onto the basis of the Hamiltonian and thereby destroys all coherence, so that the state to which the unitary is applied is not the initial one. However, if the initial state is known, one can always determine the basis in which it is diagonal and conduct
a projective measurement onto that basis. Then, no coherence is destroyed during the first measurement and a probability distribution that satisfies both conditions 2 and 3 can be obtained. However, the dependence on the initial state directly violates condition 1, in accordance to Theorem 1. In particular, the resulting probability distribution is not convex. We note that this kind of measurement schemes have been formally considered to obtain general fluctuation theorems [90]; however, when the initial $\rho$ does not commute with the Hamiltonian the physical meaning of the statistics becomes unclear [90]. In particular, there is no clear recipe to assign an energy or work cost to a transition between two pure states that are in coherent superpositions of energies.

### 11.4.8 Collective Measurements

Another approach, aiming at reducing the measurement back-action of the TPM scheme, is to apply a collective measurement on $N$ copies of the state, each of them undergoing the same unitary evolution. This possibility has been considered in Ref. [57]. Since the measurement acts on $N$ copies, it is convex on the whole state $\rho^{\otimes N}$, but it is not anymore convex at the local level of $\rho$. For global measurements, one can naturally adapt the conditions of the no-go theorem as [57]:

1. **POVM.** There exists a Positive-Operator-Valued Measure (POVM), i.e., a set of positive operators $\Pi_w$, dependent on $H$, $H'$ and $U$ but not $\rho$, that satisfies $p(w|\mathcal{P}) = \text{Tr}(\rho^{\otimes N}\Pi_w)$ and $\sum_w \Pi_w = \mathbb{I}$. Note that the $\Pi_w$ in this case are matrices with dimension $d^N \times d^N$, where $d$ is the local dimension of $\rho$. This gives a much bigger freedom to the measurement scheme.

2. **Agreement with the TPM scheme for non-coherent states.** The $N$-copies protocol recovers the single-copy TPM scheme for diagonal states, i.e., $\text{Tr}(\rho^{\otimes N}\Pi^{(i)}) = \text{Tr}(\rho_{\text{diag}}\Pi^{(i)}_{\text{PM}}) \forall \rho_{\text{diag}}$ such that $[\rho_{\text{diag}}, H] = 0$.

3. **Average energy changes are respected by the measurement process.** The $N$-copies average energy change equals the single-copy average energy change induced by $U$ on $\rho$:

$$\sum_w w\text{Tr}(\rho^{\otimes N}\Pi_w) = \text{Tr}(U\rho U^\dagger H) - \text{Tr}(\rho H) \quad \forall \rho. \quad (11.13)$$

It was shown in Ref. [57] that it is still impossible to satisfy these weaker requirements simultaneously. That is, even when considering global measurements, there is an intrinsic back-action in measurements of quantum work. Nevertheless, global measurements allow for improvements, in the sense that one can design measurements on $\rho^{\otimes N}$ that satisfy 1. and 2. exactly, and lead to an average energy that is closer to satisfying Eq. (11.13) as compared to the single-copy case. In particular, the following collective measurement scheme on two copies of the state has been suggested in [57]:
\[ M^{(ij)}_\lambda = |i\rangle \langle i| \otimes (\langle i| T_j |i\rangle \mathbb{I} + \lambda T_{j}^{\text{off-diag}}), \quad (11.14) \]

where \( T_j = U^\dagger |j\rangle \langle j'| U \), \( T_j^{\text{off-diag}} \) is the off-diagonal part of \( T_j \) in the basis of \( H \), and \( \lambda \in [0, 1] \) is a parameter that can depend on the specific \( U \) [57]. The \( M^{(ij)}_\lambda \) are POVM elements acting on two copies of the state, so that \( P^{(ij)}_\lambda = \text{Tr}(M^{(ij)}_\lambda \rho \otimes \mathbb{I}) \) is the probability assigned to the work cost \( w^{(ij)} \) as given in (11.4). This collective measurement scheme has some appealing properties:

- It satisfies conditions 1. and 2. exactly. The first condition is satisfied by noting that (11.14) are POVM elements, and the second one follows from \( \text{Tr}(\rho \text{diag} T_{j}^{\text{off-diag}}) = 0. \)
- The second term of (11.14) brings information about the purely coherent part of the evolution, hence extending the standard TPM scheme to partly describe coherent evolutions.
- The global measurement (11.14) can be expressed as two independent measurements on each copy of \( \rho \), specifically a projective energy measurement on the first copy, and a non-projective measurement on the second copy that depends on \( U \). By measuring each copy separately, one before and one after the evolution, the measurement back-action can be reduced.

These properties make collective measurements an interesting possibility to extend the TPM scheme to capture some of the subtle effects of coherent evolutions. Notably, the collective measurement (11.14) has been recently implemented experimentally in a photonic set-up.

In the classical limit \( N \to \infty \) one can get arbitrarily close to satisfying all requirements; in fact, taking \( H_N = \sum_i H^{(i)} / N \) (\( X^{(i)} \) denotes \( X \) in the Hilbert space of particle \( i \) and identity elsewhere) and \( \tilde{H}_N' = \sum_i U^{\dagger(i)} H^{(i)} U^{(i)} / N \), one gets \([H_N, \tilde{H}_N'] \propto 1/N\); in other words, since all average observables commute in the asymptotic limit, and since \( \text{Tr}(U \rho U^{\dagger} H) - \text{Tr}(\rho H) = \text{Tr}(\rho \otimes N \tilde{H}_N') - \text{Tr}(\rho \otimes N H_N) \), non-commutativity becomes increasingly irrelevant: the TPM scheme satisfies all three assumptions arbitrarily well in the limit. However, this does not solve the issue for the thermodynamics of a small number of quantum systems.

### 11.4.9 Beyond Work Distributions

A new promising approach developed a fully quantised version of the protocols described above [72, 74]. Specifically, one can treat the work reservoir as a quantum system, rather than assume a classical external system. Furthermore, one can explicitly model a switch responsible for the change in the system Hamiltonian from \( H \) to \( H' \) (the overall Hamiltonian is time independent, but the switch induces an effective time-dependent Hamiltonian on the system). One can then impose that the overall dynamics is unitary and conserves energy. In this way the work reservoir, as well as
providing the energy necessary for the transformation, also behaves as a quantum probe for the system dynamics.

For states that are initially thermal, fluctuation-like theorems can then be written for the quantum channel induced on the work source, a quantum version of the standard theorems for $p(w|P)$. These can be tested by process tomography. The standard fluctuation theorems are recovered by looking at the evolution of the diagonal part of the work reservoir, under an additional assumption, i.e. energy translation invariance of the dynamics of the work reservoir. This assumption captures the idea that only displacements in energy of the work reservoir should matter for the definition of work. A Jarzynski equality can be verified by a TPM scheme on the work reservoir, thanks to the decoupling of diagonal and off-diagonal dynamics of the work reservoir (which follows from overall energy conservation and the assumption that the initial state of the system is thermal). Further relations hold for the evolution of the off-diagonal elements of the work reservoir. These results, and an extension to arbitrary initial states described through conditional fluctuation theorems \[74\], may provide a new avenue to the study of work fluctuations for coherent initial states. For further information, see also Chap. 12.

11.5 Outlook

The standard approach to measure work fluctuations, consisting of two projective energy measurements (TPM) before and after the evolution, becomes invasive when the initial state is coherent. This prevents the possibility of capturing interference effects arising due to the coherence in the initial state. This observation has motivated several proposals for measurements (or definitions) of work beyond the standard TPM scheme \[53, 54, 57, 67–72, 74, 86\]. The goal of this short review has been to put together these works in order to gain a global perspective of the topic.

As discussed in Ref. \[57\], the three desiderata (1) Convexity and existence of a work probability distribution, (2) Recovery of the TPM work distribution for non coherent input states, (3) Respecting the identification of average work as average energy change in the unitary process, are mutually incompatible. Furthermore, (1) and (2) alone are incompatible with the possibility of witnessing contextuality \[71\], a distinctive property of quantum phenomena that has been connected to quantum advantages in the realm of computation \[77, 78\]. Here, we have used these impossibility results to understand and classify the different definitions of work fluctuations in coherent evolutions, even though we also mentioned some notable proposals that are not captured within this framework \[72, 74\].

The first conclusion one can draw is that while classically there is a single definition of work for closed system evolutions, there are multiple relevant definitions of work for quantum systems (as also discussed in Chap. 14). Rather than focusing on the question of what is the quantum work, our view is that the relevant questions should be more pragmatic. For a given scheme, what information is encoded in the corresponding work (quasi) probability distribution? What results exist connecting
the features of such quantum work distribution to the underlying properties of the quantum process? Can the obtained statistics be simulated in classical systems (see Refs. [71, 93, 105])? If they cannot, can this lead to any genuine quantum advantage in thermodynamic tasks? Finally, can one construct fluctuation theorems for out-of-equilibrium coherent states (see [53, 68, 74] for first attempts) and, more importantly, what is their physical meaning? We hope the results discussed here provide a solid starting point to address these questions, and motivate further research in this direction.

While many partial results appeared in the literature pointing at potential quantum advantages [23–29, 106], proving a clear-cut departure from the classical world view is a necessary condition to identify any truly quantum advantage. What do we mean here by “truly”? We mean an advantage proved under very weak modelling assumptions, such as locality in Bell inequalities [107] or certain operational equivalences for contextuality [108]. This allows to pinpoint genuine quantum phenomena through a rigorous no-go theorem, as apparently quantum behaviours can often be reproduced by classical models, also in thermodynamic contexts [15].

While showing that a phenomenon defies classical explanations in a broad sense is a necessary condition for any truly quantum advantage, it is by no means sufficient. Here, quantum work distributions could provide a useful bridge, since on the one hand they may be related to thermodynamically relevant quantities, while on the other hand they may be associated to non-classicality proofs [54, 71, 93, 94]. It is in this role of probes of the behaviour of quantum systems that quantum work distributions may be most useful in helping us to identify a provable advantage of a thermodynamic protocol over its classical counterparts. Ultimately, this remains one of the most important questions posed by quantum thermodynamics.
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Appendix: Loss in Maximal Amount of Average Extractable Work Due to Energy Measurement

The maximal average amount of work that can be extracted from a quantum system in state $\rho$ with internal Hamiltonian $H_S$ and unitary operations on systems and a thermal bath at temperature $T$ is
\[ \langle W \rangle_{\text{max}}(\rho) = F(\rho, H_S) - F(\tau, H_S) \equiv kT S(\rho||\tau), \]  
(11.15)


\[ W = F(\rho_S, H_S) - F(\rho'_S, H_S) + F(\rho_B, H_B) - F(\rho'_B, H_B) - kT I(\rho'_{SB}) \]

\[ = F(\rho_S, H_S) - F(\rho'_S, H_S) - kT (S(\rho'_B||\tau_B) + I(\rho'_{SB})), \]

(11.22)

where we used \( F(\rho_B, H_B) - F(\tau_B, H_B) = kT S(\gamma_B||\tau_B). \) As both \( I(\cdot) \) and \( S(\cdot||\cdot) \) are non-negative quantities, we immediately obtain

\[ W \leq F(\rho_S, H_S) - F(\rho'_S, H_S). \]

(11.23)

Note that this expression only depends on the (initial and final) state of \( S \) and the temperature of \( B \). We can obtain a bound that is independent of the final state by adding and subtracting \( F(\tau_S, H_S) \) in Eq. (11.22) (where \( \tau_S = e^{-\beta H_S}/\text{Tr}(e^{-\beta H_S}) \)), which gives

\[ W = F(\rho_S, H_S) - F(\tau_S, H_S) - T \left[ S(\rho'_S||\tau_S) + I(\rho'_{SB}) + S(\rho'_B||\tau_B) \right], \]

(11.24)

Note again that all terms in the square parenthesis are non-negative, and each of them has an intuitive physical meaning: in order of appearance, the athermality of the final state of \( S \) (when \( \rho'_S \neq \tau_S \)), the correlations created between \( S \) and \( B \), and the athermality of final state of \( B \) (when \( \rho'_B \neq \tau_B \)). With the above equality we finally obtain

\[ W \leq F(\rho_S, H_S) - F(\tau_S, H_S) = \langle W \rangle_{\text{max}}(\rho). \]

(11.25)

The remaining interesting question is whether these bounds can be saturated: protocols that achieve (11.15) are constructed in [109–111] which, interestingly, require \( B \) to be of macroscopic size.

We now move to the question of how energy measurements change Eq. (11.15), by making it unattainable. For simplicity of exposition, we will assume that \( H_S \) is not degenerate. If one performs an energy measurement, one obtains a pure energy state \( E_i \) with probability \( p_i = \langle E_i | \rho | E_i \rangle \). Using Eq. (11.15), one can see that from state \( |E_i\rangle \) one can extract a maximum amount of work equal to \( F(|E_i\rangle) - F(\tau) = E_i + kT \log Z \) (this can be understood as the conjunction of the unitary process that maps \( |E_i\rangle \) into the ground state, extracting energy \( E_i \), followed by a protocol that extracts work \( kT \log Z \) from the purity of the ground state). To complete the process one needs to reset the memory, implicitly used in the measurement, to its “blank state”; in the presence of a bath at temperature \( T \), this requires an investment of \( kT H(\mathbf{p}) \), where \( \mathbf{p} \) is the distribution \( p_i \) and \( H(\mathbf{p}) = -\sum_i p_i \log p_i \) is the Shannon entropy (this is known as Landauer erasure). Overall the protocol that extracts work after an energy measurement optimally achieves the average \( \langle W \rangle_{\text{meas}}(\rho) = \sum_i p_i E_i - kT H(\mathbf{p}) + kT \log Z \). A direct calculation shows \( \langle W \rangle_{\text{meas}} = F(\mathcal{D}(\rho)) - F(\tau) \), with \( \mathcal{D} \) the dephasing operation \( \mathcal{D}(\rho) = \sum_i p_i |E_i\rangle\langle E_i| \). This implies

\[ \langle W \rangle_{\text{meas}}(\rho) = \langle W \rangle_{\text{max}}(\mathcal{D}(\rho)), \]

(11.26)
i.e. the energy measurement protocol optimally extracts an average amount of work equal to the maximum that can be extracted by first dephasing the state and then performing work extraction. This implies a loss

\[ \langle W \rangle_{\text{max}}(\rho) - \langle W \rangle_{\text{max}}(D(\rho)) = kT S(D(\rho)) - kT S(\rho) = kT A(\rho), \quad (11.27) \]

proportional to a quantity \( A(\rho) \) called \textit{asymmetry} or \textit{relative entropy of coherence}, which is a measure of quantum coherence in the eigenbasis of \( H_S \). Note that \( A(\rho) > 0 \) if and only if \( \rho \neq D(\rho) \).

The above reasoning shows that protocols based on energy measurements cannot reach the optimal average work extraction, since they lose the possibility of extracting work from the coherence of the quantum state. This intuition can also be grounded in the non equilibrium free energy. As we discussed above, \( \langle W \rangle_{\text{max}}(\rho) = \Delta F(\rho) := F(\rho) - F(\tau) \). Summing and subtracting \( \Delta F(D(\rho)) = F(D(\rho)) - F(\tau) \) one obtains, using the definition of \( A(\rho) \),

\[ \Delta F(\rho) = \Delta F(D(\rho)) + kT A(\rho), \quad (11.28) \]

i.e. the non-equilibrium free energy neatly decomposes into a contribution coming from the diagonal part of the state and a contribution coming from coherence [61, 62]. As discussed above, \( \langle W \rangle_{\text{meas}} = \Delta F(D(\rho)) \), i.e. the diagonal non-equilibrium free energy captures the component that can be converted into work by the energy measurement protocol, whereas the coherent contribution is lost. One has \( \Delta F(\rho) > \Delta F(D(\rho)) \) whenever \( [\rho, H_S] \neq 0 \).
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Chapter 12
The Coherent Crooks Equality

Zoe Holmes

12.1 Introduction

Fluctuation theorems are a pillar of contemporary thermodynamics: they are generalisations of the second law of thermodynamics that probe the irreversibility of non-equilibrium processes. Specifically, they consider systems driven from equilibrium and establish exact relations between the resultant thermal fluctuations. The emergent field of quantum fluctuation theorems aims to generalise classical fluctuation relations to the regime in which quantum phenomena such as coherence and entanglement become relevant. For a general introduction to both classical and quantum fluctuation relations, see Chap. 10 and Refs. [1–4].

Fluctuation theorems can broadly be classified as ‘detailed’ or ‘integral’ theorems, by the fluctuating quantity considered and by the nature of the non-equilibrium processes involved. ‘Detailed’ fluctuation theorems consider pairs of non-equilibrium processes (a ‘forwards’ one and its time-reversed equivalent) and quantify the relative probability of thermal fluctuations in the two processes. ‘Integral’ theorems consider a single non-equilibrium process and quantify averages, or statistical moments, of such fluctuating quantities. The classical Crooks equality [5] is a detailed fluctuation theorem quantifying the fluctuating work done on a system that is isothermally driven by a change in Hamiltonian. The Jarzynski equality [6] emerges as the integral variant of the Crooks equality.

A plethora of quantum Crooks and Jarzynski equalities have been proposed over the last decade. The simplest approach defines the work done on a closed system as the change in energy found by performing projective measurements at the start and end of the non-equilibrium process [7–9]. In this case, the classical Crooks equality holds unaltered. Generalisations of this simple quantum Crooks equality have largely focused on extensions to open quantum systems [10, 11], protocols
represented by generic quantum channels [12–14] and alternative quantum work definitions [15–17]. The latter includes definitions utilising quasi-probabilities [18, 19], the consistent histories framework [20] and the quantum jump approach [21, 22] (see also Chap. 15). Such extensions lead to deviations from the classical equality. The information theoretic approach (Part V) has proven an effective means of incorporating quantum mechanical phenomena into thermodynamics. The field rose to prominence with a series of papers probing the impact of entanglement on the second law of thermodynamics [23], Landauer erasure [24], the thermodynamic arrow of time [25] and thermalisation [26]. These were followed by results investigating work extraction [27–29], generalisations of the second laws [30, 31], and general criteria for state conversion [32, 33] in quantum systems. Much of this research [27–33] used insights from the thermal operations framework [34–36] (see also Chap. 26), a resource theory for quantum states out of thermal equilibrium.

The purpose of this chapter is to explicate an information theoretic approach that uses insights from the thermal operations framework to incorporate quantum coherence into fluctuation theorems. In particular, we seek to explain the coherent Crooks equality, Eq. (12.6) in Sect. 12.2, which was derived by Johan Åberg in [37]. This is a Crooks-like equality for a system with an energy supply that is in a superposition of energy eigenstates. While our focus is on this result, Álvaro Alhambra et al. independently used a similar methodology in [38] to generalise the Jarzynski equality and to investigate the consequences of introducing fluctuating work into the thermal operations framework.

12.2 Sketch of Framework and Equality

The key feature that distinguishes the framework of [37, 38] from other quantum fluctuation theorems is the manner in which energy conservation is explicitly accounted for. Firstly, the global Hamiltonian $H$ is assumed to be time independent. This is in marked contrast to the classical setup, as well as most previous quantum fluctuation theorems [7–11, 18–22], which utilise explicitly time dependent Hamiltonians. Secondly, the non-equilibrium process is driven by a unitary $V$ that is ‘strictly’ energy conserving [29] in the sense that it commutes with the global Hamiltonian, $[H, V] = 0$. These two restrictions are used within the resource theoretic approach to quantum thermodynamics [34–36] where they have proven an effective means of carefully tracking the evolution of the energy and coherence$^1$ of a quantum system. Moreover, as expanded upon in Sect. 12.4, these restrictions are central to the resulting form of the coherent Crooks equality.

In the standard fluctuation theorem setting a system is driven by a change in Hamiltonian resulting in exchanges of heat and work. This can be captured, using only time independent Hamiltonians and energy conserving processes, by explicitly

$^1$We use the term ‘coherence’ in the sense of a ‘superposition of states belonging to different energy eigenspaces’.
modeling the subsystems that are implicitly involved. Specifically, the total setup is taken to consist of the:

- **System of interest** $S$: this is the system that is driven by a change in Hamiltonian.
- **Control system** $C$: this enables the Hamiltonian of the system to be changed, $H_S^i \leftrightarrow H_S^f$.
- **Work store** $W$: this provides the energy required to change the Hamiltonian of the system.
- **Thermal bath** $B$: this enables the system to relax in response to the change in its Hamiltonian.

Crucially, the work store is assumed to be a quantum mechanical system and thus acts as a source of coherence. As the system in the standard Crooks equality starts in a thermal state which is diagonal in the energy eigenbasis, a means of introducing coherence, be it implicit or explicit, is required for any genuinely quantum mechanical Crooks equality.

Having decided to explicitly model the work store, it is then additionally used in [37] to sidestep the challenges associated with how to define fluctuating quantum work (for a review see [15] or Chap. 11). The classical definition of fluctuating work [4–6] does not follow directly over to the quantum regime as quantum particles do not have well defined trajectories. Moreover, a recent no go theorem [16] suggests there can be no definition of quantum fluctuating work that corresponds to the change in average internal energy in a closed quantum system and that recovers the results of classical stochastic thermodynamics for states with no coherence.

Rather than relying on one of the definitions of ‘quantum work’, the coherent Crooks equality is stated in terms of transition probabilities between work store
states. This is a generalisation that is consistent with the classical approach. When the work store is prepared in an energy eigenstate, the transition probabilities agree with the standard two point measurement scheme [7–9]. However, in the general case the work store can be prepared and found in a superposition of energy eigenstates.

For the purpose of this chapter we will simplify the setup and present the coherent Crooks equality for a bipartite system. This is done by first treating the control system and work store as a single system, which we will call the thermal machine $M$, that has the dual role of driving the change in system Hamiltonian and providing or absorbing the energy required to do so. The equality is formulated in terms of transition probabilities of the thermal machine. Secondly, we set the bath aside and think of it only as an implicit means of defining the temperature of the isothermal process and of preparing the system in a thermal state. The bipartite setup has the time-independent Hamiltonian,

$$H_{MS} = H_M \otimes 1_S + 1_M \otimes H_S + H_{int}^{MS} \quad (12.1)$$

comprised of the Hamiltonians $H_S$ and $H_M$ for the system and thermal machine, and their interaction $H_{int}^{MS}$. The full setup and this bipartite variant are sketched in Fig. 12.1a.

For concreteness, we can picture the bipartite setup using the example of a two level system and a motional thermal machine that interact via,

$$H_{int}^{MS} = E(x_M) \otimes \sigma^z_S \quad (12.2)$$

$E(x_M)$ is an energetic level-shift that depends on the position, $x_M$, of the machine. $\sigma^z_S = |e_S\rangle\langle e_S| - |g_S\rangle\langle g_S|$ with $|e_S\rangle$ and $|g_S\rangle$ the excited and ground states of the two level system respectively. This setup could be physically implemented by a spin in a position dependent magnetic field. As sketched in Fig. 12.2, by choosing the function $E(x)$ to be constant for $x \leq x_i$ and for $x \geq x_f$, two distinct effective Hamiltonians, $H^i_S$ and $H^f_S$, can be realised for the two level system. Similarly to the classical Crooks equality, the coherent Crooks equality is independent of precisely how the Hamiltonian changes from $H^i_S$ to $H^f_S$ and as such the choice of the form of $E(x)$ in the region $x_i < x < x_f$ is arbitrary. The position of the machine controls the Hamiltonian of the two level system and its energy provides the work store.

The aim now is to use this framework to probe the energy fluctuations that result from driving a system with a coherent energy supply away from equilibrium. This is done by broadly replicating the standard classical Crooks protocol but now allowing the thermal machine to exist in a superposition of energy states. The new protocol, as sketched in Fig. 12.2, consists of the following three stages:

**Preparation:** The machine is prepared in some state $|\phi^i_M\rangle$ such that the initial effective Hamiltonian of the system is $H^i_S$ (i.e. for our example localised such that $\langle \phi^i_M | x_M | \phi^i_M \rangle < x_i$). This is the only constraint on $|\phi^i_M\rangle$ which in general can be in a superposition of energy states. As in the classical case, the system is
prepared in a thermal state, at temperature $T$, with respect to its initial Hamiltonian,
\[ \gamma(H^i_S) \propto \exp\left(-\frac{H^i_S}{k_B T}\right). \]

**Evolution:** The system and machine then evolve under an energy conserving unitary $V_{MS}$ that induces a change in the effective system Hamiltonian from $H^i_S$ to $H^f_S$. This drives the system from equilibrium with the energy required to do so supplied by the machine.

**Measurement:** To quantify the energy changes of the driven system, a binary projective measurement is performed on the machine, $\{|\psi^f_M\rangle\langle\psi^f_M|, \mathbb{1}_M - |\psi^f_M\rangle\langle\psi^f_M|\}$. The only restriction on the state $|\psi_f^i_M\rangle$ is that it must correspond to the final system Hamiltonian $H^f_S$ (i.e. for our example be localised such that $\langle\psi_f^i_M|x_M|\psi_f^i_M\rangle > x_f$).

In general $|\psi^f_M\rangle$ is a superposition of energy states and so this measurement probes the coherent properties of the evolved system and machine.

The transition probability for the forwards protocol,
\[ P_{H^i_S\rightarrow H^f_S}(|\phi^f_M\rangle \rightarrow |\psi^f_M\rangle) := \text{Tr}\left[ (|\psi^f_M\rangle\langle\psi^f_M| \otimes \mathbb{1}_S) V_{MS}(|\phi^f_M\rangle\langle\phi^f_M| \otimes \gamma(H^f_S)) V_{MS}^\dagger \right], \]
(12.3)
is the probability for the machine to collapse onto $|\psi^f_M\rangle$ having been prepared in $|\phi^f_M\rangle$.

Similarly to the classical Crooks equality, the coherent Crooks equality purports to quantify the irreversibility of non-equilibrium processes. As such, the transition probability for the forwards process, Eq. (12.3), is compared to one for its time-reversed variant. The time reversal operation, $\mathcal{T}$, is introduced to characterise this reverse process. Specifically, $\mathcal{T}$ is defined such that if we now assume that the setup and its evolution are time reversal invariant, i.e. $\mathcal{T}(H_{MS}) = H_{MS}$ and $\mathcal{T}(V_{MS}) = V_{MS}$, we have that when the machine is prepared in some state $\mathcal{T}(|\phi^f_M\rangle)$ its evolution under $V$ drives a change in Hamiltonian from $H^f_S$ back to $H^i_S$. We formally define
\( T \) in Sect. 12.3. The transition probability for the reverse process\(^2\),

\[
P_{H_f \rightarrow H_i}^{\dagger}(T(|\phi_M^f\rangle) \rightarrow T(|\psi_M^i\rangle)) := \text{Tr} \left[ (T(|\psi_M^i\rangle\langle\psi_M^i|) \otimes \mathbb{1}_S) V_{MS} (T(|\phi_M^f\rangle\langle\phi_M^f|) \otimes \gamma(H_f^i)) V_{MS}^\dagger \right].
\]

(12.4)
is otherwise entirely analogous to the forwards case and quantifies the probability to find the machine in \( T(|\psi_M^i\rangle) \) having prepared it in \( T(|\phi_M^f\rangle) \).

In the coherent Crooks equality, the pair of machine states quantified in the reverse process, \( T(|\psi_M^i\rangle) \) and \( T(|\phi_M^f\rangle) \), are constrained by the choice in states for the forwards process, \( |\psi_M^f\rangle \) and \( |\phi_M^i\rangle \). The equality is derived by considering the ratio of the forwards, Eq. (12.3), and reverse, Eq. (12.4), transition probabilities and exploiting the fact that \( H_{MS} \) and \( V_{MS} \) commute and are time reversal invariant. It is found that the comparison of these probabilities is only possible for pairs of states related by a temperature dependent operation,

\[
|\phi_M^i\rangle \propto \exp \left( -\frac{H_M}{2k_B T} \right) |\psi_M^i\rangle \quad \text{and} \quad |\phi_M^f\rangle \propto \exp \left( -\frac{H_M}{2k_B T} \right) |\psi_M^f\rangle.
\]

(12.5)

For energy eigenstates this operation is trivial; we have that \( |\phi_M^{i,f}\rangle = |\psi_M^{i,f}\rangle \) and the pairs of states in the forwards and reverse processes are simply the time reverse of one another. In general, the operation is non-trivial but can be seen as emerging from a seemingly natural map, called the Gibbs map, that we discuss in Sect. 12.4.

Having parameterised the relevant machine states in this way, the ratio of the transition probabilities is calculable and the coherent Crooks equality is found,

\[
\frac{P_{H_f \rightarrow H_i}^{\dagger} (|\phi_M^i\rangle \rightarrow |\psi_M^f\rangle)}{P_{H_f \rightarrow H_i} (T(|\phi_M^i\rangle) \rightarrow T(|\psi_M^f\rangle))} = \exp \left( \frac{1}{k_B T} \left( \Delta \tilde{E} - \Delta F \right) \right).
\]

(12.6)

(This equality is Eq. 28 of [37] but written for a bipartite setup and assuming that the machine is prepared in a pure state.) The dependence on the change in equilibrium free energy \( \Delta F \) carries over from the classical Crooks equality [5]. As usual \( \Delta F := F(H_f^i, T) - F(H_f^i, T) \) with the free energy for any Hamiltonian \( H \) and temperature \( T \) given by

\[
F(H, T) := -k_B T \ln \left[ \text{Tr} \left[ \exp \left( -\frac{H}{k_B T} \right) \right] \right].
\]

(12.7)

However, the classical work term is replaced with a quantum generalisation of the energy supplied to, or absorbed from, the system, \( \Delta \tilde{E} := \tilde{E}_{|\psi_M^i\rangle\langle\psi_M^i|}(H_M, T) - \tilde{E}_{|\phi_M^i\rangle\langle\phi_M^i|}(H_M, T) \). The function \( \tilde{E}_\rho \) is a state dependent mathematical generalisation.

---

\(^2\)To avoid a proliferation of notation we here use the symbol \( T \) to denote both a mapping on the level of Hilbert spaces and a map on the space of operators on the Hilbert space.
of the equilibrium free energy defined as
\[ \tilde{E}_\rho(H, T) := -k_B T \ln \left( \text{Tr} \left[ \exp \left( -\frac{H}{k_B T} \right) \rho \right] \right). \] (12.8)

As required to regain the classical limit, when the thermal machine is prepared in an energy eigenstate, \( \Delta \tilde{E} \) corresponds to the energy exchanged between the system and the thermal machine. More generally, as we discuss in Sect. 12.4, \( \tilde{E} \) appears to be a natural, temperature dependent, quantum energy measure.

The deviations from the classical Crooks equality are encapsulated in these two new concepts: the temperature dependent operation that parameterises the initial states and the substitution of the classical work term for \( \Delta \tilde{E} \). For energy eigenstates, \( \{|E_M^k\}\), the coherent Crooks equality reduces to
\[ \frac{\mathcal{P}_{H^i_S \rightarrow H^f_S}(|E^i_M^k\rangle \rightarrow |E^f_M^k\rangle)}{\mathcal{P}_{H^f_S \rightarrow H^i_S}(|E^f_M^k\rangle \rightarrow |E^i_M^k\rangle)} = \exp \left( \frac{1}{k_B T} \left( (E^i - E^f) - \Delta F \right) \right). \] (12.9)

If we then additionally assume that the evolution of the setup does not depend on the initial energy of the machine, the usual classical Crooks equality is regained by identifying its change in energy with the work done on the system. It is primarily in virtue of this that the coherent Crooks equality can be seen as a genuine quantum generalisation. However, in general the temperature dependent operation and the generalised energy flow term are essential to capture the impact of coherence.

### 12.3 Conceptual Ingredients

**Control System.** The example of the two level system that experiences a position dependent splitting is intended to provide an intuition as to the role of the control. More generally, the system Hamiltonian is changed by moving the state of the control between two regions of the total Hilbert space corresponding to different effective system Hamiltonians. This is sketched in Fig. 12.1b. Consider a system coupled to the control by a Hamiltonian of the form
\[ H_{CS} = \Pi^i_C \otimes H^i_S + \Pi^f_C \otimes H^f_S + H^\perp_{CS} \] (12.10)

where \( \Pi^i_C \) and \( \Pi^f_C \) are projectors onto different subregions, \( R^i \) and \( R^f \) respectively, of the control. \( H^\perp_{CS} \) has support only outside those two subspaces, i.e. \( (\Pi^i_C \otimes X_S) H^\perp_{CS} = (\Pi^f_C \otimes X_S) H^\perp_{CS} = 0 \) for any system operator \( X_S \). When the control is prepared in a state with support in region \( R^i \) only, the initial effective system Hamiltonian is \( H^i_S \).

The evolution of the control system is induced by a unitary operation that is chosen to switch the control system from a state with support in region \( R^i \) to one in \( R^f \). This changes the effective system Hamiltonian to \( H^f_S \).
**Time reversal.** As the classical Crooks equality relates a forwards process to its time reversed variant, any quantum generalisation of it requires a means of defining this reversed process. For this reason, the quantum time reversal operation $T$ is introduced.

The time reversal operation can be enacted by complex conjugation or the transpose operation. While complex conjugation is the ‘textbook’ quantum time reversal operation, its anti-linearity can make it mathematically arduous and so in the transpose is used. The two are equivalent on Hermitian operators and as such we have that for any state or observable, $\sigma$, that $T(\sigma) := \sigma^T \equiv \sigma^*$ where $^*$ and $^T$ are the complex conjugation and transpose operations respectively. The basis that the transpose is taken with respect to is dictated by the physical implementation considered. Specifically, it is chosen such that the time reversed control states drive the change in Hamiltonian from $H^f$ back to $H^i$ and such that the global Hamiltonian and evolution operator are time reversal invariant.

A sense of how $T$ operates can be gained by looking at its effect on the evolution of a state. Suppose an initial state $\rho_i$ evolves under a time reversal invariant unitary, $U = T(U) = U^T$, to some state $\rho_f$, i.e. $\rho_f = U \rho_i U^\dagger$. Then the time reversed version of the final state $T(\rho_f)$ evolves back under $U$ to the time reversed version of the initial state $T(\rho_i)$, i.e. $T(\rho_i) = UT(\rho_f)U^\dagger$. This follows from rearranging $\rho_f^T = U^\dagger T \rho_i^T U T = U^\dagger \rho_i^T U$.

In terms of our bipartite example, it is natural to take $T()$ to be the transpose operation in the $x_M$ and $\sigma_z^S$ bases. This ensures the thermal states of the two level system are invariant, but that the momentum of the motional states are reversed, under $T$. Suppose, for example, that in the forwards process the motional state is prepared and measured in optical coherent states \(|\alpha_i\rangle\langle \alpha_i|\) and \(|\alpha_f\rangle\langle \alpha_f|\), centered in the regions $x < x_i$ and $x > x_f$ respectively and with momentum in the positive $x$ direction. Then the states for the reverse process, leaving aside the additional impact of the temperature dependent operator in Eq. (12.5), are \(|\alpha^*_i\rangle\langle \alpha^*_i|\) and \(|\alpha^*_f\rangle\langle \alpha^*_f|\). As the position and momentum of a coherent state $|\alpha\rangle$ are proportional to the real and imaginary parts of $\alpha$ respectively, this reverses the momentum of the machine while leaving its position unchanged. As such, preparing the machine in \(|\alpha^*_f\rangle\langle \alpha^*_f|\) drives the required reverse change in effective system Hamiltonian.

**Derivation.** The cleanest derivation of the coherent Crooks equality makes use of two properties: ‘global invariance’ and ‘factorisability’.

Global invariance is a property of a pair of states, $\rho_i$ and $\rho_f$, of a single system with a time reversal invariant Hamiltonian $H$ and a strictly energy conserving and time reversal invariant unitary evolution $V$. By exploiting the fact that $H$ and $V$ are time reversal invariant and commute it is found that the quantity

$$\text{Tr} \left[ \rho_f V \exp \left( -\frac{H}{2k_B T} \right) \rho_i \exp \left( -\frac{H}{2k_B T} \right) V^\dagger \right] \quad (12.11)$$
is invariant under the transformation \( \rho_i \rightarrow T(\rho_f) \) and \( \rho_f \rightarrow T(\rho_i) \). This property is the starting point to derive a large family of quantum fluctuation theorems and plays an analogous role to detailed balance for classical fluctuation theorems.

Factorisability characterises the extent to which multiple interacting systems can be considered independent subsystems and enables a Crooks-like equality to be derived from global invariance. This condition holds when the system, thermal bath, control and work store are effectively non-interacting at the start and end of the forwards and reverse protocols. Specifically, the bipartite setup is factorisable if the exponential of \( H_{MS} \) factorises into a \( H_M \) term and a \( H_S^i \) or \( H_S^f \) term when acting on the machine states \( |\psi_M^i\rangle \) and \( |\psi_M^f\rangle \) respectively, i.e. if

\[
\exp\left(-\frac{H_{MS}}{2k_B T}\right) \langle|\psi_M^k\rangle\langle\psi_M^k|\otimes\mathbb{1}_S \exp\left(-\frac{H_{MS}}{2k_B T}\right) = \exp\left(-\frac{H_M}{2k_B T}\right)|\psi_M^k\rangle\langle\psi_M^k| \otimes \exp\left(-\frac{H_S^k}{k_B T}\right)
\]

for \( k = i \) and \( k = f \).

For a complete derivation, see Appendix I of [37] or [41].

**Externally controlled and autonomous variants.** There are two variants of the coherent Crooks equality corresponding to different ways in which the evolution is induced. The equalities take the same general form; however, they are derived from different assumptions about the setup Hamiltonian.

In the externally controlled variant, the evolution is induced by the application of some energy conserving unitary operation. It is more natural to picture this variant when the control and work store are independent systems. The system and work store Hamiltonians are then simply assumed to be non-interacting, i.e.

\[
H_{WCS} = \mathbb{1}_W \otimes H_{CS} + H_W \otimes \mathbb{1}_{CS},
\]

where \( H_{CS} \) is defined in Eq. (12.10). In the bipartite case the thermal machine and system Hamiltonians must interact for the machine to act as the control. Instead their Hamiltonian is required to not induce evolution between the initial and final subregions, i.e. \((\mathbb{1}_M - \Pi_i^M)H_M\Pi_i^M = 0\) and \((\mathbb{1}_M - \Pi_f^M)H_M\Pi_f^M = 0\). These restrictions to the setup Hamiltonian ensure that the coherent Crooks equality holds exactly.

However, there is an apparent tension here. The time evolution of the setup will be determined by some Hamiltonian \( H_{WCS}^{\text{evol}} \) where \( V_{WCS} = \exp(-iH_{WCS}^{\text{evol}}t) \). This Hamiltonian must contain interaction terms to enable the exchange of energy between the system and work store. As such, \( H_{WCS}^{\text{evol}} \neq H_{WCS} \) and we have two distinct Hamiltonians for the setup. This can be reconciled by thinking of \( H_{WCS} \) as parameterising the states at the start and end of the protocols and \( H_{WCS}^{\text{evol}} \) as the ‘true’ Hamiltonian that completely describes the energy of the setup.

The second variant avoids the tension entirely; however, at the cost of not being exact. In this case the setup Hamiltonian includes a term to drive the evolution of the control and to transfer energy between the system and work store. The setup then
evolves *autonomously* under this Hamiltonian. This case is inexact because in order for the autonomous evolution of the setup to induce the required change in system Hamiltonian, the system must be interacting with the work store and control at all times. As a result the factorisability condition does not hold exactly. The approximate nature of the autonomous coherent Crooks equality is formally quantified by an error bound in [37]. Numerical simulations [37, 41] indicate that for a wide parameter range, the errors fall below plausible experimental error margins. Hence, in such regimes the equality can nonetheless essentially be treated as exact.

The two level system with a motional machine example is most naturally understood in the autonomous variant. In this example, the Hamiltonian $H_{MS}$ would simply contain kinetic, and possibly potential, energy terms. For example, $H_M$ in Eq. (12.1) could be a harmonic oscillator Hamiltonian centered halfway between $x_i$ and $x_f$. When the system and thermal machine evolve under $V_{MS} = \exp(-iH_{MS}t)$ this then drives the required translation process. The coherent Crooks equality holds to a high degree of accuracy when the machine is prepared far from interaction region, i.e. outside of the region $x_i < x < x_f$ in Fig. 12.2. This is intuitive because when prepared far from the interaction region, the interaction between the machine and the two level system is effectively negligible and consequently they can be seen as approximately independent.

The control in the autonomous variant plays a role similar to that of the quantum clocks that have been studied elsewhere in quantum thermodynamics [42] and quantum information theory [43, 44]. As with quantum clocks, this variant is partially motivated by the desire to avoid the implicit dependence on an additional, potentially classical, system (the experimentalist and their apparatus) that is required to apply a unitary operation.

### 12.4 Conceptual Significance

**Gibbs map and generalised energy flow.** We saw in Sect. 12.2 that two new concepts emerged from applying the standard Crooks equality approach of comparing a forwards and reverse process in the presence of a coherent energy supply: firstly, the operation that parameterises the thermal machine states, Eq. (12.5), and secondly, the function $\Delta \tilde{E}$ that replaces the classical work term in the coherent Crooks equality, Eq. (12.6). Their precise forms, in particular their temperature dependence, are forced by the derivation of the coherent Crooks equality. While the full significance of these new concepts is very much an open research question; a study of their basic properties suggests that they are not only convenient mathematical definitions but also physically natural.

The temperature dependent operation that parameterises the thermal machine states in Eq. (12.5), emerges from the Gibbs map $G_\rho$, which given a system with

---

3The global invariance and factorisability conditions can be naturally reformulated in terms of the Gibbs map. If we define the transition probability from a state $G_{\rho_A}(H, T)$ to a state $\rho_B$ as $P(\rho_B|G_{\rho_A}(H, T)) := \text{Tr}[\rho_B V G_{\rho_A}(H, T)V^\dagger]$, then global invariance can be
Hamiltonian $H$ at temperature $T$, is defined as,

$$G_\rho(H, T) := \frac{\exp\left(-\frac{H}{2k_B T}\right)\rho \exp\left(-\frac{H}{2k_B T}\right)}{\tilde{Z}_\rho(H, T)},$$

$$\tilde{Z}_\rho(H, T) := \text{Tr}\left[\exp\left(-\frac{H}{k_B T}\right)\rho\right].$$

(12.14)

An intuition as to the action of the map can be obtained through a couple of examples. When the energy is exactly known, the state is completely constrained, and the map has no effect: an energy eigenstate is left unchanged. However, when the energy of the state is completely uncertain, as in a maximally mixed state, $\propto 1$, or in an equal superposition, $\propto \sum_k |E_k\rangle$, a thermal rescaling is applied such that the maximally mixed state is mapped to the thermal state and the equal superposition to the coherent thermal state, a pure state with the same energy populations as the thermal state i.e. $\propto \sum_k \exp\left(-E_k/2k_B T\right) |E_k\rangle$. Note, the map is non-dephasing and affects the energy populations in the same way irrespective of the coherent properties and phase of the state. In this way, the map makes a state crudely ‘as thermal as possible’ subject to the constraints imposed by the input state and the temperature of the bath. However, this loose claim is not intended to be taken literally but rather as a signpost towards the map’s deeper physical significance.

The energies of the machine states are parameterised by $\tilde{E}$ as defined in Eq. (12.8). This function is a state dependent mathematical generalisation of the equilibrium free energy, Eq. (12.7), in which the standard partition function, $Z(H, T) := \text{Tr}\left[\exp\left(-\frac{H}{k_B T}\right)\rho\right]$, is replaced by the Gibbs map normalisation term $\tilde{Z}_\rho(H, T)$.

A study of the properties of $\tilde{E}$ hints at its naturalness as a statistical, temperature dependent, energy scale for quantum states. For an energy eigenstate, $\tilde{E}$ is simply the associated eigenstate energy. This is intuitive because when the energy of a state is well-defined there is no need to statistically estimate it. Moreover, it is required to regain the classical limit. More generally, $\tilde{E}$ is upper bounded by the average energy $\langle H \rangle$, and tends towards it in the high temperature limit. In the general finite temperature quantum case, where $\tilde{E}$ does not coincide with the average energy, the function nonetheless obeys several physically desirable properties for a statistical energy scale. Firstly, $\tilde{E}$ scales with a constant offset or multiplicative factor to $H$ as one would expect an energy measure to scale; i.e. $\tilde{E}_\rho(H + \delta, T) = \tilde{E}_\rho(H, T) + \delta$ and $\tilde{E}_\rho(\lambda H, T) = \lambda \tilde{E}_\rho(H, T)$. Secondly, $\tilde{E}$ depends on the energy populations of a state only. This means that (i) it is independent of the phase of the state and as such in the absence of interactions remains constant in time and (ii) it takes the same value for a pure state and its completely dephased variant. Again, these properties imply that $\tilde{E}$ has deeper physical significance that is worth further investigation [45].

rewritten as $P(\rho_f|G_\rho(H, T))/P(T(\rho_i)|G_{T(\rho_i)}(H, T)) = \tilde{Z}_{T(\rho_i)}(H, T)/\tilde{Z}_{\rho}(H, T)$. The bipartite setup is factorisable if $G_{\rho M} \otimes \rho_S(H_{MS}, T) = G_{\rho M}(H_M, T) \otimes G_{\rho S}(H_S, T)$ and $\tilde{Z}_{\rho M} \otimes \rho_S(H_{MS}, T) = \tilde{Z}_{\rho M}(H_M, T) \otimes \tilde{Z}_{\rho S}(H_S, T)$.
Thermal operations link. Resource theories take properties that are in some sense useful, but usually scarce, and attempt to precisely characterise them. They do this by specifying a restricted set of operations, known as ‘free operations’, and defining the states that cannot be generated using solely free operations as ‘resources’. Of particular relevance to quantum thermodynamics are the resource theories of entanglement [46], coherence [47], noise [48] and the thermal operations framework [34–36] (see also Chap. 26).

The quantum channel induced on the machine in the coherent Crooks equality is a thermal operation and as such previous results within the thermal operations framework [27–31, 33–36] are applicable. Thermal operations, consist of the following three operations: firstly, performing a global unitary, \( U \), that strictly conserves total energy, \( H \), in the sense that \( [H, U] = 0 \); secondly, adding a system at thermal equilibrium; thirdly, disregarding (tracing out) any system. The quantum channel on the machine is precisely of this form. For the forwards process we have,

\[
E(\rho_M) = \text{Tr}_S \left[ V_{MS} (\rho_M \otimes \gamma(H^+_S)) V_{MS}^\dagger \right],
\]

and the reverse process channel is identical except the system is prepared in a thermal state with respect to its final Hamiltonian. The resource states of the thermal operations framework are states with coherence with respect to the energy eigenbasis or non-thermally distributed populations. Correspondingly, the machine states are resources in virtue of being prepared in a pure state. For further discussion on incorporating fluctuating work into the thermal operations framework, see [38].

Off-diagonal equality. The form of the coherent Crooks equality can be better understood via a closely related equality also derived in [37]: the off-diagonal Crooks equality. This equality states that the evolution of the energy coherences of the thermal machine (the off-diagonal elements of thermal machine density operator with respect to the energy eigenbasis), evolve in the same way as the populations (the diagonal elements). The evolution of the off-diagonal elements of the machine in the energy basis are quantified by the transition amplitudes \( q^f_\delta(f|i) := \langle E^f_M \mid \text{Tr}_S[V(\langle E^i_M \rangle \langle H^f_S \rangle) V^\dagger]E^f_M \rangle \) and \( q^i_\delta(i|f) := \langle E^{i+\delta}_M \mid \text{Tr}_S[V(\langle E^{i+\delta}_M \rangle \langle H^f_S \rangle) V^\dagger]E^{i+\delta}_M \rangle \). Similarly to the diagonal elements in Eq. (12.9), they are constrained to obey

\[
\frac{q^{\delta}_+(f|i)}{q^{\delta}_-(i|f)} = \exp \left( \frac{1}{k_B T} (E_i - E_f - \Delta F) \right).
\]

The off-diagonal Crooks equality can be seen as emerging from the non-trivial constraints imposed by thermal operations. That the coherences are constrained to evolve in the same way as the populations is a result of strict energy conservation and the fact the system is initially thermally distributed. Pictorially, as sketched in Fig. 12.3, energy conservation enforces a see-saw operation that maps changes in the system energy onto that of the machine. The strict conservation of energy then further ensures that a superposition of machine states is raised or lowered ‘as one’
The process of increasing the splitting of a two level system in the presence of a harmonic oscillator machine. The left and right figures cover the cases when the qubit system starts in the excited (a) and ground (b) states respectively. The see-saw like mechanism, highlighted by the red arrows, ensures energy conservation and maps changes in the system energy onto that of the machine. A superposition of machine states is raised or lowered ‘as one’ and as such the coherences evolve in the same manner as the populations.

and as such the coherences evolve in the same manner as the populations. These constraints imposed by energy conservation can also be seen as resulting from time translation symmetry.

12.5 Conclusions

We have given a brief summary of a framework introduced in [37, 38] which endeavours to extend work fluctuations to the quantum regime using ideas from the information theoretic approach to quantum thermodynamics. This approach is distinguished by its use of time independent Hamiltonians and its decision to explicitly model not only a driven system and its thermal bath but also the control system and work store that enable the system to be driven. Specifically, we have presented one of the key results of this framework: a Crooks-like equality for a system with a coherent energy supply, Eq. (12.6).

The equalities that we have presented in this chapter are not the most general. There are variants of Eq. (12.6) in which (to name just a few): (i) the control and work store are separate systems; (ii) the work store is prepared in a mixed state and correspondingly a non-projective POVM is performed at the end of the protocol. (iii) the system is prepared in a non thermal state. (iv) entanglement between the subsystems is incorporated. For these more general cases and others, see [37].

The thermal bath can play a more active role than it does in the version we have discussed. The simplest way of doing so is to reinterpret the system S that we have been discussing as an enlarged system that incorporates the thermal bath. This amounts to effectively dealing with some large system that starts at equilibrium and considering changing the Hamiltonian of a small part of it. Alternatively, a quantum fluctuation relation for Markovian master equations is included in [37] to provide a link to the open quantum systems approach to quantum thermodynamics.
Moreover, in [37] the quantum Crooks equality is initially formulated in terms of the forwards and reverse quantum channels induced on the work store. This is more in the spirit of a fully quantum, information theoretic, Crooks equality. For the purpose of a pedagogical introduction, we chose to present its reformulation in terms of transition probabilities in order to maintain a closer resemblance to the classical Crooks equality.

An advantage of this transition probability formalism is that it is clearer how one might go about experimentally testing the coherent Crooks equality. This is especially true of its autonomous variant. The example of the two level system that experiences a position dependent splitting is not just a pedagogical example but the basis of an experimental proposal utilising trapped ions and the AC Stark shift that is presented in [41]. As such while the equality might appear rather abstract, it is nonetheless physically implementable.

The coherent Crooks equality is conceptually new and there remain numerous open research questions. As already discussed, the physical significance of the Gibbs map and the generalised energy flow have yet to be pinned down. In [37], links are touched on between the coherent Crooks equality and other key concepts in quantum information theory including the Petz recovery map [49], quantum reference frames [50] and quantum clocks [42–44]; these warrant further investigation. There is also the question of whether the equality could be converted from its current form in terms of transition probabilities of the energy supply, to an equality that is stated in terms of probability distributions of the energy changes of the system. More fundamentally, while it is clear that quantum coherence generates non-trivial quantum corrections to these fluctuation theorems, questions remain as to the implications for our understanding of irreversibility in quantum mechanics and as to whether they could provide any practical quantum advantage.
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In this contribution, we aim to illustrate how quantum work statistics can be used as a tool in order to gain insight on the universal features of non-equilibrium many-body systems. Focusing on the two-point measurement approach to work, we first outline the formalism and show how the related irreversible entropy production may be defined for a unitary process. We then explore the physics of sudden quenches from the point of view of work statistics and show how the characteristic function of work can be expressed as the partition function of a corresponding classical statistical physics problem in a film geometry. Connections to the concept of fidelity susceptibility are explored along with the corresponding universal critical scaling. We also review how large deviation theory applied to quantum work statistics gives further insight to universal properties. The quantum-to-classical mapping turns out to have close connections with the historical problem of orthogonality catastrophe: we therefore discuss how this relationship may be exploited in order to experimentally extract quantum work statistics in many-body systems.
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13.1 Introduction

Over the past decade or so, there has been a surge of interest in the non-equilibrium dynamics of closed quantum systems following a switch of a Hamiltonian parameter. This is primarily due to a series of spectacular experiments in ultra-cold atoms, whereby the high degree of isolation permits the study of coherent dynamics over timescales typically inaccessible in conventional condensed matter physics [1–3]. These experiments not only have raised new fundamental questions in the realm of non-equilibrium statistical mechanics, but have also revived a number of important theoretical issues such as the relationship between thermalisation and integrability [2, 4–7] and the universality of defect generation following evolution across a critical point [8].

Over the same period of time, there has also been a great deal of activity in the statistical mechanics community surrounding the development of stochastic thermodynamics [9] and the study of non-equilibrium fluctuation relations in both the classical [10, 11] and quantum domain [12–14]. Loosely speaking, the name of the game is to study the thermodynamics of both classical and quantum systems beyond the linear response and to describe and understand the usual thermodynamic quantities such as work, heat and entropy as stochastic variables described by probability distributions. The fluctuation relations, then, encode the full non-linear response of a system to a time-dependent change of a Hamiltonian parameter. One particular feature is that the formalism permits the definition of irreversible entropy production of a unitary evolving system following a thermodynamic transformation; and, as such, it allows us to understand the emergence of thermodynamic behaviour in systems where the microscopic laws are inherently reversible [15]. These ideas have been cross-fertilized by the emergence of another community studying what has become known as quantum thermodynamics [16] aiming at understanding the relationship between quantum mechanics and thermodynamics from first principles.

Given the current experimental interest in the non-equilibrium dynamics of quantum many-body systems, and the recent developments in statistical mechanics, along with the emergence of a flourishing community in quantum thermodynamics, it is natural to study the dynamics of quantum many-body systems in this far-from-equilibrium thermodynamical formulation. In fact, this endeavour has been initiated a decade ago by Silva, who focused on explicit calculations of work statistics in a quantum critical many-body system [17]; the universal features that can be uncovered in this way were further elucidated in a series of subsequent works [18–24]. In fact, throughout this decade, there has been quite a remarkable amount of activity uncovering the features of work statistics in a range of physical models including spin chains [15, 25–35], Fermionic systems [36–44], Bosonic systems and Luttinger liquids [45–53], periodically driven quantum systems [54–57] among many others [58–67]. Work statistics have also proved to be useful in the analysis of dynamical quantum criticality [68, 69] and more recently to shed light on the phenomenon of information scrambling [70, 71]. The purpose of this brief review is to motivate and pontificate on the view that such non-equilibrium manipulations of quantum
many-body systems can be seen, primordially, as thermodynamic transformations. In particular, we would like to focus our efforts on singling out what we consider to be the advantages of this line of reasoning and to highlight some interesting features of work statistics in many-body physics, which may not be apparent or appreciated across different communities. For the purposes of this contribution, we will primarily focus on the paradigm of sudden quenches.

We shall begin with an overview of work statistics and associated quantities such as the irreversible entropy production. We then move on to the issue of sudden quenches and show how the characteristic function is related to the partition function of a higher-dimensional statistical model. From here, we show how it is possible to understand universal features of quench problems through connections with the well-known concepts of fidelity, fidelity susceptibility and large deviation theory [72]. Furthermore, we highlight the connection with the historically important problem of Anderson orthogonality catastrophe [73] and the closely related Fermi edge singularity [74, 75] and explain how ongoing experiments in ultra-cold atoms are, in fact, linked to this problem and in principle can and should be used as a platform in order to extract work statistics in the many-body domain.

### 13.2 Quantum Work Statistics and Thermodynamics

Consider a quantum system described by a Hamiltonian $H(\lambda)$ that depends on an external work parameter $\lambda$, i.e., an externally controlled parameter whose value determines the equilibrium configuration of the system. The system is prepared at time $t \leq 0$ by allowing it to equilibrate with a heat reservoir at inverse temperature $\beta$ for a fixed value of the time-dependent work parameter $\lambda(t \leq 0) = \lambda_0$. The initial state of the system is, thus, the Gibbs state $\rho_G(\lambda_0)$, where

$$\rho_G(\lambda) := \frac{e^{-\beta H(\lambda)}}{Z(\lambda)},$$

and the partition function $Z(\lambda) := \text{Tr}[e^{-\beta H(\lambda)}]$. At time $t = 0$ the system-reservoir coupling is removed and a protocol is performed on the system taking the work parameter $\lambda(t)$ from its initial value $\lambda_0$ to a final value $\lambda_\tau$ at a later time $t = \tau$. The initial and final Hamiltonians connected by the protocol $\lambda_0 \rightarrow \lambda_\tau$ have the spectral decompositions $H(\lambda_0) = \sum_n \epsilon_n(\lambda_0) |\epsilon_n\rangle \langle \epsilon_n|$ and $H(\lambda_\tau) = \sum_m \epsilon'_m(\lambda_\tau) |\epsilon'_m\rangle \langle \epsilon'_m|$, respectively, where $|\epsilon_n\rangle (|\epsilon'_m\rangle)$ is the $n$-th ($m$-th) eigenstate of the initial (final) Hamiltonian with eigenvalue $\epsilon_n (\epsilon'_m)$. Work in the quantum domain results from a process and is not an observable in the sense that one cannot ascribe a Hermitian operator to it [76].

The definition of the work $W$ done on the system as a consequence of the protocol requires two projective measurements; the first projects onto the eigenbasis of the initial Hamiltonian $H(\lambda_0)$ at $t = 0$, with the system in thermal equilibrium and renders a certain value $\epsilon_n$ with probability $p_n^0 = e^{-\beta \epsilon_n}/Z(\lambda_0)$. The system, then, evolves
under the unitary dynamics \( U(\tau; 0) \) generated by the protocol \( \lambda_0 \to \lambda_\tau \) before the second measurement projects onto the eigenbasis \( \{ |\epsilon'_m\rangle \} \) of the final Hamiltonian \( H(\lambda_\tau) \) and yields the values \( \{ |\epsilon'_m\rangle \} \) with probability \( p_{m,n}^{\tau} = |\langle \epsilon'_m | U(\tau; 0)|\epsilon_n\rangle|^2 \). The probability of obtaining \( \epsilon_n \) for the first measurement outcome followed by \( \epsilon'_m \) for the second measurement is then \( p_n^0 p_{m,n}^{\tau} \) and, accordingly, the work distribution is given by

\[
P(W) = \sum_{n,m \geq 0} p_n^0 p_{m,n}^{\tau} \delta(W - (\epsilon'_m - \epsilon_n)).
\]  

Equation (13.2) therefore encodes the fluctuations in the work that arise from both the thermal statistics \( p_n^0 \) and the quantum measurement statistics \( p_{m,n}^{\tau} \) over many identical realizations of the protocol. The first moment \( \langle W \rangle \) of the distribution is the average work done and can be easily shown to be \( \langle W \rangle = \text{Tr} [H(\lambda_\tau)\rho_\tau] - \text{Tr} [H(\lambda_0)\rho_G(\lambda_0)] \) where \( \rho_\tau = U(\tau; 0)\rho_G(\lambda_0)U^\dagger(\tau; 0) \), i.e., nothing more than the energy change along the driven unitary process.

Now compare this transformation \( \lambda_0 \to \lambda_\tau \) with an ideal quasi-static isothermal one, which, unlike an adiabatic transformation, is not unitary in general, and would bring the system through a path within the manifold of equilibrium states described by Eq. (13.1). The work performed in the isothermal process is given by the free energy change \( \Delta F \). When this is subtracted from the actual work done \( \langle W \rangle \), one obtains back the so-called irreversible work \( \langle W_{irr} \rangle \), which, when multiplied by the initial inverse temperature, defines the average irreversible entropy change

\[
\langle S_{irr} \rangle = \beta \langle W_{irr} \rangle := \beta(\langle W \rangle - \Delta F) = D(\rho_\tau || \rho_G(\lambda_\tau)).
\]  

The energetic deviation \( \langle W_{irr} \rangle \) is often also called dissipated work rather than irreversible. The reason it is given the name irreversible is an assumption that somewhere in the background there is a canonical thermal bath where, after the driving, the system re-relaxes to a thermal state at the same initial temperature.

The last equality in Eq. (13.3) expresses the irreversible entropy as the quantum relative entropy between the actual final state \( \rho_\tau \) and the final reference state \( \rho_G(\lambda_\tau) \), \( D(\rho_\tau || \rho_G(\lambda_\tau)) = -S(\rho_\tau) - \text{Tr} \{ \rho_\tau \ln \rho_G(\lambda_\tau) \} \), with \( S(\rho) \) being the Von Neumann entropy \( S(\rho) = -\text{Tr} \{ \rho \ln \rho \} \). \( D \) is the quantum analogue of the Kullback–Leibler divergence and a very stringent measure of the distinguishability of two quantum states via a result known as quantum Stein’s lemma. While not itself a metric, it still upper bounds the trace distance via Pinsker’s inequality,

\[
\langle S_{irr} \rangle = D(\rho_\tau || \rho_G(\lambda_0)) \geq \| \rho_\tau - \rho_G(\lambda_0) \|_1^2/2
\]  

which captures the optimal distinguishability of quantum states with a single measurement. It can also be seen as a type of generalized second law for unitary processes [77]. A non zero \( \langle S_{irr} \rangle \), thus, signals the fact that the system has been brought out-of-equilibrium though a thermodynamically irreversible process, and it also gives a quantification of how far from equilibrium it has gone, as it marks the difference between the actual final state \( \rho_\tau \) and the equilibrium state \( \rho_G(\lambda_\tau) \). It is also directly
connected to the fact that the work has a stochastic nature. Indeed, the existence of work fluctuations implies that the cumulants $C_n$ of the work distribution $P(W)$ are in general non-zero. In particular, the fact that $C_n \neq 0$ with $n \geq 2$ means that $W$ has not a well defined value, as it is the case, instead, in the macroscopic thermodynamic context. It is possible to show that the irreversible entropy is, in fact, related to these cumulants by

$$\langle S_{irr} \rangle = \sum_{n=2}^{+\infty} (-1)^n \frac{\beta^n}{n!} C_n ,$$

which, in the linear response regime, under a gaussian approximation, reduces to

$$\langle S_{irr} \rangle = \frac{\beta^2 \sigma^2}{2} ,$$

where $\sigma^2 = C_2$ is the variance of the work distribution function.

Being cast in the form of a relative entropy, the strict positivity of $\langle S_{irr} \rangle$ is guaranteed via Klein’s inequality. In fact, one could also work directly with the fluctuation theorems to demonstrate this positivity - for example Jarzynski’s equality simply states that $\langle e^{-S_{irr}} \rangle = 1$ and then by application of Jensen’s inequality one gets $\langle S_{irr} \rangle \geq 0$. Quantum fluctuation theorems and their important physical consequences are covered in many excellent and comprehensive overviews [12–14] and we direct the reader towards them for more in depth analysis. For more information on work statistics we recommend the original paper detailing the non-observable nature of work [76] and an excellent overview paper on many aspects of quantum work distributions [78].

13.3 Sudden Quench from the Ground State

13.3.1 Quantum-Classical Correspondence and Universality

One particular type of protocol that is very popular in ultra cold atomic experiments is the so-called sudden quench, in which the change in the work parameter $\lambda$ is performed on a vanishingly small time scale. A very appealing thermodynamics description of such processes is given in terms of the characteristic function of work.

Consider, first, the characteristic function of the work distribution as the Fourier transform of Eq. (13.2) for a general time-dependent driving process,

$$g(u, \tau) := \int dW \; e^{iuW} P(W) ,$$

$$= \text{Tr} \left[ U^\dagger(\tau, 0) e^{iuH(\lambda_f)} U(\tau, 0) e^{-iuH(\lambda_0)} \rho_G(\lambda_0) \right] .$$

In the case of a sudden quench, $\lambda_0 \rightarrow \lambda_f$, the expression simplifies due to $U(\tau = 0, 0) = 1$ such that $g(u, \tau = 0) = g(u) = \text{Tr} \left[ e^{iuH(\lambda_f)} e^{-iuH(\lambda_0)} \rho_G(\lambda_0) \right]$. This expression is very similar, in particular in the case of a pure initial state, to the core hole Green’s function, quantity typically studied in the context of X-ray Fermi edge singularities in condensed matter physics (see Sect. 13.4).
We now assume that the system is prepared in the ground state $|\epsilon_0\rangle$ of $H(\lambda_0)$, i.e., $ho_G(\lambda_0) = |\epsilon_0\rangle\langle\epsilon_0|$ and a sudden quench $\lambda_0 \to \lambda_f$ is performed so that the characteristic function now takes the form

$$g(u) = e^{-i\epsilon_0 u} \langle \epsilon_0 | e^{iH(\lambda_f) u} | \epsilon_0 \rangle = \sum_{m \geq 0} e^{i(\epsilon_m - \epsilon_0) u} |\langle \epsilon_m | \epsilon_0 \rangle|^2. \quad (13.7)$$

If we interpret the conjugate variable $u$ as a time scale, we see that this expression represents, up to a phase, a vacuum persistence amplitude, i.e., the probability amplitude to remain in the initial ground state at time $t = u$. As such, it is obviously related to the survival probability $L(t) = |g^*(t)|^2$ which is often studied in quantum chaos [79]. Most importantly, with the characteristic function written as a matrix element of the evolution operator $\exp[iH(\lambda_f)u]$ we can map upon analytic continuation $u \to iR$ the sudden quantum quench problem to the problem of a classical system in a film geometry of thickness $R$. This was first pointed out by Silva in Ref. [17], but here we will outline the approach fleshed out in a later work [18].

Let us define the difference $\Delta \epsilon_0 = \epsilon_0' - \epsilon_0$ between the ground state energies of the pre- and post-quench Hamiltonians and perform the analytic continuation to the imaginary axis mentioned above, obtaining

$$g(R) = e^{-\Delta \epsilon_0 R} \times Z(R),$$

$$Z(R) = \langle \epsilon_0 | e^{-[H(\lambda_f) - \epsilon_0']R} | \epsilon_0 \rangle. \quad (13.9)$$

For a $d$-dimensional quantum system possessing a $d + 1$ dimensional classical correspondent, $Z(R)$ can be seen as the partition function of the latter on a film of thickness $R$, with two boundary states $|\epsilon_0\rangle$ and a transverse “area” $L^d$ set by the extension of quantum system, assumed to be characterised by the large length $L$. With the partition function form now in place, we can appeal to traditional statistical mechanics and take the logarithm of the expression in order to get a free energy $F(R) = -\ln(g(R))$ of the film and its corresponding density per transverse area, i.e., $f(R) = F(R)/L^d$. For large $R$ it is possible to separate this out into three contributions based on their dependence on decreasing powers of $R$, i.e.,

$$f(R) = R \times f_b + 2f_s + f_C(R). \quad (13.10)$$

where $f_b = \Delta \epsilon_0/(R \times L^d)$ is the bulk free energy density of the classical system and $f_s$ is the surface free energy per unit area associated with the two identical boundaries of the film. The remaining contribution $f_C(R)$ represents an effective finite-size interaction per unit area between the two confining surfaces which generically decays to zero at large separation $R$. In particular, one can write

$$Z(R) = e^{-L^d[2f_s + f_C(R)]}. \quad (13.11)$$
Let us now translate the information contained in the three components of the free energy density $f(R)$ into information about the statistics of the work. As stated above, the bulk free energy determined by $f_b$ is just related to a global phase in front of the vacuum persistence amplitude. Since $f_c(R) \to 0$ as $R \to +\infty$, the surface component $f_s$ of the free energy is, instead, connected to the limit for large $R$ of the matrix element $\langle \epsilon_0 | e^{-\Delta_1(H(\lambda_f) - \epsilon_0)R} | \epsilon_0 \rangle$ which defines $Z(R)$ in Eq. (13.9). It is then easy to see that

$$e^{-2L^d f_s} = |\langle \epsilon_0 | \epsilon'_0 \rangle|^2 = \mathcal{F}^2,$$  

(13.12)

where the quantity $\mathcal{F}$ introduced on the right-hand side is the so-called fidelity between the ground states of the post- and pre-quench Hamiltonians, a quantity which is intensively studied in quantum information and many-body physics. In particular, it is a useful tool for analysing quantum critical systems [80–82]. In the context of the work distribution for the sudden quench protocol at zero temperature, the fidelity $\mathcal{F}$ is the probability to measure the adiabatic work $W = \Delta \epsilon_0$ in the two-time measurement scheme. If the post-quench Hamiltonian $H(\lambda_f)$ of the quantum many-body system in question has a critical point at $\lambda_f = \lambda_c$, then the generalised susceptibilities [80]

$$\chi_n(\lambda_0, \lambda_f) = -L^{-d} \partial^\alpha_{\lambda_f} \ln \mathcal{F}(\lambda_0, \lambda_f),$$

(13.13)

where $\alpha$ is the correlation length critical exponent.

The generalised susceptibilities $\chi_n$ have a straightforward interpretation in terms of the analogy with boundary statistical mechanics, which is particularly suggestive when the quenched parameter $\lambda$ of $H(\lambda)$ can be interpreted as a “temperature” in the $d + 1$ classical correspondent of the quantum model. This is the case, for example, of the transverse field in the quantum Ising chain [83]. Since in general the generalized susceptibilities can be written as derivatives of the surface free energy, i.e.,

$$\chi_n(\lambda_0, \lambda_f) = \partial^\alpha_{\lambda_f} f_s(\lambda_0, \lambda_f),$$

(13.14)

it is evident that, when $\lambda$ is a temperature-like variable, they have a clear physical interpretation, $\chi_1$ being the excess internal energy and $\chi_2$ the excess specific heat of the corresponding $d + 1$ classical confined system. The excess specific heat is well-known to scale as $\chi_2 \propto |\lambda_f - \lambda_c|^{\nu - 2}$ close to the critical point where the exponent $\alpha$ is related to the bulk critical exponents of the correlation length $\nu$ and of the specific heat $\alpha$ by $\alpha = \alpha + \nu$ of the classical $d + 1$ dimensional system and satisfy the hyperscaling relation $\alpha + \nu(d + 1) = 2$ [84, 85].

Relating quantum quenches to the statistical physics of classical confined systems provides useful information not only on the singularities of the generalised susceptibilities, but also on the emergent universal features of the probability distribution function of the work when, as above, the post-quench Hamiltonian is close to a critical point. Before proceeding, we note that for a quench starting from the ground state
of the pre-quench Hamiltonian, the quantity $\Delta \epsilon_0$ represents the reversible work one would do on the system by performing the change $\lambda_0 \to \lambda_f$ adiabatically. This also sets the minimal possible value of the stochastic variable $W$ and, accordingly, the irreversible work $W_{irr} = W - \Delta \epsilon_0$ can take only positive values. This means that its probability distribution $P(W_{irr})$ displays a lower edge and, based on the correspondence highlighted above, we can finally demonstrate that

$$P(W_{irr}) \simeq \mathcal{F}^2 \left[ \delta(W_{irr}) + C(W_{irr} - qm)^{1-a}u_s(W_{irr} - qm) + \ldots \right],$$

where $u_s(\cdot\cdot\cdot)$ is the Heaviside unit step and the parameters appearing in this expression are the fidelity $\mathcal{F}$ (defined above), the mass $m$ of the lightest quasi-particle in the model, and three universal constants $C$, $q$, and $a$.

This universality stems ultimately from the fact that the leading part of the finite-size free energy $f_C(R)$ of the $d+1$-dimensional classical systems in finite-size geometry \cite{86, 87} acquires a universal character whenever it — and thus the post-quench Hamiltonian $H(\lambda_f)$ of the $d$-dimensional quantum system — is close to a bulk critical point. In particular this so-called critical Casimir effect \cite{88} is characterised by a scaling behaviour

$$f_C(R) = R^{-d} \Theta_B(\pm R/\xi_+),$$

where $+$ and $-$ refer to the disordered and ordered phases, respectively. $\xi_+ \propto |\lambda_f - \lambda_c|^{-\nu}$ is the exponential correlation length associated with the critical fluctuations of the relevant order parameter of the transition, which grows upon approaching it. Both $\xi_+$ and $R$ are assumed to be much larger than any microscopic length scale of the system such as, e.g., a possible lattice spacing. The scaling function $\Theta_B$ is characterised by a certain degree of universality \cite{88, 89}, as many other properties close to critical points, which become independent of the microscopic features of the system. In particular, $\Theta_B$ depends only on the universality class of the classical critical point and, because of the presence of the boundaries set by the quantum state $|\epsilon_0\rangle$, it depends also on their surface universality class \cite{84, 85} or, equivalently, on which of the few effective boundary states $B \in \{ |\phi_i^\ast\rangle \}_i$, the initial/boundary state $|\epsilon_0\rangle$ flows to as the critical point is approached. Accordingly, $\Theta_B$ is also largely independent of the specific values assumed by $\lambda_0$ and $\lambda_f \simeq \lambda_c$. In view of its numerous applications to the physics of soft matter, the critical Casimir effect has been extensively studied both theoretically and experimentally in the past few years (see, e.g., Ref. \cite{88}) and many of its features are known, including the scaling function $\Theta_B$ for a variety of bulk and surface universality classes.

While the large-$R$ decay of $f_C$ is $\propto R^{-d}$ at criticality $\xi_+ = \infty$, away from the critical point it is dictated by the asymptotic expansion of $\Theta_B(x)$ for $|x| \gg 1$. Generically, it takes the form

$$\Theta_B(x \to \pm \infty) = C_{\pm} |x|^{a_{\pm}} e^{-q_{\pm}|x|} + \ldots,$$

where $+ and -$ refer to the disordered and ordered phases, respectively. $\xi_+ \propto |\lambda_f - \lambda_c|^{-\nu}$ is the exponential correlation length associated with the critical fluctuations of the relevant order parameter of the transition, which grows upon approaching it. Both $\xi_+$ and $R$ are assumed to be much larger than any microscopic length scale of the system such as, e.g., a possible lattice spacing. The scaling function $\Theta_B$ is characterised by a certain degree of universality \cite{88, 89}, as many other properties close to critical points, which become independent of the microscopic features of the system. In particular, $\Theta_B$ depends only on the universality class of the classical critical point and, because of the presence of the boundaries set by the quantum state $|\epsilon_0\rangle$, it depends also on their surface universality class \cite{84, 85} or, equivalently, on which of the few effective boundary states $B \in \{ |\phi_i^\ast\rangle \}_i$, the initial/boundary state $|\epsilon_0\rangle$ flows to as the critical point is approached. Accordingly, $\Theta_B$ is also largely independent of the specific values assumed by $\lambda_0$ and $\lambda_f \simeq \lambda_c$. In view of its numerous applications to the physics of soft matter, the critical Casimir effect has been extensively studied both theoretically and experimentally in the past few years (see, e.g., Ref. \cite{88}) and many of its features are known, including the scaling function $\Theta_B$ for a variety of bulk and surface universality classes.

While the large-$R$ decay of $f_C$ is $\propto R^{-d}$ at criticality $\xi_+ = \infty$, away from the critical point it is dictated by the asymptotic expansion of $\Theta_B(x)$ for $|x| \gg 1$. Generically, it takes the form

$$\Theta_B(x \to \pm \infty) = C_{\pm} |x|^{a_{\pm}} e^{-q_{\pm}|x|} + \ldots,$$
where $C_\pm, a_\pm$ and $q_\pm > 0$ are universal constants (dependent only on $B$), which take different values within the ordered ($-$) and disordered ($+$) phases. For the quantum (classical) Ising model in $d = 1$ ($d = 2$) one has $q_+ = a_+ = 1$, while $q_- = 2$ and $a_- = -1/2$, corresponding to two possible instances of quenches; i.e., within the same phase or across the quantum phase transition. These constants directly enter Eq. (13.15), while the mass $m$ of the lightest quasi-particle of the quantum model in the paramagnetic phase has to be identified with the inverse $\xi^{-1}$ of the correlation length of the classical system. Performing the analytic continuation $R \mapsto -iu$ the behavior of $P(W)$ for $W$ close to threshold is determined by the asymptotic behavior of the characteristic function $g(u)$ for large $u$. Therefore, performing a large $u$ expansion of $g(u)$ and taking its Fourier transform we readily obtain that $P(W)$ takes the form in Eq. (13.15).

### 13.3.2 Large Deviations

Work is an extensive quantity in thermodynamics. Standard statistical mechanics textbooks tell us that the mean of a generic extensive quantity such as the average work $\langle W \rangle$ done on a system will grow proportionally to its number $N$ of degrees of freedom, where $N = L^d$ for a system of typical size $L$ in $d$ spatial dimensions. Accordingly, it is natural to define an associated intensive quantity $w$ by dividing $W$ by $N$ and, assuming weak correlations among the $N$ degrees of freedom, the central limit theorem tells us that the distribution of $w$ will be generically Gaussian for large $N$, with fluctuations $\Delta w = \sqrt{\langle (w - \bar{w})^2 \rangle}$ around the average value $\bar{w} \equiv \langle w \rangle$ suppressed as $1/\sqrt{N}$. This means that, generically, $w - \bar{w} \sim N^{-1/2}$ and that the distribution of $w$ concentrates around its average and most probable value $\bar{w}$. However, rare as they may be, large deviations of $w$ with $w - \bar{w} \sim 1$ are well-known to be able to probe specific features of statistical systems [72]. As shown in Ref. [19], the work statistics of a sudden quantum quench can be cast in the framework of large deviation theory and it might display some universal features when the post-quench Hamiltonian is close to an equilibrium critical point.

Consider now as the stochastic variable the intensive work $w = W/N$ as opposed to the extensive one $W$. As shown in Ref. [19], the probability $P(w)$ that a large fluctuation will occur is expected to be exponentially small in the size $N$, i.e.,

$$P(w) \propto \exp[-NI(w)],$$

(13.18)

where $I(w)$ is the non-negative rate function which characterises the large deviations and which vanishes for $w = \bar{w}$. The quadratic approximation of $I(w)$ around $w = \bar{w}$ describes the typical Gaussian fluctuations $w - \bar{w} \sim N^{-1/2}$ expected on the basis of the central limit theorem. Let us consider the case of a quench from the ground state $|\epsilon_0\rangle$ of the pre-quench Hamiltonian: as discussed in the previous section, the irreversible work $W_{irr} = W - \Delta \epsilon_0$ can take only positive values. For convenience, we focus on the large deviations of the irreversible intensive work $W_{irr}/N$, which is
denoted below, for simplicity, by $w$, with $P(w < 0) = 0$ and therefore $I(w < 0) = +\infty$. In order to compute $I(w)$ appearing in Eq. (13.18) it is convenient first to focus on the moment generating function of $W_{irr}$, i.e., on $\langle e^{-RW_{irr}} \rangle$ which is related to $g(R)$ in Eq. (13.9). In particular, because of the shift in the definition of $W_{irr}$ compared to $W$, the contribution $NR \times f_b$ corresponding to the bulk free energy on the r.h.s. of that equation is cancelled, and only the so-called excess free energy $Nf_{ex}(R)$, with density $f_{ex}(R) = f(R) - Rf_b$, contributes to the moment generating function [19]:

$$\langle e^{-RW_{irr}} \rangle = \exp[-Nf_{ex}(R)].$$

(13.19)

Note that the generating function on the r.h.s. is certainly defined for all possible non-negative values of $R \in \mathbb{R}^+$ and it is actually related to the excess free energy density of the corresponding classical system in a film geometry $L^d \times R$, as discussed in Sect. 13.3.1, only in this case. Depending on the behaviour of $P(W_{irr})$ for large $W_{irr}$, however, the domain $D$ within which the generating function is defined can also include negative values of $R$ and therefore the equality on Eq. (13.19) is understood after an analytic continuation of $f_{ex}(R)$ on the r.h.s. towards $R < 0$. With the generating function in the form (13.19) we can apply the formalism of large deviation theory that gives us the prescription to evaluate the rate function through the Legendre–Fenchel transformation of $f_{ex}(R)$,

$$I(w) = -\inf_{R \in D} [Rw - f_{ex}(R)],$$

(13.20)

i.e., via a saddle-point evaluation of $P(w)$ in Eq. (13.18) as the inverse Laplace transform of Eq. (13.19) for $N \to \infty$. From the r.h.s. of Eq. (13.19) one sees that $f_{ex}(0) = 0$, $f_{ex}'(0) = \tilde{w}$, and that $f_{ex}(R)$ is a concave function of $R$, being the exponential function on the l.h.s. a convex function. In addition, $f_{ex}$ approaches $2f_s$ as $R \to \infty$. We can infer some properties of the rate function $I(w)$ on the basis of these qualitative features of $f_{ex}$. For $w < 0$, for example, the infimum on the r.h.s. of Eq. (13.20) is attained for $R \to \infty$ and therefore $I(w < 0) = +\infty$, as expected because $W_{irr} \geq 0$. Similarly, the behaviour of $I(w)$ close to the threshold $w \to 0^+$ is determined by that of $f_{ex}(R \to \infty)$ and, in particular, $I(0) = 2f_s$. The way this value is approached depends on the finite-size contribution $f_C(R)$ in Eq. (13.10). As discussed in Sect. 13.3.1, this contribution acquires a universal character whenever the corresponding $d+1$-dimensional classical system — and therefore the post-quench Hamiltonian $H(\lambda_f)$ of the $d$-dimensional quantum system — is close to a bulk critical point. In this case, $f_C(R)$ takes the universal scaling form in Eq. (13.16), characterised by the scaling form $\Theta_B$, which is known in a variety of cases (see, e.g., Ref. [88]).

Based on this knowledge of $\Theta_B$, the rate function $I(w)$ can be readily calculated via Eq. (13.20), finding

$$I(w) = 2f_s + \xi^{-d} \vartheta(w\xi^{d+1}),$$

(13.21)
where $\vartheta(y)$ is the Legendre–Fenchel transform (see Eq. (13.20)) of $x^{-d}\Theta_B(x)$ and it is as universal as $\Theta_B$.

Accordingly, not only the edge singularities of the extensive work $W$ discussed in Sect. 13.3.1 above are determined by universal features of the system and of the quench, but also the large deviations of the intensive variable associated with the irreversible work $W_{irr}$ display universal properties in their rate function $I(w)$ close to the threshold $w = 0$. For larger values of $w$, the rate function $I(w)$ depends on the excess free energy $f_{ex}(R)$ of films with increasingly smaller thickness $R$, which even becomes negative for $w \geq \bar{w}$. In this case, the correspondence with the physics of classical systems in film geometry breaks down and universality is generically lost. However, concrete examples show that interesting phenomena analogous to a Bose-Einstein condensation [19] as well as non-analyticities of the rate function $I(w)$ [67] similar to non-equilibrium phase transitions may occur.

### 13.3.3 Thermal Quenches

The previous two sub-sections, strictly speaking, describe only sudden quenches starting from the ground-state, which are characterised by the fact that the work $W$ cannot be smaller than the value $\Delta \epsilon_0$. Accordingly, the probability distribution $P(W)$ of $W$ features an edge which acquires the universal features discussed above. Here we will demonstrate that interesting information can still be obtained from both the average work and the irreversible entropy production when an initial thermal state $\rho_G(\lambda_0)$ is assumed and the edge is absent. The average work done $\langle W \rangle = \int P(W) W dW$ by a sudden quench $\lambda_0 \rightarrow \lambda_f$ of a parameter $\lambda$ which couples linearly in $H(\lambda)$ and starting from a thermal state can be written in the following form [26, 47]

$$
\langle W \rangle = \frac{\text{Tr}\{e^{-\beta H(\lambda_0)}[H(\lambda_f) - H(\lambda_0)]\}}{\text{Tr}\{e^{-\beta H(\lambda_0)}\}} \tag{13.22}
$$

which follows from the fact that $H(\lambda_f) - H(\lambda_0) = (\lambda_f - \lambda_0) \partial H(\lambda_0) / \partial \lambda_0$ and equals the derivative of the equilibrium free energy with respect to the parameter $\lambda_0$ times the quench amplitude. From this, we can see that, for sudden quenches, the expression of the irreversible work takes the interesting form $\langle W_{irr} \rangle = \langle W \rangle - \Delta F = (\lambda_f - \lambda_0) F'_\beta(\lambda_0) - F_\beta(\lambda_f) + F_\beta(\lambda_0)$. Let us restrict ourselves to small quenches, such that $\delta \lambda = \lambda_f - \lambda_0 \ll 1$; in this case, the irreversible entropy production defined by Eq. (13.3) can be seen as proportional to the second derivative of the equilibrium free energy,

$$
\langle S_{irr} \rangle = -\langle \delta \lambda angle^2 \beta F''_\beta(\lambda_0) / 2 + \mathcal{O}(\beta(\delta \lambda)^3). \tag{13.23}
$$
Generically, a possible non-analytic behaviour in $F''_\beta$ is characterised by the critical exponent $\alpha$ of the specific heat $C \propto -F''_\beta(\lambda_0) \propto |\lambda_0 - \lambda_c|^{-\alpha}$. At finite temperature, there is no quantum phase transitions; but, as was shown in Ref. [15] for quenches of the Ising model, the irreversible entropy production starts to diverge as the temperature decreases, thus signalling the proximity to a quantum critical point. In a first-order quantum phase transition, the average work becomes discontinuous. A comparison between first and second order phase transitions has been performed in Ref. [26]. We note that we have been explicitly considering sudden quench problems in the preceding sections and from the many-body perspective very little work has been done on more generic time-dependent processes [22]: it would be interesting to extend studies in this direction. In addition, there has been recently some interesting work in the direction of finite time charging of quantum batteries with connection to quantum correlations [90–94], given that these studies are finite-time manipulations of interacting quantum systems, it would be interesting to explore connections with the prescription outlined here.

### 13.4 Anderson Orthogonality Catastrophe and Current Experiments

#### 13.4.1 Orthogonality Catastrophe

In this section, we would like to discuss how the concept of quantum work statistics in sudden quenches is actually connected to the historically important problem of orthogonality catastrophe (OC) in condensed matter physics. This phenomenon was discovered by Philip W. Anderson in 1967 [95]. Anderson was studying the seemingly innocuous problem of a single scatterer in the presence of a non-interacting Fermi gas. He considered the ground states of both $N$ Fermions in a spherical box of radius $R$ in the presence and absence of a single local scattering potential with only $s$-wave ($l = 0$) contribution. In the presence of a scattering potential, $V$, the single-particle states in the box acquire a phase shift $\delta(E)$. The fermions being assumed to be non-interacting, the ground states are expressed as Slater determinants of the single-particle eigenstates. Let the ground state of the unperturbed system be $\Psi_i(x_1, x_2, \ldots x_N)$ and the ground state of the perturbed system be $\Psi_f(x_1, x_2, \ldots x_N)$; Anderson proved that the overlap (fidelity) of these two states scales as

$$F = \int dx_1 dx_2 \ldots dx_N \Psi^*_f(x_1, x_2, \ldots x_N) \Psi_i(x_1, x_2, \ldots x_N) \quad (13.24)$$

$$= N^{-\alpha},$$

where $\alpha = \delta^2/\pi^2$. This implies that the ground states become orthogonal as the system size increases with a power-law that depends universally on the phase shift $\delta$. This phenomenon is known as the orthogonality catastrophe (OC). Innocuous and all
as this result may first seem, it actually has several deep implications for the physics of Fermi gases. For example, there is an immediate consequence for the situation where a local impurity is made to interact with the gas. Generically, the interaction between an impurity and a Fermi gas will lead to a dressing of the impurity by the excitations of the gas. In particular, when the mass of the impurity is finite, then one may talk about the formation of a well-defined quasi-particle: the Fermi polaron. In condensed matter physics, this effect is quantified by the quasi-particle residue, which, mathematically speaking, is equivalent to the fidelity between perturbed and un-perturbed ground states. In the limit of a heavy particle, instead, the problem may be framed in the infinite-mass approximation and the dressed particle looses its quasi-particle description as the fidelity goes to zero due to the manifestation of the OC.

At this point one might ask: what is the connection between work statistics and the previously recalled formalism? Well, going beyond ground-state physics, perhaps the most dramatic consequence of the OC is in non-equilibrium dynamics. Historically, this consequence was discovered, very soon after the original realisation by Anderson, by Nozières and de Dominicis [75] who were considering the many electron response to the sudden switching on of a core hole in a metal. Physically, this occurs after an X-ray photon has created a deep hole, with the promotion (emission) of a core electron in a metal. Nozières and de Dominicis considered the core hole Green’s function, which is defined as

$$G(t) = -ie^{-\omega_T} u_s(t) \langle e^{itH_0} e^{-i(H_0 + V)t} \rangle, \quad (13.25)$$

where $\omega_T$ is the threshold frequency for the creation of a core hole in the valence band, $u_s(t)$ is the Heaviside step function and $H_i$ and $H_i + V$ are the perturbed and unperturbed Hamiltonians, respectively. We note that for the purposes of illustration we are assuming an initial thermal state but the calculation can be performed directly in the zero-temperature limit [96]. The key quantity of this problem is the vacuum persistence amplitude,

$$\nu^{\beta}(t > 0) = \left\{ e^{\frac{i}{\hbar} \hat{H}_0 t} e^{-\frac{i}{\hbar} \left( \hat{H}_0 + \hat{V} \right)t} \right\}. \quad (13.26)$$

This gives the response of the gas to the switching on of the localized impurity potential, and, as pointed out previously, this coincides with the complex conjugate of the characteristic function of work defined by Eq. (13.8), thus giving an immediate connection to the work statistics formalism. We will return to this shortly. In the interaction picture, the expression for the vacuum persistence amplitude (or, equivalently, the complex conjugate of the characteristic function of work) reads:

$$\nu^{\beta}(t) = \left\{ T e^{-\frac{i}{\hbar} \int dt^\prime \hat{V}(t')} \right\}, \quad \hat{V}(t) = e^{\frac{i}{\hbar} \hat{H}_0 t} \hat{V} e^{-\frac{i}{\hbar} \hat{H}_0 t}, \quad (13.27)$$
which, by virtue of the linked cluster theorem, reduces to an exponential sum of connected Feynman diagrams containing an increasing number of interaction vertices:

$$
\Lambda_\beta(t) = \Lambda^0_\beta(t) + \Lambda^2_\beta(t) + \cdots
$$

If the reader is interested in precise details of the calculation of the linked cluster expansion we recommend the text book by Mahan [96]. It turns out that the first term in the sum is nothing but a first-order shift to the Fermi gas energy, which brings only a phase factor to $\nu_\beta(t)$. The second term, instead, gives the dominant (singular) contribution, which is a direct manifestation of the OC. Taking the $\beta \to \infty$ limit, an explicit calculation gives

$$
\Lambda^\beta_2 \to \infty(t) = -g \ln(it/\tau_0 + 1),
$$

where $g$ is a rescaled impurity interaction strength parameter which is proportional to $\alpha$ in the Anderson overlap. The mathematical consequence of this result is a power-law decay of $\nu(t)$. However, the real physical implication becomes apparent if we consider the absorption spectrum, which is precisely what is measured in X-ray scattering experiments and is defined as

$$
A(\omega) = 2\text{Re} \int_0^{+\infty} dt e^{i\omega t} \nu(t).
$$

The power-law decay of $\nu(t)$ leads to a power-law threshold singularity in the absorption spectrum. This iconic non-equilibrium effect is known as the Fermi edge singularity in condensed matter physics. The physics is crucially encapsulated by the Anderson overlap and it is illuminating now to rather interpret the phenomenon from a thermodynamic perspective. Since $\nu_{\beta \to \infty}$ is nothing more than the complex conjugate of the characteristic function, then the absorption spectrum can be interpreted as the probability to do work on the system as they are mathematically equivalent. Writing the absorption spectrum in the Lehmann representation, indeed, we have

$$
A(\omega) \propto \sum_m |\langle \epsilon'_m | \epsilon_0 \rangle|^2 \delta(W - \epsilon'_m + \epsilon_0).
$$

The thermodynamic implication of these considerations should be immediately obvious. Interpreting the creation of a core hole as thermodynamic work on a metal, and interpreting the absorption spectrum as the work distribution $P(W)$, we see that due to the OC there is no possibility that this process can be adiabatic. The probability to do adiabatic work $W = \epsilon'_0 - \epsilon_0$ goes to zero as a power-law due to the OC between $|\epsilon_0\rangle$ and the ground state of the system. In Ref. [97] the authors have undertaken a very careful examination of the moments of the work statistics and found that it was in fact the third moment of the work distribution, which quantifies the skew-
ness or asymmetry of the process, which scales with the universal exponent of the edge-singularity $g$. In summary, we would like to stress that, although the motivation is very different, from the operational perspective the mathematics of the Fermi-edge singularity problem at its core are identical to the formal framework needed to describe the quantum work statistics of a sudden local quench of a Fermi gas. This is, in fact, quite important and not just a mere curiosity, as it paves the way for a detailed experimental study of quantum work statistics in ultra-cold atom setups, where orthogonality catastrophe and Fermi-edge singularity physics are currently being probed. This connection is not fully appreciated in either the ultra-cold atom or the thermodynamics community. Indeed, it has been argued that trapped ultra-cold fermion atoms could constitute an almost ideal set-up to investigate this physics in a controlled fashion [36, 39, 98], and a detailed treatment of the Fermi edge singularity problem for a harmonically trapped gas has been recently performed [41, 44], which generalises the result in Eq. (13.28).

### 13.4.2 Experiments with Ultra-cold Fermions

The experimental extraction of quantum work statistics involves the rather precarious setting of not only having to prepare a well-defined initial state and perform controlled unitary operations, but also there is the apparent stringent necessity of performing two non-destructive projective measurements on the eigen-basis of the system. This is in contrast to classical work statistics and has rendered the experimental acquisition of quantum work statistics elusive up until relatively recently. The first proposal was for a clever phonon shelving technique for direct extraction of work statistics in an ion trap [99]. Actually as it turned out, two papers appearing at the same time proposed the use of Ramsey interferometry on an ancillary qubit in order to extract the characteristic function of work [100, 101] (see also Ref. [102]) avoiding the difficult projective measurements. This led to the first experimental extraction of work statistics and experimental verification of the fluctuation theorems in a quantum system in a liquid state NMR setup [103]. An experimental work confirming the first proposal for direct measurement in the energy domain appeared soon after in an ion trap setup [104]. More recently, following the realization that a work distribution can in principle be reformulated as a positive operator valued measurement (POVM) [50, 105], an experiment has been performed to reconstruct the distribution $P(W)$ with Rubidium atoms in an atom chip [106].

More directly related to our discussion about the relations between work distribution and OC, two experiments have been performed with cold Li atoms, forming a Fermi sea to which an impurity K atom is coupled [107, 108]. After preparing the impurity in a superposition of its (two lowest) internal energy states, Feshbach resonance has been used to tune the coupling with the gas and to switch it on only in the excited state. The theoretical blue print for this idea were first outlined in Refs. [36] and [39]. Using Ramsey interferometry of the impurity internal state and monitoring the decoherence dynamics, the vacuum persistence amplitude has been
experimentally measured, both in amplitude and phase, together with the absorption spectrum, for both repulsive and attractive impurity-gas interactions.

Given the direct connection between work statistics and the OC and associated Fermi-edge singularity problem, we would like to strongly emphasise that these experimental platforms of dilute Fermi mixtures are ideal playgrounds for the controlled exploration of universal features in the quantum thermodynamics of many-body systems.
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Chapter 14
Ancilla-Assisted Measurement of Quantum Work

Gabriele De Chiara, Paolo Solinas, Federico Cerisola and Augusto J. Roncaglia

14.1 Introduction

The concept of work is one of the cornerstones of classical physics. In classical mechanics, it is defined as the integral of the force applied by an external agent times the displacement of the system. It is deeply related to the concept of heat through the principle of energy conservation. Heat is the dissipated energy due to the presence of non-conservative forces acting on the system. Work and heat allow us to answer to a fundamental and practical question: how much energy does a system need to perform a specific task? The advantages and elegance of such quantities relies on the fact that they can be calculated neglecting the details of the system and the dynamics.

Surprisingly, the discussion on how to extend the concept of work to the quantum domain has not been faced until recently and was motivated by a renewed interest in the study of non-equilibrium quantum systems, and the extension of classical fluctuation theorems [1, 2] to the quantum domain [3–6]. Classical fluctuation theorems are powerful tools that go beyond the linear response theory, relating for instance the work statistics with equilibrium quantities such as free energy differences.

The current interest in out-of-equilibrium quantum thermodynamics has been triggered by recent advances in the coherent manipulation of elementary quantum systems. However, as discussed in other chapters of this book, the definition of work in a quantum setting is rather problematic. Quantum mechanics is built around
the operators which are associated to physical observables [7]. If we perform a projective measurement of an observable on a system, the latter collapses onto one of the eigenstates of the corresponding operator with a certain probability [7]. From this simple rule, we know how to calculate the statistics of the observable.

In this framework, the measurement of the system leads to two important implications. First, the measurement process is local in time, i.e. it is assumed to occur on timescales smaller than any other time scale and the wave-function collapse is supposed to be instantaneous. This also implies that the information about the observable and the associated operators are local in time. Second, the measurement destroys any superposition of eigenstates of the measured operator and, therefore, strongly perturbs the quantum system.

These two points caused some debates in the attempt to unambiguously define quantum work. To understand this point, let us consider a closed system in which all the energy injected by an external field is transformed in internal energy of the system, i.e. there is no dissipation or heat. For a classical system, if the initial and final energies are $E_i$ and $E_f$, respectively, then the work performed is $W = E_f - E_i$. Therefore, $W$ depends on the values of the observable energy at two different times and it is thus non-local in time.

As discussed above, observables in quantum mechanics are usually associated to Hermitian operators that are local in time. If we denote with $H_f$ and $H_i$ the final and initial Hamiltonian operators of the system, respectively, a plausible definition of a work operator could be $W = H_f - H_i$ [8, 9]. Though this definition is formally possible and is sometimes useful to connect the work fluctuations with macroscopic measurable quantities [10, 11], it has no meaning in terms of quantum observables and measurements. Work is defined as the energy difference after a given process, and as such it characterises a process and not the system’s state. In addition, the number of possible values of work typically exceeds the dimension of the system, thus work cannot be represented as a Hermitian operator. This point has generated confusions for a long time [8, 9] and it has been clarified in Ref. [12].

We arrive to the following important observation: Since quantum work does not meet the requirements to be associated to a standard (local in time) operator, the only way to clarify its meaning is to give an operative definition, that is, to describe the scheme we use to measure it.

The first proposal in this direction was done in some early papers [3–6] and it is described in Chap. 13 of this book. It is based on a double and sequential measurement of the system and we refer to it as the “Two Measurement Protocol” (TMP). The scheme is as follows: The system energy $H_i$ is measured at the beginning of the evolution, then the system evolves under the effect of the driving field and the final energy $H_f$ is measured again at the end of the evolution. The difference of the two energy measurements gives us information about the work statistics [3, 4, 12]. This approach was initially proposed in the context of quantum fluctuation theorems and quantum Jarzynski equalities [5, 6]. It was later extended to describe the dissipated heat in open quantum systems in the weak and strong coupling regime [5, 13, 14]. An advantage of this definition is that it clearly explains the meaning and the statistics of quantum work.
It is worth mentioning at this stage that, although quantum work is not a quantum observable [12], i.e. it is not the expectation value of a Hermitian operator, it can be formally described as a generalised measurement. Quantum work can in fact be described as a positive operator valued measure (POVM) [15] which is very common in quantum optics and information. This was an important conceptual result because it clarified the role of work in quantum mechanics. A POVM can always be interpreted (or realised) as a projective measurement in a larger Hilbert space.

If we consider a generic initial state, i.e. not an equilibrium thermalised state, the TMP is unsatisfactory and incomplete because of the collapse of the quantum state induced by the initial measurement. If the system is in a coherent superposition of eigenstates of $H_i$, the initial measurement destroys the quantum coherences and it completely changes the system dynamics. This has both fundamental and practical implications. From a fundamental point of view, we would like to understand if there are more general and less invasive measurement protocols that allow us to preserve the full quantum dynamics. From a practical point of view, the TMP shows an important limitation since it is not possible to answer to the question: what is the energy needed to run a quantum device?

To weigh properly the implications of the last point, we discuss a specific example. Suppose that we have a quantum computer that runs the Grover quantum database search [16, 17]. If the database is composed of $N$ objects and the basis of all the possible logical states is denoted with $\{|x\rangle\}$ ($x = 0, 1, \ldots, N - 1$), the algorithm is able to find a particular marked string $|\bar{x}\rangle$. As usual, let us suppose that the logical states are encoded in $n$ qubits ($N = 2^n$) so that they can be written as logical strings of 0 and 1, e.g., $|0\rangle = |00\ldots0\rangle$, $|1\rangle = |10\ldots0\rangle$ and so on [16]. The algorithm starts from the equal superposition state $|\psi\rangle = 1/\sqrt{N} \sum_x |x\rangle$ and, by means of a unitary evolution $U_{\text{algo}}$, transforms it in the solution state $|\bar{x}\rangle$, i.e., $|\psi\rangle \rightarrow U_{\text{algo}} |\psi\rangle = |\bar{x}\rangle$. We want to know what is the work necessary to run the Grover algorithm.

To answer to this question, we must first describe the energy spectrum of a single qubit. Let a single qubit have energy $\epsilon$ and $-\epsilon$ for the eigenstates $|0\rangle$ and $|1\rangle$. Being a string of $|0\rangle$ and $|1\rangle$, every logical state $|x\rangle$ has a defined energy that could be measured projectively. However, the initial state $|\psi\rangle$ is not an eigenstate of the Hamiltonian and therefore it has no definite energy. Using the TMP to determine the work would lead to a collapse of $|\psi\rangle$ into a random state $|x\rangle$. The dynamics induced by $U_{\text{algo}}$ would not give the solution $|\bar{x}\rangle$ and the final measurement would give another random value for the final energy. Therefore, the TMP makes it impossible to run the Grover algorithm because it changes completely the dynamics and, at the same time, is unable to determine what is the energy needed to run it. Furthermore, for an initial state with coherences in the energy eigenbasis, the mean value of work obtained from the TMP probability distribution and the difference between the mean initial energy and the mean final energy are in general different. Indeed in Ref. [18], an important result has been put forward: there is no scheme able to estimate work in closed systems that produces outputs whose mean value is given by the difference...
in mean energies and coincides with the TMP for initial states without coherences (see also Ref. [19]). This result states that the statistics of work for initial states with coherences cannot be defined via a probability distribution compatible with the above conditions. However, as we shall see in this chapter, it is possible to define a quasi-probability distribution which can assume negative values, signalling initial quantum coherence.

These examples point out the need for a more general operational definition of work. One way to do this is to include an ancilla or quantum detector and to take into consideration its interaction with the quantum system under scrutiny and the perturbation the latter induces in the former.

Already several works suggested the use of ancillas for extracting the statistics of work. In Refs. [20, 21] a Ramsey scheme using an auxiliary qubit was proposed to measure the work characteristic function. Its experimental realisation with nuclear magnetic resonance was reported in Ref. [22]. In Ref. [15] a different approach was taken in which a detector, for example the position of a quantum particle or a light mode [23], is coupled to the system to extract directly the work probability distribution after a single quantum measurement. The scheme was recently realised with cold atoms [24].

These two schemes, reviewed in Sect. 14.2, can be understood in a more general framework: the interaction between the evolving system and the detector allows us to encode the information about the work performed on the system in the quantum state of the detector. We show below that there are several ways, that we call protocols, to extract this information. The choice between them depends on what kind of information we are interested in and if we want to preserve or not some of the quantum features of the dynamics. Therefore, in this general setting, the quantum work statistics can change depending on the measurement protocol used.

A measurement protocol similar to the one proposed in the full counting statistics approach [25–29] is able to completely preserve the coherence effect in the system. It leads to a quasi-probability of work distribution in which negative probability regions are signatures of the quantumness of the system [30–35].

Alternatively, with a measurement protocol conceptually similar to the von Neumann measurement scheme [36], we directly measure the work distribution that in the limit of a precise measurement coincides with the TMP scheme. In this case, the uncertainty in the measurement plays a fundamental role since imprecise measurements lead to a revival of quantum dynamics and coherence effects.

These protocols can be unified in a single approach where the only difference is the final measurement of two non-commuting observables, e.g. momentum and position of a particle detector. All the main protocols proposed in the literature can be revisited and framed in this more general measurement scheme that we explain in detail in Sect. 14.3. In Sect. 14.4, we discuss physical implementations and experimental realisations of the schemes. Finally, in Sect. 14.5, we summarise and conclude.
14.2 Measuring the Work Distribution with Ancilllas

14.2.1 Preliminaries on the Work Probability Distribution in Quantum Mechanics

One of the most common definitions of work is the TMP scheme. We assume a quantum system to be initially prepared in the state $\rho_S(0)$ and subject to the Hamiltonian $H_S(0)$. The initial energy of the system is measured yielding the energy eigenvalue $\epsilon_0^i$ while the system collapses to the state $|\epsilon_0^i\rangle$. The system’s Hamiltonian is then changed in time inducing an evolution until the final time $T$ described by the operator $U_S(T)$. The final energy, described by the final Hamiltonian $H_S(T)$, is measured again yielding the result $\epsilon_T^j$. For this particular quantum trajectory the work performed on or extracted from the system is $W = \epsilon_T^j - \epsilon_0^i$, i.e. the difference of the final and initial energy. As the results of the measurements are stochastic with probabilities dictated by quantum theory, we find the probability distribution of work by summing over all possible measurement outcomes:

$$P(W) = \sum_i P_i \sum_j P_{i \rightarrow j} \delta(W - \epsilon_T^j + \epsilon_0^i)$$  \hspace{1cm} (14.1)

where $P_i = \langle \epsilon_0^i | \rho_S(0) | \epsilon_0^i \rangle$ is the probability that the first energy measurement results in $\epsilon_0^i$ and $P_{i \rightarrow j} = |\langle \epsilon_T^j | U(T) | \epsilon_0^i \rangle|^2$ is the conditional probability of obtaining $\epsilon_T^j$ in the last measurement given that the result of the first measurement was $\epsilon_0^i$.

An equivalent description of the work statistics is to consider the Fourier transform of the work probability distribution known as the characteristic function of work:

$$\chi_\lambda = \int dW e^{i\lambda W} P(W)$$  \hspace{1cm} (14.2)

which can be cast in the form of two-time correlation function [5, 12]:

$$\chi_\lambda = \text{Tr}_S \left[U_S^\dagger(T) e^{i\lambda H_S(T)} U_S(T) e^{-i\lambda H_S(0)} \tilde{\rho}_S(0) \right]$$  \hspace{1cm} (14.3)

where $\tilde{\rho}_S(0) = \sum_i P_i |\epsilon_0^i\rangle \langle \epsilon_0^i|$ is the projection of the initial density matrix onto the eigenstates of $H_S(0)$.

Below we describe two paradigmatic schemes that allow to experimentally obtain the work probability distribution with ancillas. The first one shows how to measure the characteristic function and the second one shows how to assess directly the work probability distribution while solely performing a measurement at the end of the transformation. Interestingly, both methods have been recently verified experimentally.
14.2.2 Measuring the Characteristic Function: The Ramsey Scheme

In this section we review the first scheme, a Ramsey-inspired technique, to measure the work statistics. The method was originally proposed in Refs. [20, 21], and gives access to the characteristic function by coupling the system to a two-level system (qubit). The general idea of the scheme could be understood by noticing that the characteristic function for each \( \lambda \) is given by the mean value of a unitary operator, as it is shown in Eq. (14.3), and this mean value can be measured via an interferometric scheme.

The scheme starts with the system and the qubit in the product state \( \rho_S(0) \otimes |0\rangle \langle 0| \) and we assume that \( \rho_S(0) \) is diagonal in the initial energy basis, e.g. it is in a thermal state (we will discuss this assumption later). The Ramsey scheme consists of three steps:

1. The Hadamard gate \([16] H = (\sigma_z + \sigma_x) / \sqrt{2} \) is applied to the qubit.
2. The qubit and the system evolve according to the coupled evolution:
   \[
   M_\lambda = U_S(T) e^{-i\lambda H_S(0)} \otimes |0\rangle \langle 0| + e^{-i\lambda H_S(T)} U_S(T) \otimes |1\rangle \langle 1|.
   \] (14.4)
3. The Hadamard gate \( H \) is applied again to the qubit.

At the end of the protocol the reduced density operator of the qubit is

\[
\rho_D(\lambda) = \frac{1}{2} \left[ I_Q + (\text{Re} \chi_\lambda) \sigma_z + (\text{Im} \chi_\lambda) \sigma_y \right],
\] (14.5)

where \( I_Q \) is the identity on the auxiliary qubit. Therefore, by repeating the experiments many times for a fixed value of \( \lambda \), corresponding to the time of interaction between system and auxiliary qubit [20, 21], one can reconstruct the value of \( \chi_\lambda \) through quantum state tomography of the qubit. Given the simple form of the density matrix (14.5), only two measurements are needed: the mean values \( \langle \sigma_z \rangle \), related to the qubit population imbalance, and \( \langle \sigma_y \rangle \), related to the qubit coherence. To reconstruct the whole probability distribution \( \mathcal{P}(W) \) one has to repeat the experiment many times for different values of \( \lambda \) and then Fourier transform the characteristic function \( \chi_\lambda \).

The quantum circuit realising such a protocol is shown in Fig. 14.1a while a Mach–Zehnder interpretation of the scheme is presented in Fig. 14.1b.

The advantage of the Ramsey scheme is that it bypasses the measurement of the initial and final energy of the system. The price to pay, however, is the need of implementing the conditional evolution operator \( M_\lambda \). We will discuss the implementation of the Ramsey scheme in Sect. 14.4.
Fig. 14.1  

(a) Quantum circuit realising the Ramsey scheme. The system is prepared in an initial state $\rho_S(0)$ which we assume diagonal in the initial energy basis. The qubit is initially in the state $|0\rangle$. At the end of the evolution the reduced density matrix of the qubit is reconstructed through state tomography. 

(b) Mach–Zehnder interpretation of the scheme. In the interferometer the state of the qubit is initially “split” by a beam-splitter (corresponding to the Hadamard gate) in a superposition of $|0\rangle$ and $|1\rangle$ (corresponding to the two arms of the interferometer). In the upper arm of the interferometer the system is subject to the evolution $U_S(T)e^{-i\lambda H_S(0)}$ while in the lower arm $e^{-i\lambda H_S(T)}U_S(T)$. In the diagram for brevity we have written $U_S = U_S(T)$. At the end, the two arms pass through another beam-splitter (the second Hadamard gate) and the state of the qubit is reconstructed.

### 14.2.3 Work Measurement with a Single POVM

In this section we review the ideas developed in Ref. [15] where it is shown that work, defined by the TMP, can be measured using a single projective measurement over an ancillary system. Thus, work can be defined by a POVM, the most general possible quantum measurement that can be defined [37] and very common in quantum metrology and quantum information. A POVM can be expressed in terms of a set of operators $A_k$, where $k$ labels all possible different outcomes of the measurement, such that $A_k \geq 0$, $\sum_k A_k = I$, and the probability of obtaining outcome $k$ of a quantum state $\rho$ is given by $P(k) = \text{Tr}(\rho A_k)$. Notice that the number of outcomes could in principle be larger than the dimension of the system.

A physical interpretation of such a generalised measurement is given by Neumark’s theorem [37] which establishes that any POVM can be realised as a projective measurement on an enlarged system that evolves unitarily. In terms of the work measurement, this means that the work probability distribution can be obtained by coupling the system to an ancillary system (or measuring apparatus), letting them to evolve unitarily and then performing a projective measurement at the end of the evolution. Indeed, there is no need to perform two projective measurements at different times over the system, as the operational definition of work suggests, instead a single measurement at the very end of the protocol over an ancillary system can reveal the value of work.

It is worth noting that such an implementation is not unique, in fact there are infinitely many combinations of ancillas, unitary evolutions and projective measurements that are capable of realising the same POVM. In Ref. [15] two such implementations were proposed which we now briefly discuss.
Fig. 14.2 Quantum circuit that measures work using a single POVM. This is a possible realisation where the detector (D) is a continuous variable system. The two entangling operations apply a conditional translation to the state of the detector. These translations at two different times depend on the value of the energy, thus the detector keeps a coherent record of the value of work before the measurement.

The POVM is implemented by introducing an auxiliary system or detector D that interacts with the system S keeping a coherent record of its energy at two different times. The simplest strategy would be to consider D as a continuous variable system (such that the operator $p$ is the generator of translations) following these steps [15]:

1. Initially S and D are in a product state, and D could be, for instance, in a position eigenstate or a localized Gaussian state [23, 24].
2. S and D interact via an entangling evolution during time $\tau$ given by the Hamiltonian: $H_{SD} = -(\lambda/\tau) p H_S(0)$.
3. S evolves according to a given process characterized by a unitary $U_S(T)$.
4. S and D interact via an entangling evolution during time $\tau$ given by the Hamiltonian: $H_{SD} = (\lambda/\tau) p H_S(T)$.
5. Projective measurement over D.

In the protocol, $\lambda$ is some constant characterizing the strength of the interaction. In summary, the unitary sequence $U_\lambda = U_\lambda(T)U_S(T)U_\lambda^\dagger(0)$ is applied before the measurement, with

$$U_\lambda(t) = e^{-i\lambda p H_S(t)}.$$  \hspace{1cm} (14.6)

In Fig. 14.2 it is shown the quantum circuit representing the procedure. As an example, let us consider an initial pure state of system and detector: $|\psi_i\rangle = |0\rangle_D |\xi\rangle_S$ after the application of $U_\lambda$ the systems will become correlated before the measurement in this way:

$$|\psi_f\rangle = \sum_{ij} |\lambda \epsilon_{ji}\rangle_D \left( \Pi_j^T U_S(T) \Pi_i^0 \right) |\xi\rangle_S ,$$  \hspace{1cm} (14.7)

where $\epsilon_{ji} = \epsilon_j^T - \epsilon_i^0$ denotes a given value of work, $|0\rangle_D$ is an initial localised state, $|\lambda \epsilon_{ji}\rangle_D$ is the translated one, and $\Pi_j^T$ is the projector over the energy eigenspace of the Hamiltonian $H_S(t)$ with energy $\epsilon_j^T$. Notably, the detector keeps a coherent record of the value of work. Thus, all the information about the work distribution is encoded in this correlated final state. In fact, a measurement that discriminates between the different states $|\lambda \epsilon_{ji}\rangle_D$ will reveal the value of work $\epsilon_{ji}$ with a probability given by Eq. (14.1). After many runs of the experiment it would be possible to reconstruct the work probability distribution over this process.
The scheme allows different initial states for the system and detector, and also the measurement should be specified. In fact, if one considers initial Gaussian states for the detector and a measurement in position, one could set the interaction strength $\lambda$ and the initial delocalisation of the state in order to obtain the work probability distribution [23, 24, 38]. Additionally, one can show that initial coherences in the energy eigenbasis could affect the resulting work distribution, if the interaction strength $\lambda$ and the delocalisation are not adjusted properly (see Sup. Mat. [24]). On the other hand, the POVM can also be performed if one considers a discrete ancillary system. The strategy is a variation of the phase estimation algorithm and was studied in [15]. In this case, the measured distribution is a coarse grained version of the real one that can be written as the convolution of $P(W)$ with a windowing function whose precision depends on the dimension of the ancilla.

As mentioned before, the advantage of the POVM approach is that it does not require the two time projective measurements and it furthermore allows one to directly sample the work probability distribution. This is however done at the cost of having to implement appropriate interactions between the system and the ancilla at different times. In Sect. 14.4 we review an experiment where this POVM was successfully implemented.

### 14.3 General Framework to Measure Quantum Work Distributions

In this section, we discuss a more general measurement framework to unify the two schemes discussed in the previous section. The key point is to explicitly take into account the presence and the interaction between the system and the quantum detector used to store the information about work. This analysis thus provides a strong connection between energy fluctuations and the coherence of the initial system. As mentioned in the introduction we cannot always obtain a probability distribution of work when the initial state is endowed with quantum coherences [18]. We will show that for the protocols described in this section, we either obtain a quasi probability distribution or a coarse-grained one.

#### 14.3.1 Dynamics of the System and the Detector

As discussed in the Introduction, the only clear way to define the work distribution of a quantum system is to give an operative implementation of the way we extract the information or, in other words, how we measure the energy invested or extracted in a quantum process. If we want to preserve quantum effects yet be able to assess the energetic balance of a system, one way is to use a quantum detector or measurement apparatus. We thus consider the set-up in which a system $S$ is coupled to a detector $D$. This set-up is general enough to include most of the proposals in the literature and allows us to point out the differences and advantages of different measurement protocols.
As an illustrative detector we use a free quantum particle. The detector Hamiltonian is \( H_D = p^2/(2m) \) where \( p \) and \( m \) are the momentum and the detector mass, respectively. The coupling between \( S \) and \( D \) is obtained by turning on and off the interaction Hamiltonian \( H_{SD}(t) = -\beta(t) p H_S(t) \). This choice of the detector and the system-detector coupling are not limiting since, as discussed below, they account for all the relevant features and the schemes proposed in the literature. At the same time, they allow us to simplify the discussion. We will discuss also the changes needed in case other quantum detectors are used.

To determine the system internal energy variation, the time-dependent coupling strength \( \beta(t) \) is chosen so that the detector “records” the energy of the system at the beginning and at the end of the evolution: \( \beta(t) = \lambda/p_0[\delta(t-T) - \delta(t)] \), where the constant parameters \( \lambda \) and \( p_0 \) have the dimension of time and momentum, respectively.

The delta-like behaviour of \( \beta(t) \) must be considered as a limiting case in which coupling takes place over a time scale that is fast compared to the dynamics induced by \( H_S(t) \) and \( H_D \), so that the dynamics of the system and the detector are effectively “frozen” during the coupling. More specifically, if the interaction occurs in a time \( \Delta t \), e.g., for \( t \leq t' \leq t + \Delta t \), if \( H_S(t) \) changes slowly in \( \Delta t \), we can consider \( H_S(t') \approx H_S(t) \). Since \( [H_S(t), H_{SD}(t)] = [H_D, H_{SD}(t)] = 0 \), the full unitary operator can be easily calculated (setting \( \hbar = 1 \))

\[
U(\Delta t) = e^{-i \int_t^{t+\Delta t} dt' \{H_S(t') - \lambda \beta(t) p H_S(t) + \frac{p^2}{2m} \}} \\
= e^{-i H_S(t) \Delta t} e^{i \lambda B p H_S(t)} e^{-i \frac{p^2}{2m} \Delta t} \\
\approx e^{i \lambda B p H_S(t)} 
\] (14.8)

where \( B = \int_t^{t+\Delta t} dt' \beta(t) \) and the last step is obtained for small enough \( \Delta t \). We can assume that the coupling function \( \beta(t) \) is normalised such that \( B = 1 \). Then the dynamics during the system-detector coupling is given by \( \exp[i \lambda p H_S(t)] \), that is the one expected for a delta coupling.

The sequence of operations is the following: (i) at \( t = 0 \), we turn on the system-detector coupling that generates the dynamics described by \( e^{-i \frac{p^2}{2m} H_S(0)} \) as in Eq. (14.8), (ii) for \( 0 \leq t \leq T \), we let the system and the detector evolve uncoupled with an external drive acting on the system. The corresponding unitary evolution is \( U_S(T) U_D(T) = \overrightarrow{T} e^{-i \frac{p^2}{2m} dt H_S(t)} e^{-i \frac{p^2}{2m} T} \) where we indicated with \( \overrightarrow{T} \) the temporal ordering. (iii) at \( t = T \), we couple the system and the detector again to generate the dynamics \( e^{i \frac{p^2}{2m} H_S(T)} \) analogously to Eq. (14.8). The full evolution is described by the operator \( U_\lambda(T) = e^{i \frac{p^2}{2m} H_S(T)} U_S(T) U_D(T) e^{-i \frac{p^2}{2m} H_S(0)} \) [30].

Notice that neither the system nor the detector is projectively measured between times 0 and \( T \). The specific choice of \( H_{SD} \) ensures that the coupling to the detector does not induce any transition between the instantaneous system eigenstates. In other words, system and detector do not exchange energy during the coupling.
We reasonably assume that system and detector are initially prepared in a separable and pure state (the assumption on initial purity can be relaxed for the system [30]). Denoting with \{|\epsilon_i^j\}\} and \{|p\}\} the instantaneous eigenbasis of \(H_S(t)\) and the detector momentum basis, respectively, the more general initial state reads \(|\phi_0\rangle = \sum_i \int dp \psi_0^G(p) |\epsilon_i^0\rangle p\) .

By applying the evolution operator \(U_\lambda(T)\) to \(|\phi_0\rangle\) following the steps (i) – (iii), we obtain

\[
|\phi_0\rangle \rightarrow \sum_i \int dp \psi_i^0 G(p) e^{-i\frac{p^2|m|}{2m}} |\epsilon_i^0\rangle p \rightarrow \sum_{ij} \int dp \psi_i^0 G(p) e^{-i\left(\frac{p^2|\epsilon_i^j|}{2m} + \frac{\epsilon_i^j}{2m} T\right)} U_{S,ji} |\epsilon_j^T\rangle p
\]

\[
= \sum_{ij} \int dp \psi_i^0 G(p) e^{i\epsilon_{ji}^0} U_{S,ji} |\epsilon_j^T\rangle p
\]

(14.9)

where \(U_{S,ji} = \langle \epsilon_j^T | U_S | \epsilon_i^0\rangle\) is the probability amplitude to go from \(|\epsilon_i^0\rangle\) to \(|\epsilon_j^T\rangle\) and, as before, \(\epsilon_{ji} = \epsilon_j^T - \epsilon_i^0\).

The corresponding final density matrix reads

\[
\rho_T = \sum_{ijkl} \int dp dp' \rho_{ik}^0 G(p) G^*(p') U_{S,ji} U_{S,kl}^\dagger
\]

\[
e^{i\left(\frac{\epsilon_{ji}^0}{m} - \frac{p^2}{2m} T\right)} e^{-i\left(\frac{\epsilon_{ji}^0}{m} - \frac{p^2}{2m} T\right)} |\epsilon_j^T\rangle p \langle \epsilon_j^T | p'\rangle
\]

(14.10)

where \(U_{S,kl}^\dagger = \langle \epsilon_k^0 | U_S^\dagger | \epsilon_j^T\rangle\). In writing the above equation, we have also implicitly defined the matrix elements of the initial density operator: \(\rho_{ik}^0 = \langle \epsilon_i^0 | \rho_S(0) | \epsilon_k^0\rangle = \psi_i^0(\psi_k^0)^\ast\).

The work done, i.e., the internal energy variation \(\epsilon_{ji}\), is now encoded in the detector degrees of freedom. Therefore, we focus on the detector and trace out the system degrees of freedom. The detector density operator \(\rho_D(T) = Tr_S[\rho_T] = \sum_j \langle \epsilon_j^T | \rho_T | \epsilon_j^T\rangle\) reads

\[
\rho_D(T) = \sum_{ikj} \int dp dp' \rho_{ik}^0 G(p) G^*(p') U_{S,ji} U_{S,ki}^\dagger
\]

\[
e^{i\epsilon_{ji}^0 + \frac{p^2}{2m} T} e^{-i\epsilon_{ji}^0 + \frac{p^2}{2m} T}\langle \epsilon_j^T | p \langle p'\rangle.
\]

(14.11)

As we can see, the contribution \(\epsilon_{ji}\) appears in the phase accumulated between momentum eigenstates. There is also an additional term exp \(\{-ip^2T/(2m)\}\) due to the internal dynamics of the detector. Since its value is known, we could subtract its contribution from the measured work distribution by data analysis. However, in many cases, it is convenient to cancel it during the protocol. This step allows us also to keep the following discussion simple.

For a free particle detector we need to make a few additional assumptions. We suppose that there are no degenerate states in the systems, i.e., \(\epsilon_{ji} \neq 0\) for \(i = j\), and that the initial detector state is a Gaussian function centered in \(p = 0:\)
\[ G(p) = \left[ \sigma^2 / (2\pi) \right]^{1/4} \exp \left( -\sigma^2 p^2 / 4 \right) \] (the reason for the choice of the variance is discussed below). In this case, only states with momentum smaller than \( p_{\text{max}} = 3 / (2\sigma) \) are important in the dynamics since the others are exponentially suppressed. Therefore, if we select \( \lambda, m, \) and \( T \) in order to have \( p_{\text{max}}^2 T / (2m) = 9T / (8m\sigma^2) \ll 1 \), in Eq. (14.10) we can approximate \( \exp \left[ i \left( \frac{p \lambda \epsilon_{ji}}{p_0} - \frac{p^2}{2m} T \right) \right] \approx \exp \left( ip \lambda \epsilon_{ji} / p_0 \right) \) (see also Refs. [24, 38]).

Notice that, in general, the procedure to eliminate the dynamical contribution depends on the properties of both the detector and the initial state chosen. For example, for a two-level quantum detector, the dynamical phase can be eliminated by additional operations as done in optics and nuclear magnetic resonance experiments [39, 40]. In this case, the dynamical phase accumulated by the two detector states \( |0\rangle \) and \( |1\rangle \) can be eliminated by swapping the states, i.e., \( |0\rangle \leftrightarrow |1\rangle \) and let the detector evolve for a time \( T \). At the end of this additional evolution the two states accumulate the same global phase that can be disregarded [39, 40]. This phase elimination scheme can be applied also to the particle detector when it is initially in a superposition of two momentum eigenstates \( |p\rangle \) and \( |p'\rangle \). At the end of the evolution we can apply a unitary operator that switches the momentum states, i.e., \( |p\rangle \leftrightarrow |p'\rangle \), let the detector evolve for time \( T \) and neglect the overall dynamical phase. In the following, we assume that the dynamical phase is cancelled or is negligible.

Under this approximation, the detector density matrix reads

\[
\rho_D(T) = \sum_{ikj} \int dp dp' \rho_{ik}^0 G(p) G^*(p') U_{S,ji} U_{S,kj}^\dagger \exp \left( -\frac{p^2}{2m} T - \frac{p'^2}{2m} T \right) |p\rangle \langle p'|.
\]

We can rewrite it in terms of the eigenstates \( |x\rangle \) of the position operator \( x \). This can be done inserting the completeness operator \( \int dx |x\rangle \langle x| = I \) and using the relation \( \langle x|p\rangle = e^{ixp} / \sqrt{2\pi} \). We obtain

\[
\rho_D(T) = \sum_{ikj} \int dx dx' \rho_{ik}^0 g \left( x + \frac{\lambda \epsilon_{ji}}{p_0} \right) g^* \left( x' + \frac{\lambda \epsilon_{jk}}{p_0} \right) U_{S,ji} U_{S,kj}^\dagger |x\rangle \langle x'|.
\]

where \( g(x) = \frac{1}{\sqrt{2\pi}} \int dp \exp \left( ipx \right) G(p) \) is the Fourier transform of \( G(p) \).

With Eqs. (14.12) and (14.13) in mind we can discuss different measurement schemes while maintaining the coupled system-detector evolution. Since the detector momentum \( p \) is a conserved quantity during the evolution, the coupling between the system and the detector cannot induce transitions between different eigenstates of the momentum; instead, it changes their relative phase. This picture is obviously reversed when considering eigenstates of the position, as the system-detector coupling \( H_{SD}(t) \) induces transition between eigenstates of the position operator \( x \). This immediately
suggests that there are two ways to extract the information about $\epsilon_{ji}$: we can either measure the momentum $\langle |p\rangle \rangle$ or the position $\langle |x\rangle \rangle$ of the detector. Based on these considerations, we have the following two protocols to measure the work distribution.

In Protocol 1 we prepare the detector in a superposition of momentum eigenstates and measure their relative phase at the end of the evolution. In Protocol 2 we prepare the detector in a position eigenstate and make a position measurement at the end of the evolution. These protocols resemble the full-counting statistics formalism [18, 27, 33, 34] and the standard von Neumann measurement scheme [36], respectively. We now discuss in details their implications.

### 14.3.2 Protocol 1

We first consider Protocol 1 and focus on the phase accumulated between the momentum eigenstates $|p_0/2\rangle$ and $|-p_0/2\rangle$. The accumulated phase is given by $\langle p_0/2 | \rho_D(t) | -p_0/2 \rangle$. Rescaling for the initial phase $\langle p_0/2 | \rho_S(0) D | -p_0/2 \rangle$, we obtain the characteristic function of work [30] $G_\lambda = \langle p_0/2 | \rho_D(t) | -p_0/2 \rangle / \langle p_0/2 | \rho_S(0) D | -p_0/2 \rangle$ where the $\lambda$ dependence is implicit in the dynamics of $\rho_D(t)$ [see Eqs. (14.12) and (14.13)].

Notice that, with the choice of the initial states with $\pm p_0/2$, the detector dynamical phase does not contribute to $\langle p_0/2 | \rho_S(0) D | -p_0/2 \rangle$ as it can be seen directly from Eq. (14.12). Since this results holds at all the orders, the constraint on the variance of the initial detector states is not needed for the implementation of Protocol 1.

The $G_\lambda$ function of the work reads [30, 31]

$$G_\lambda = \text{Tr}_S \left[ U_\lambda(T) \rho_S(0) U_{-\lambda}^\dagger(T) \right] = \text{Tr}_S \left[ e^{i \frac{\lambda p_0}{\hbar} H_S(T)} U_S(T) e^{-i \frac{\lambda p_0}{\hbar} H_S(0)} \rho_S(0) e^{i \frac{\lambda p_0}{\hbar} H_S(0)} U_{-\lambda}^\dagger(T) e^{-i \frac{\lambda p_0}{\hbar} H_S(T)} \right].$$

(14.14)

and it is similar to the ones used in literature [27, 30–32, 34]. However, we must stress that we have not made any assumption about the initial state of the system. If the system is initially in a thermal equilibrium state, i.e. $\rho_S(0) = \exp \{-\beta H_S(0)\}/Z(0)$ where $Z(0)$ and $\beta$ are the partition function and the inverse temperature, respectively, $\exp \{-i \frac{\lambda p_0}{\hbar} H_S(0)\}$ and $\rho_S(0)$ commute. This allows us to simplify $G_\lambda$ and obtain the results of Ref. [12]. Despite the similarities in the approaches and in the expressions, this characteristic function differs from the one in Eq. (14.3). This is due to the fact that the two system-detector coupling schemes are different. In any case the derivatives of $G_\lambda$ still gives information about energy fluctuations which do not necessarily coincide with the statistical moments of work.

A connection indeed exists for the first two moments. By direct calculation we obtain for the first two derivatives

$$(-i) \left. \frac{dG_\lambda(p)}{dp} \right|_{\lambda=0} = \text{Tr}_S \left[ H_S(T) \rho_S(T) - H_S(0) \rho_S(0) \right].$$

(14.15)

and, using the property of the trace,
\[
(i)^2 \frac{d^2 G_\lambda(p)}{d\lambda^2} \bigg|_{\lambda=0} = \text{Tr}_S \left\{ [U_S^\dagger(T)H_S(T)U_S(T) - H_S(0)]^2 \rho_S(0) \right\}.
\] (14.16)

These can be interpreted as the average work \( \langle W \rangle = \langle H_S(T) \rangle - \langle H_S(0) \rangle \) and its second moment [5, 8].

Physically, \( G_\lambda \) is associated to the accumulated phase in the detector and it can be measured by quantum tomography [41]. The characteristic function is therefore the primary measurement outcome in Protocol 1. From an operational point of view, the dependence of \( G_\lambda \) on \( \lambda \) can be retrieved by varying either the time or the strength of the system-detector coupling.

There is an important difference between Eqs. (14.14) and (14.15) and the corresponding ones obtained with the TMP and usually discussed in literature [5, 6, 15, 20–22]. To highlight the differences, let us explicitly write \( \langle W \rangle \) as obtained from Eq. (14.15) (see also [30]):

\[
\langle W \rangle = \sum_i P_i \sum_j P_{i \rightarrow j} (\epsilon^T_j - \epsilon^0_i) + \sum_{j, i \neq k} \epsilon^T_j \rho^0_{ik} U_{S,j_i} U_{S,k_j}^\dagger, \quad (14.17)
\]

where \( P_i = \rho^0_{ii} \).

The first term in (14.17) is the same as in TMP [5, 6, 8] and can be straightforwardly interpreted in terms of classical conditional probabilities. In absence of initial coherences or when the first projective measurement in the TMP destroys them, the system can be treated as a classical ensemble with probability \( P_i \) to start from the state \( |\epsilon^0_i\rangle \) and end up in the state \( |\epsilon^T_j\rangle \) with conditional probability \( P_{i \rightarrow j} \). In this framework, the energy of the initial state is always well defined as it is the trajectory associated to the work \( \epsilon^T_j - \epsilon^0_i \).

However, this is not the full story since the remaining terms, which depend on the initial coherences \( \rho^0_{ik} \), are of a purely quantum nature. These coherences are destroyed by the initial measurement of \( H_S(0) \) performed in TMP. This changes the dynamics as discussed in the introduction and, using Feynman's words [42], this destroys all the interference alternative of the dynamics.

To fully understand the impact of the initial coherences on the quantum work, we must answer to a much more subtle question: can the Fourier transform of the observable function \( G_\lambda \) be interpreted as a probability distribution of the work? Classically, we can obtain the work probability distribution as the Fourier transform of the corresponding characteristic function. However for initial coherent states the function:

\[
P_{\text{quasi}}(W) = \frac{1}{2\pi} \int d \lambda \exp \{-i \lambda W\} G_\lambda \]

is a quasi-probability distribution, i.e. it is real but not positive definite. We can write (14.14) explicitly using the \( \{|\epsilon^T_j\rangle\} \) and then calculate the Fourier transform. The details of the calculations can be found in Refs. [30, 31]; we obtain

\[
P_{\text{quasi}}(W) = \sum_{ikj} \rho^0_{ik} U_{S,j_i} U_{S,k_j}^\dagger \delta \left[ W - \left( \epsilon^T_j - \epsilon^0_i + \epsilon^0_k \right) \right]. \quad (14.18)
\]
If the density operator has no initial coherences, i.e., $\rho_{ik}^0 = 0$ for $i \neq k$, we obtain the work probability distribution Eq. (14.1) of the TMP. Following this reasoning, we refer to the terms with $i = k$ in Eq. (14.18) as “classical contributions”.

In general, however, $P_{\text{quasi}}(W)$ depends on the additional off-diagonal density matrix terms which are the fingerprints of coherent quantum processes. To strengthen this view, we notice that the contributions $\rho_{ik}^0 U_{ji} U_{kj}^\dagger$ are always real [31] but they are not constrained to be positive. Therefore, due to the presence of these terms, $P_{\text{quasi}}(W)$ is not positive definite and can only be referred to as a quasi-probability distribution [9, 18, 30, 34, 35].

This can be surprising, but it is not contradictory. We stress once again that the measured quantity in Protocol 1 is the characteristic function $G_\lambda$, i.e., the accumulated phase. Being an experimentally measurable quantity, it is free of ambiguous interpretations. The work quasi-probability distribution $P_{\text{quasi}}(W)$ obtained from Fourier transforming the accumulated detector phase $G_\lambda$ is instead a derived quantity that we would normally associate to a probability distribution. The above discussion points out that this last step is not allowed if the system has initial coherences.

This situation is not new in quantum mechanics, in fact, it turns out to be associated to the violation of the Leggett–Garg inequality [18, 30, 33, 43–46]. In the Leggett–Garg model the negativity of the probability distribution occurs when we try to interpret the results of a quantum measurements in purely classical terms. In our case, the macrorealism hypothesis [43, 44] is violated since the system is initially in a coherent superposition of energy eigenstates and, thus, it does not have a well-defined energy. Similar results and interpretations have been discussed for the full counting statistics as arising from quantum interference effects [33, 34, 45, 46]. By reversing this argument, we can consider the negative regions of $P_{\text{quasi}}(W)$ as signatures of pure quantum effects.

The important question is whether Protocol 1 has any advantage over the TMP. The positive or negative answer depends on whether we have and want to preserve the quantum effects and dynamics. Recalling the example discussed in the Introduction, with Protocol 1 we can measure the work moments and, thus, the energy needed to run the database search algorithm without affecting the algorithm performance.

It is worth noticing that the idea behind Protocol 1 can be extended to measure the dissipated heat of an open quantum system [30].

14.3.3 Protocol 2

The second protocol is based on the position measurement of the detector at the end of the dynamical evolution. The system-detector interaction proportional to $p H_S$ generates a shift in the position $x$ that is proportional to the energy of the system. The coupling at the beginning and at the end gives us information about the work done on the systems during the two couplings. The relevant equation is (14.13) where we have explicitly written the detector position and its shifts.

To clarify the physical picture, let us discuss first the idealised case in which the detector is strongly localised in $x_0$: $g(x) = \delta(x - x_0)$. Formally, this limit is not
correct because of the assumption we have made to neglect the dynamical phase of
the free particle detector. Despite this, it allows us to point out an important feature
of the protocol. In addition, this situation can be realistic for other kinds of detectors,
where we can have both localised initial states and can remove the dynamical phase
(see above discussion on qubit detector and bosonic mode as in Ref. [31]).

In this case, the density matrix of the detector in Eq. (14.13) reads

$$\rho_D(T) = \sum_{ikl} \int dx dx' \rho^0_{ik} \delta \left( x - x_0 - \frac{\lambda \epsilon_{ji}}{p_0} \right) \times \delta \left( x' - x_0 - \frac{\lambda \epsilon_{jk}}{p_0} \right) U_{S,ji} U^\dagger_{S,kj} |x\rangle \langle x'|.$$ 

The probability to measure $\bar{x}$ and, thus, to have a shift in the detector of $\Delta x = \bar{x} - x_0$ is $P(\Delta x) = \langle \bar{x}|\rho_D|\bar{x}\rangle$. Using Eq. (14.19) and performing the integration, we find that the probability distribution is non-zero only if $\epsilon^0_i = \epsilon^0_k$. For non-degenerate cases, this imposes the additional constraint $k = i$ and the probability distribution reads

$$P(\Delta x) = \sum_{ij} p_i p_{i\rightarrow j} \delta \left[ \Delta x - \frac{\lambda}{p_0} (\epsilon^T_j - \epsilon^0_i) \right].$$

The latter result coincides with the classical contribution in Eq. (14.18) and the one obtained with the the TMP [3–6]. For a localised initial detector state, we obtain the classical work distribution.

A more realistic situation is the one in which the detector is not perfectly localised [38, 47–50]. This uncertainty in the initial position affects the measurement of the work distribution. Following the above discussion we consider an initial state in the momentum basis as $G(p) = [\sigma^2/(2\pi)]^{1/4} \exp(-\sigma^2 p^2/4 + ipx_0)$ so that for $T/(m\sigma^2) \gg 1$ and we can neglect the detector dynamical phase. The corresponding initial state in the coordinate representation is $g(x) = \exp(-\frac{(x-x_0)^2}{4\sigma^2})/\sqrt{2\pi}\sigma^2$. The probability to measure $\Delta x$ gives us the work distribution as [31]

$$P(\Delta x) = \sum_{ikj} \rho^0_{ik} U_{S,ji} U^\dagger_{S,kj} \times \frac{e^{-\frac{\left(\Delta x - \lambda \epsilon_{ji}/p_0\right)^2}{4\sigma^2} + \left(\Delta x - \lambda \epsilon_{jk}/p_0\right)^2}{\sqrt{2\pi}\sigma^2}}.$$

If the system has no initial coherences, i.e., $\rho^0_{ik} = 0$ for $i \neq k$, the work distribution can be interpreted as a classical one with uncertainty [31]. An analogous situation is obtained when in presence of initial coherences the Gaussian functions in Eq. (14.19) do not overlap. This situation occurs when $\epsilon^T_j - \epsilon^0_i \ll \sigma p_0/\lambda$ (for any $j$ and $i$) and the off-diagonal contributions do not contribute to Eq. (14.19). This corresponds to the physical case in which the uncertainty in the initial state is small with respect to energy variation that we want to measure. This allows us to perform a “precise” measurement of the work and to distinguish the classical trajectories and evolution associated to the energy exchanges.
At the opposite limit we have an “imprecise” measurement when \( \epsilon_0 - \epsilon_i \approx \sigma p_0 / \lambda \). In this case, the Gaussian functions in Eq. (14.19) overlaps and the off-diagonal contributions \( \rho_{ik}^0 \) become important again. Notice that in this case \( \mathcal{P}(\Delta x) \) is still a true probability distribution, i.e., it is definite positive [31], since it is a direct measurement output. In presence of a considerable uncertainty, the classical and quantum distribution (with and without initial coherence \( \rho_{ik}^0 \)) deviate one from each other. Therefore, the uncertainty reveals the presence of an underlying coherent quantum dynamics that manifests itself as a modification of the work distribution [31, 38].

### 14.4 Physical Implementations of the Measurement Schemes

#### 14.4.1 Implementations of the Ramsey Scheme

In Sect. 14.2.2 we discussed the use of an auxiliary qubit coupled to the system to measure its work characteristic function during a dynamical process. In Sect. 14.3.2 the Protocol 1 was introduced as a generalisation of the Ramsey scheme. Although the scheme eliminates the need for the initial and final measurement of the system energy, which in some physical systems can be challenging, the requirement is to couple the qubit and the system through the operator \( M_\lambda \) (see Eq. (14.4)). In Ref. [21] it has been shown that the gate \( M_\lambda \) can be decomposed as a series of local unitary transformations and proper controlled operations, i.e. gates that apply an operator to the system only if the qubit is in the state \( |1\rangle \). Indeed we have:

\[
M_\lambda = (I_S \otimes \sigma_x) M_2(\lambda) (I_S \otimes \sigma_x) M_1(\lambda) \\
M_1(\lambda) = I_S \otimes |0\rangle \langle 0| + e^{-i\lambda H_S(T)} U_S(T) \otimes |1\rangle \langle 1| \\
M_2(\lambda) = I_S \otimes |0\rangle \langle 0| + U_S(T) e^{-i\lambda H_S(0)} \otimes |1\rangle \langle 1| .
\]

Moreover, Ref. [20] employs a protocol equivalent to the Ramsey scheme and shows that it only requires a conditional qubit-system interaction of the form \( V \otimes |1\rangle \langle 1| \) where \( V \) is the operator that is varied in time during the work protocol.

Reference [20] describes an ion trap experiment to measure the work done in displacing spatially the ion trap. The displacement can be described by the operator \( V = g(t)x \), where \( x \) is the ion position. The auxiliary qubit is represented by two internal electronic levels of the ion. The required interaction between the qubit and the ion position is provided by illuminating the ion with a far-detuned elliptically polarised standing-wave laser field. In the Lamb-Dicke regime the interaction induced is of the form:

\[
H_I(t) = x \otimes [g_0(t) |0\rangle \langle 0| + g_1(t) |1\rangle \langle 1|] 
\] (14.20)
where the couplings $g_i(t)$ can be easily controlled by the relative intensities of two orthogonal laser polarisations.

Reference [21] instead proposes two possible implementations of the Ramsey scheme with mechanical oscillators. In the first version, an optical cavity is realised with two mirrors, one of them vibrating and playing the role of the system. The cavity also contains a two-level atom realising the auxiliary qubit which modifies the cavity field which ultimately drives the vibrating mirror. The work done on or extracted from the latter is thus conditional on the state of the qubit which acts as a switch. Conversely, one can measure the state of the qubit to estimate the work done on the vibrating mirror. In the second scenario, the system is embodied by a suspended nanomechanical beam which is coupled capacitively to a Cooper-pair box realising the auxiliary qubit. Again the position of the vibrating beam is coupled to an operator of the qubit and allows one to measure the work done on the beam by an external driving.

After the original proposals, other similar variations of the protocol have been put forward. In particular Ref. [51] extends the scheme to a circuit quantum electro-dynamics setup for measuring the work done in an open driven system including a strongly dissipative regime. In Ref. [52], the authors propose a Ramsey scheme to assess the heat distribution in a quantum process and the connection to the Landauer principle. The authors of Ref. [53] employ the Ramsey scheme to measure work done on a gas of ultracold atoms. This ultimately allows them to connect work fluctuations with fluctuation theorems, e.g. the Jarzynski equality, and estimate the temperature of the gas with a precision below one nanokelvin.

The Ramsey scheme was experimentally realised in 2014 in the nuclear magnetic resonance (NMR) experiment reported in Ref. [22], only a year after the original proposals. The experiment employs a liquid sample of chloroform molecules and
involves an NMR-spectroscopy of the $^1$H and $^{13}$C nuclear spins of the molecule. The $^{13}$C spin plays the role of the driven system while the $^1$H spin acts as the auxiliary qubit. The goal is to measure the work performed on the carbon spin subject to a rotating magnetic field described by the Hamiltonian:

$$ H(t) = 2\pi \hbar \nu(t) \left( \sigma^C_x \frac{\pi t}{2\tau} + \sigma^C_y \cos \frac{\pi t}{2\tau} \right) $$

(14.21)

When the magnetic field intensity $\nu(t)$ is changed in a time $\tau$ with a linear ramp: $\nu(t) = \nu_1 + (\nu_2 - \nu_1)t/\tau$. In the above Hamiltonian $\sigma^C_i$ is the $i$-th Pauli operator acting on the C nuclear spin while the ones acting on the H nuclear spin are denoted with $\sigma^H_i$. The process is performed both in the forward direction, increasing $\nu(t)$ from $\nu_1$ to $\nu_2 > \nu_1$, and in the backward direction, by exchanging $\nu_1$ and $\nu_2$. The Ramsey protocol is implemented by taking advantage of the natural interaction between the carbon and hydrogen spins: $H_I = 2\pi J \sigma^H_z \sigma^C_z$ where $J$ is their coupling rate. The controlled gates $M_1$ and $M_2$ are realised using the free evolution induced by $H_I$ and correcting with single-qubit gates.

At the end of the process the magnetisation of the hydrogen spin is measured to reveal the work characteristic function. The state of the carbon qubit (the system) was initialised in a thermal state with different temperatures. The results for the work characteristic function and the work probability distribution obtained by a Fourier transform are presented in Fig. 14.3 with diagrams from Ref. [22]. The real and imaginary parts of the characteristic function $\chi_\lambda$ exhibit well defined oscillations as a function of the coupling time $\lambda$ (measured in ms in the diagram) with a weak decay due to thermal relaxation which could potentially alter the work distribution. However the sampling time of the characteristic function has been kept much smaller than the relaxation time so that the effects of relaxation and dephasing are minimal.

The Fourier transform of the characteristic function reveals a work probability distribution, shown in Fig. 14.3b with four well defined peaks corresponding to the four allowed transitions between the two initial carbon spin states and the two final ones.

From the reconstructed $\mathcal{P}(W)$, the authors of Ref. [22] verified for the first time the Tasaki-Crooks relation in a fully quantum regime. To this end in Fig. 14.4, the ratio of the forward to the backward work probability distributions $\mathcal{P}^F(W)/\mathcal{P}^B(−W)$ is shown for four different initial temperatures. The logarithm of this ratio is a linear function of the work $W$ thus verifying the Tasaki-Crooks relation:

$$ \ln \frac{\mathcal{P}^F(W)}{\mathcal{P}^B(−W)} = \beta(W - \Delta F) $$

(14.22)

where $\beta$ is the initial inverse temperature of the carbon spin and $\Delta F$ is the free energy difference between the final and the initial thermal equilibrium states. By fitting the numerical data for $\mathcal{P}^F(W)/\mathcal{P}^B(−W)$, the authors of Ref. [22], verified that the free energy difference obtained from the Tasaki-Crooks relation coincides, within experimental errors, with the theoretical value:
The ratio $P^F(W)/P^B(-W)$ is plotted in logarithmic scale for four values of the carbon spin initial temperature. The data are obtained from the values in Fig. 14.3. Mean values for the free energy difference $\Delta F$ and the initial inverse temperature $\beta$ obtained using a linear fit of the data corresponding to panel (a). The full red line represents the theoretical expectation, Eq. (14.23).

They also verified the Jarzynski equality by experimentally computing $\ln \langle e^{-\beta W} \rangle$ and comparing it to the free energy difference obtained from the fitting of the Tasaki-Crooks relation or from the theoretical value (14.23) finding excellent agreement for different initial temperatures.

Before ending this section, it is worth commenting that the Ramsey scheme does not impose a restriction on the initial state of the system being thermal or diagonal in the initial energy eigenbasis. The Ramsey scheme allows one to measure the following quantity:

$$\text{Tr}_S \left[ U_S^\dagger(T)e^{i\lambda H_S(T)} U_S(T)e^{-i\lambda H_S(0)} \rho_S(0) \right].$$

(14.24)

where the initial state $\rho_S(0)$ can have coherences in the initial energy basis. In this case however this measured quantity does not correspond to a characteristic function of a probability distribution since its Fourier transform is in general complex. This is once more an indication of the presence of coherences in the initial state.

### 14.4.2 Measuring Work using Light as an Ancilla

In Sect. 14.2.3 we review the method proposed in [15] that directly measures work with a single POVM. This strategy removes the need to make two measurements of the energy at different times, at the cost of implementing two entangling operations. An implementation with cold atomic ensembles was proposed in Ref. [23] which we here discuss briefly.
The scheme allows one to reconstruct the work done on an atomic ensemble subject to a rotating magnetic field of constant amplitude $B$ and described by the Hamiltonian:

$$H(t) = -\gamma B \left[ \cos \alpha(t) J_z + \sin \alpha(t) J_y \right]$$

(14.25)

where $\gamma$ is the gyromagnetic ratio and we introduced the collective atomic angular momentum $\mathbf{J} = (J_x, J_y, J_z)$. To measure work, the authors of Ref. [23] propose the use of a continuous variable light mode embodied by the fluctuations of the polarisation along two orthogonal directions of a travelling laser mode and described by two conjugate position $X$ and momentum $P$ quadratures. The conditional shift needed to imprint the energy of the atomic system onto the light mode is provided by the Faraday rotation which couples the atomic angular momentum $\mathbf{J}$ with the light polarisation through the coupled transformation $U_I = \exp[-i \kappa P(\cos \phi J_z + \sin \phi J_y)]$ where the coupling constant $\kappa$ depends on the intensity of the beam light, on the atom-photon interaction and the angle $\phi$ depends on the direction of propagation of the light beam with the quantisation axis of the atomic ensemble. Notice that $U_I$ is spatial translation operator of the light mode analogous to the transformation generated by the system-detector Hamiltonian $H_{SD}$ of Eq. (14.6).

The protocol to extract the work distribution consists in $i.$ shining the laser at an angle $\phi = \pi + \alpha(0)$; $ii.$ while the light beam is stored in a quantum memory, performing the rotation of the magnetic field from an angle $\alpha(0)$ to an angle $\alpha(T)$; $iii.$ finally, letting the light beam to pass again through the atomic sample at an angle $\phi = \alpha(T)$. At the end of the process, the light beam is analysed through standard homodyne detection to reconstruct its polarisation distribution. The scheme of the protocol is sketched in Fig. 14.5. In this case, the light acts as the ancillary system $(D)$ which initially is a squeezed state with variance $\sigma^2$.

The resulting light mode distribution faithfully reproduces the work probability distribution provided that the ratio $\sigma/\kappa$ is sufficiently smaller than the energy differences. Finding the first moments of this distribution we obtain:

$$\langle X \rangle = \kappa \langle W \rangle$$

(14.26)

$$\langle X^2 \rangle = \sigma^2 + \kappa^2 \langle W^2 \rangle$$

(14.27)

which clearly shows how to obtain the first moment of the work by analysing the fluctuations of the light mode quadrature. However it is clear from the expression of the second moment, that the initial zero-point fluctuations of the light mode will contribute with additional noise and may render difficult the estimate of $\langle W^2 \rangle$ if the condition $\sigma/\kappa \ll 1$ is not satisfied. The situation is dramatically worse if one wants to reconstruct the Jarzynski equality since the noise originating from the light mode will contribute to all orders and exponentially increasing. Indeed:

$$\langle e^{-\beta X/\kappa} \rangle = \langle e^{-\beta W} \rangle \exp\left(\frac{\beta^2 \sigma^2}{2\kappa^2}\right)$$

(14.28)
Fig. 14.5 Top: Setup to measure the probability distribution of the work done on an atomic ensemble. A polarised beam is sent along the $z$ ($\phi = 0$) direction to interact with the atomic ensemble. The beam is then stored in a quantum memory (QM) while the magnetic field applied to the atoms is rotated from $z$ to $y$. Finally the beam is redirected to the atoms at an angle $\phi = -\pi/2$ and eventually measured. Figure reproduced with permission from Ref. [23]. Bottom: for an instantaneous rotation of the magnetic field, comparison of the work probability distribution (blue) with the rescaled light polarisation distributions for $N = 20$ atoms, $\sigma^2 = 1/2$, $\kappa = 2$ (red) and $\kappa = 1$ (green).

showing that the Jarzynski equality is affected by an exponential correction that diverges with $\sigma/\kappa$ and in the limit of small temperatures [23, 32, 38].

14.4.3 Experimental Realization of a Quantum Work Meter with Cold Atoms

The POVM proposed in Ref. [15] was recently realised experimentally with cold atoms in Ref. [24]. In this experimental setup, a Bose-Einstein condensate (BEC) of $^{87}\text{Rb}$ atoms with two internal Zeeman sublevels $|1\rangle \equiv |F = 2, m_F = 1\rangle$ and $|2\rangle \equiv |F = 2, m_F = 2\rangle$ is trapped by an atom chip. The BEC is then released from the trap and, during the free fall, a spatially inhomogeneous magnetic field created by the atom chip is capable of realising a Stern–Gerlach type of interaction [54]. Such a process entangles the spin degree of freedom (the system of which the work injected
will be measured) with the motional degree of freedom of the atoms. This is exactly
the type of interaction of Eq. (14.6) that was proposed in Ref. [15, 23].

Thus, the key element of the experiment is the atom chip, which efficiently entangles
the internal and motional degrees of freedom of an atom through Stern–Gerlach
type magnetic gradient pulses. These pulses are generated using a 3-current-carrying-
wire setup on the chip surface. A gradient pulse along the vertical direction $z$
direction with amplitude $B'$ and duration $\tau$, induces a momentum kick $m_F \delta p$ on an atom in
the $m_F$ state ($\delta p \sim \mu_B g_F B' \tau$, where $\mu_B$ and $g_F$ are, respectively, the Bohr magneton
and the Landé factor [54]). The evolution of the state of the atom induced by such a
pulse is described by the unitary operator

$$U_p = e^{i \delta p z_D \sigma_S}, \quad (14.29)$$

where the operator $z_D$ is the generator of translations in the momentum degree of
freedom, and $\sigma_S = |1\rangle \langle 1| + 2 |2\rangle \langle 2|$. If the Hamiltonian of the atom is proportional
to the operator $\sigma_S$ this operation effectively implements the evolution of Eq. (14.6).
In this case the motional degree of freedom of the atoms is the ancillary system or
detector. The momentum kicks induced by both pulses are controlled in the experi-
ment, and it is also possible to apply an RF field before the entangling operation.
Thus, with these tools it is possible to simulate an arbitrary system with initial and
final Hamiltonians $H_S(0)$ and $H_S(T)$ [15]. Finally, let us note that the first pulse $B'$
and the second pulse $\tilde{B}'$ are applied with opposite signs to ensure that the sequence
creates a coherent record of the value of work.

The initial state of the spins is a pure superposition of states $|1\rangle$ and $|2\rangle$ in such
a way that the populations correspond to a thermal state with temperature $T$. Since
in the experiment, one is interested in the realisation of the TMP by a single POVM,
one can adjust the value of $\delta p$ such that coherences do not affect the experiment (see
Ref. [24] and its Supplementary Material). The experiment proceeds as described
before: (i) the atoms are released from the atom chip and while falling, (ii) internal
and motional degrees of freedom are entangled with a magnetic gradient pulse, (iii)
a unitary driving $U_S(T)$ of the spin state is applies through a RF field, (iv) Another
magnetic gradient field couples internal and motional degrees of freedom, (v) after
a free fall evolution an image of the atoms is taken.

The above sequence and an example of the atomic image are shown in Fig. 14.6.
The 4 peaks correspond to the 4 processes corresponding to all the transitions from
the initial to the final states (similar to the Ramsey experiment in NMR). The position
of the peak can be connected to the value of the work while the corresponding
population is proportional to the probability for that value. It is interesting to notice
that in a single run of the experiment the full probability distribution is obtained.
The authors of Ref. [24] were also able to verify the Jarzynski equality for different
initial temperatures of the sample and different processes $U_S(T)$. 
**Fig. 14.6** (a) Physical operations that allow to measure work on the spin state of a BEC under RF driving (see text). The ancillary system consists of the motional degrees of freedom of the atoms. (b) Probability distribution of work. The image shows the BEC split in 4 clouds at the end of a single run of the experiment. The $z$ axis measures the position of the cloud and can be put in correspondence with the work done on the spins. The vertical bars correspond to the number of atoms in each of the 4 clouds and represent the probability for the corresponding work values. Figure reproduced from Ref. [24] under the CC BY licence.

### 14.5 Conclusions

In summary, we have considered protocols that allow the reconstruction of the probability distribution of work done on a quantum system using an auxiliary quantum detector. We described two paradigmatic schemes giving directly access to the characteristic function and the distribution of work, and their recent physical implementations using different setups. The necessary ingredient for these schemes is a system-detector interaction that couples the system energy operator with an observable of the detector. Then, we described a framework that provides a unified view of these ideas. In this framework fall most of the proposals and experimental measurements of heat and work that appeared in the literature in recent years. The resulting work statistics and the degree of perturbation induced in the system dynamics depend on the system-detector coupling and on the measurement done on the detector. Therefore, the protocol used to measure the work statistics must be chosen keeping in mind which quantum features we want to preserve in the dynamics.

We believe that there are many unanswered questions on the role of quantum energy coherences in thermodynamic processes. The schemes described in this chapter are important tools for such future investigations.
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Chapter 15
Work, Heat and Entropy Production Among Quantum Trajectories

Cyril Elouard and M. Hamed Mohammady

15.1 Introduction

The concept of quantum trajectories was first introduced as a numerical tool to simulate non-unitary quantum evolution [1]. The underlying idea was to replace the deterministic evolution of a density matrix in a space of dimension $d^S$ with a stochastic dynamics for a wave function of dimension $d^S$, leading to a potentially huge memory gain when simulating large quantum systems. Later on, it was understood that such trajectories actually correspond to the sequences of pure states followed by an open quantum system when its environment is continuously monitored [2, 3] (see Fig. 15.1) and the measurement record is accessible. Since then, such a situation has been implemented experimentally in various setups of quantum optics [4–7] or superconducting circuits [8–10].

Besides, it has long been noticed that an open quantum system (Fig. 15.1a) can be interpreted as the usual thermodynamic situation: a working substance (the system $S$) on the one hand driven by an external agent who varies a parameter $\lambda$ in its Hamiltonian (this induces work exchanges), and on the other hand coupled to a heat bath (this causes heat dissipation) [11]. This canonical situation was extensively studied in the classical case, first restricting the working substance to near-equilibrium states and more recently, owing to the statistical thermodynamics paradigm [12, 13], for any transformation potentially bringing the system $S$ far from equilibrium.

In the formalism of classical stochastic thermodynamics, the classical system follows a stochastic trajectory in its phase space at each single realization of the studied thermodynamic transformation. The randomness in this picture originates from the
nature of the actions of the environment on the system $S$ that appear in practice to be uncontrollable and unpredictable. Thermodynamic quantities like work, dissipated heat, and entropy production become random variables defined for a single trajectory. These quantities satisfy fluctuation theorems [14–16] which constrain their out-of-equilibrium fluctuations beyond the second law of thermodynamics.

When the environment is monitored, the quantum trajectories can be seen as quantum analogues of the stochastic trajectories in phase space, enabling us to build a quantum version of the stochastic thermodynamics formalism [17–21]. However, these quantum trajectories feature two crucial differences with respect to the trajectories of classical stochastic thermodynamics: First, they correspond to sequences of states on the system’s Hilbert’s space $\mathcal{H}_S$ instead of in phase space. They therefore allow us to study the thermodynamic consequences of quantum specificities such as coherences and entanglement. Second, the stochasticity of the system’s dynamics is a direct consequence of the randomness of quantum measurements, and is not predicated on the observer’s ignorance as to the thermal environment’s precise evolution. As a consequence, the framework for quantum stochastic thermodynamics presented here can also describe situations where there is no thermal reservoir, but the system is coupled to a measuring apparatus which introduces randomness and, therefore, irreversibility in the system’s dynamics [20, 22, 23]. Such formalism therefore opens an avenue to describe the thermodynamics of quantum measurements.

In this chapter, we review the formalism of quantum stochastic thermodynamics and highlight some of the genuinely quantum features it opens to study owing to fundamental examples. The chapter is divided as follows: in Sect. 15.2, we introduce the concept of quantum trajectories and unraveling, first for any quantum channel, and then in the special case of a quantum open system obeying a Lindblad equation. In Sect. 15.3, we define the entropy production at the level of a quantum trajectory and show that it obeys an Integral fluctuation theorem as in the classical case. In Sect. 15.4, we analyze the energetics along a single trajectory and stress the contribution of coherence erasure induced by the quantum measurements. In Sects. 15.5–15.7 we analyze three fundamental examples: the thermalization of a quantum system, the photo-counting of a qubit’s fluorescence and the continuous measurement of a qubit’s observable.

15.2 Quantum Trajectories

15.2.1 Two-Point Quantum Trajectories of Open Systems

Consider a quantum system $S$, with a Hilbert space $\mathcal{H}_S \simeq \mathbb{C}^{d_S}$, that is initially prepared in the state $\rho_S = \sum_{l=1}^{d_S} p_l \Pi_S[\psi_l]$. Here $\Pi_S[\psi] \equiv |\psi\rangle\langle \psi|$ is a projection on the vector $|\psi\rangle \in \mathcal{H}_S$ and $\{|\psi_l\rangle\}_l$ is an orthonormal basis that spans $\mathcal{H}_S$. If the system is closed, its time evolution will be described by the unitary quantum channel $\mathcal{V}(\rho_S) := V \rho_S V^\dagger = \sum_{m=1}^{d_S} p_m \Pi_S[\xi_m]$, with $\{|\xi_m\rangle\}_m$ another orthonormal basis...
that spans \( \mathcal{H}_S \). Now consider we projectively measure the system with respect to the observables \( \{\Pi_S[\psi_l]\}_{l=1}^{d_S} \) and \( \{\Pi_S[\xi_m]\}_{m=1}^{d_S} \) prior and posterior to the time evolution, respectively. The evolution of the average (unconditioned) state will still be given by \( \rho_S \mapsto V\rho_S V^\dagger \); this is because the observables commute with these states. Consequently, we can decompose the total evolution of the system into a collection of measurement sequences, or “two-point pure-state trajectories”, \( \Gamma := (l, m) \equiv |\psi_l\rangle \mapsto |\xi_m\rangle \). Each trajectory \( \Gamma \) corresponds to a possible evolution of the system during a single realization of the process consisting of the first measurement, the evolution and the second measurement, the one characterized by the sequence of measurement outcomes \( (l, m) \). The probability of the trajectory \( \Gamma \) will be given by the Born rule as

\[
P(\Gamma) = \text{tr}[\Pi_S[\xi_m]|\mathcal{V}(\Pi_S[\psi_l]\rho_S\Pi_S[\psi_l])|\mathcal{V}(\Pi_S[\psi_l]\rho_S)],
\]

\[
= \text{tr}[\Pi_S[\xi_m]|\mathcal{V}(\Pi_S[\psi_l])|\text{tr}[\Pi_S[\psi_l]\rho_S]]
\]

\[
= \text{tr}[\Pi_S[\xi_m]|\mathcal{V}(\Pi_S[\psi_l])]|\psi_l\rangle
\]

(15.1)

Now consider the case where \( S \) is an open system [24], such that it interacts with an environment \( E \) with Hilbert space \( \mathcal{H}_E \). If the compound system \( S + E \) is initially prepared in the product state \( \rho_S \otimes \rho_E \), and then evolves by a joint unitary channel \( \mathcal{V} : \rho_S \otimes \rho_E \mapsto V(\rho_S \otimes \rho_E)V^\dagger \), the evolution of \( S \) alone will be described by the quantum channel \( \Phi [25] \), defined as

\[
\Phi(\rho_S) := \text{tr}_E[V(\rho_S \otimes \rho_E)V^\dagger].
\]

(15.2)

Here \( \text{tr}_E \) is the partial trace over \( \mathcal{H}_E \). The triple \( (\mathcal{H}_E, \rho_E, V) \) is referred to as the Stinespring dilation of \( \Phi [26] \). Whilst a quantum channel can arise from infinitely many such dilations, a given choice of environment and joint evolution describes a unique channel.

We now wish to determine the two-point measurement scheme that is compatible with the reduced dynamics of \( S \) as defined by the quantum channel \( \Phi \). To this end, we must projectively measure \( S \), at the start and end of its evolution, with observables that do not disturb its average state. The initial observable is, as before, \( \{\Pi_S[\psi_l]\}_{l=1}^{d_S} \), and given that the final state of \( S \) is written as \( \Phi(\rho_S) = \sum_m p'_m \Pi_S[\xi_m] \), the final observable is \( \{\Pi_S[\xi_m]\}_{m=1}^{d_S} \). The resulting sequence of measurement outcomes will therefore define a trajectory of \( S \), denoted \( \Gamma_S := (l, m) \equiv |\psi_l\rangle \mapsto |\xi_m\rangle \), which will occur with the probability

\[
P(\Gamma_S) = \text{tr}[\Pi_S[\xi_m]|\Phi(\Pi_S[\psi_l])]|\psi_l\rangle.
\]

(15.3)

Let us assume that we are also capable of independently measuring the environment. Given that the initial and final state of the environment is \( \rho_E = \sum_\mu q_\mu \Pi_E[\phi_\mu] \) and \( \rho'_E = \sum_\nu q'_\nu \Pi_E[\varphi_\nu] \), respectively, by measuring \( E \) with the observable \( \{\Pi_E[\phi_\mu]\}_{\mu=1}^{d_E} \), respectively \( \{\Pi_E[\varphi_\nu]\}_{\nu=1}^{d_E} \), at the start and end of the evolution, we may construct the trajectories \( \Gamma_E := (\mu, \nu) \equiv |\phi_\mu\rangle \mapsto |\varphi_\nu\rangle \). The joint trajectory for both system and
Fig. 15.1  a Typical scenario of quantum open systems formalism: a system $S$ is coupled to an environment $E$ and potentially driven by an external agent $D$. In the quantum trajectory paradigm, $E$ is monitored by a measuring apparatus $M_E$. b The joint quantum trajectory $\Gamma := ((l, m), (\mu, \nu))$ observed when the system $S$ and environment $E$ are first measured by the detectors $M_{1S}$ and $M_{1E}$, respectively, after which they evolve by the unitary channel $V$. Finally, they are measured by the detectors $M_{2S}$ and $M_{2E}$ (this time measuring a different observable).

environment, therefore, is $\Gamma := (\Gamma_S, \Gamma_E) = ((l, m), (\mu, \nu))$, which occurs with the probability

$$P(\Gamma) = \text{tr}[(\Pi_S[\xi_m] \otimes \Pi_E[\varphi_{\nu}])V(\Pi_S[\psi_l] \otimes \Pi_E[\phi_{\mu}])V^\dagger \text{tr}[\Pi_S[\psi_l]\rho_S]\text{tr}[\Pi_E[\phi_{\mu}]\rho_E]].$$

This scheme is illustrated in Fig. 15.1. Note that while the evolution of $S$, respectively $E$, can be seen as a stochastic sampling from the trajectories $\Gamma_S$ and $\Gamma_E$, the evolution of the compound system $S + E$ is not given by a stochastic sampling from the joint trajectories $\Gamma$. This is because, generally, the compound system will be correlated at the end of the evolution, and the measurements will disturb the state.

In order to express Eq. (15.4) analogously to Eq. (15.3), i.e., in terms of dynamical processes on the system alone, we must first obtain the “Kraus” decomposition of the channel $\Phi_S$ as $\Phi_S(\rho_S) = \sum_{\mu, \nu} \Phi_{\mu, \nu}(\rho_S)$, where

$$\Phi_{\mu, \nu}(\rho_S) = M_{\mu, \nu}\rho_SM_{\mu, \nu}^\dagger,$$

such that

$$M_{\mu, \nu} := \sqrt{q_{\mu}\langle \varphi_{\nu}|V|\phi_{\mu}\rangle}$$

are the Kraus operators [27] determined by the environment trajectory $\Gamma_E$. Consequently, Eq. (15.4) can be expressed as

$$P(\Gamma) = \text{tr}[\Pi_S[\xi_m]\Phi_{\mu, \nu}(\Pi_S[\psi_l])] p_l.$$ 

(15.5)
We note that \( \{ E(\nu) := \sum_\mu M^{\dagger}_{\mu,\nu} M_{\mu,\nu} \} \) constitutes a generalized positive operator valued measure (POVM) on the system, with \( \nu \) denoting the measurement outcomes [28–30]. The effect operators \( E(\nu) \) will in general not be projection operators.

### 15.2.2 Quantum Trajectories and Continuous Measurement

In this section we generalize the preceding considerations to the case where the environment is subject to an arbitrarily long sequence of measurements, rather than just at the beginning and end of the transformation under study. To be sure, measuring the environment at the middle of the joint evolution will in general destroy the quantum correlations between the system and the environment built by the unitary evolution. Consequently, unlike the two-point measurement scheme discussed above, we will not be able to claim that our measurements merely track the evolution of the subsystems in general. However, if the correlations between the environment and system vanish on a time-scale much shorter than the time between two measurements on the environment, as it is the case for a Markovian environment, the repeated measurements will as before preserve the average evolution of the system.

To model this situation, we discretize the evolution time, introducing the times \( t_k = t_i + k \Delta t \) \((t_i \equiv t_0, t_f \equiv t_K)\) at which the measurements are performed on the environment. More precisely, we assume that at the start \( t_{k-1} \) of each time interval \([t_{k-1}, t_k]\), the system and environment are in a product state \( \rho_S(t) \otimes \rho_E \). A first measurement is performed on the environment at time \( t^E_{k-1} \), yielding outcome \( \mu_k \). Then the system and environment evolve unitarily during \( \Delta t \) until time \( t^E_k \), where a second measurement is performed, yielding outcome \( \mu_k \). This in turn induces the quantum channel \( \Phi(t_{k-1}, t_k) \) on the system. Consistently with the Markovian assumption, the system and environment are assumed to be in a product state \( \rho_S(t_k) \otimes \rho_E \) at the beginning of the next evolution interval, i.e. time \( t_k \). One often models such processes by allowing the system to interact with a new copy of the environment every \( \Delta t \), enforcing the Markovian character of the evolution.

The full evolution between \( t_i \) and \( t_f \) is given by the composition of these channels, i.e., \( \Phi(t_i, t_f) = \Phi(t_{K-1}, t_K) \circ \cdots \circ \Phi(t_1, t_2) \circ \Phi(t_0, t_1) \). A single realization of the process is now determined by a measurement record \( \{ \alpha_k \}_{k=1}^K \), where for each \( k \), \( \alpha_k = (\mu_k, \nu_k) \) compiles the outcomes obtained at the beginning and at the end of the interval \((t_{k-1}, t_k]\). The Kraus decomposition of each map \( \Phi(t_{k-1}, t_k) \) associated with the measurement outcomes \( \alpha_k \) obtained between \( t_{k-1} \) and \( t_k \) can be introduced similarly as in Eq. (15.5): \( \Phi(t_{k-1}, t_k) = \sum_\alpha \Phi_\alpha(t_{k-1}, t_k) \). Let the average state of the system at time \( t_0 \) and \( t_K \) be \( \rho_S(t_0) = \sum_\{l\} p_l \Pi_S[\psi_l] \) and \( \rho_S(t_K) = \sum_\{m\} p'_m \Pi_S[\xi_m] \), respectively. As such, we obtain the trajectories \( \Gamma := ((l, m), \{ \alpha_k \}_{k=1}^K) \), with probabilities

\[
P(\Gamma) = \text{tr}[\Pi_S[\xi_m](\Phi_{\alpha_k}(t_{K-1}, t_K) \circ \cdots \circ \Phi_{\alpha_1}(t_0, t_1))(\Pi_S[\psi_l])] p_l.
\] (15.8)
Since each $\Phi_{\alpha_k}(t_{k-1}, t_k)$ is described by a single Kraus operator $M_{\alpha_k}$, we may view the evolution of the system along the time sequence $\{t_k\}_{k=0}^K$ as a trajectory of pure states

$$|\Psi_\Gamma(t_0)\rangle \mapsto |\Psi_\Gamma(t_1)\rangle \mapsto \cdots \mapsto |\Psi_\Gamma(t_K)\rangle,$$

such that

$$|\Psi_\Gamma(t_k)\rangle = \frac{M_{\alpha_k} |\Psi_\Gamma(t_{k-1})\rangle}{\|M_{\alpha_k} |\Psi_\Gamma(t_{k-1})\rangle\|^2},$$

(15.10)

where $|\Psi_\Gamma(t_0)\rangle = |\psi_l\rangle$ and $|\Psi_\Gamma(t_K)\rangle = |\zeta_m\rangle$. Generally, the time $\Delta t$ is chosen to be much shorter than the characteristic evolution time of the system, meaning that each $M_{\alpha_k}$ is very close to the identity operator. As such, the states $|\Psi_\Gamma(t_k)\rangle$ along this trajectory vary slowly, and can be in a superposition of states from the basis in which the environment induces decoherence.

A great interest of such a time-resolved measurement scheme is that it generally involves the monitoring of the environment subspace interacting with the system during the interval $\Delta t$, rather than the complete environment, which is amenable to experimental implementation. Conversely, performing projective measurements on the total Hilbert space of the environment – which is generally large – is usually impractical. Examples of such continuous measurement schemes include monitoring of the fluorescence emitted by a superconducting qubit in a transmission line [8], and the readout of Rydberg atoms after they interact sequentially with a cavity field [7]. In these setups, it is only required that we measure the field in the transmission line and a single atom every $\Delta t$, respectively, to have enough information to reconstruct the system’s trajectory.

We finally note that we have considered rather ideal measurements. The present formalism can be extended to account for various practical limitations. An extension to measurements associated with non rank-1 projectors on $\mathcal{H}_S$ is presented in Appendix A to this chapter. Other common limitations includes imperfect detection, which can be modeled by an average over a subset of the measurement record (see e.g. [30], section 4.8 and [31], section VII).

### 15.2.3 Quantum Trajectories from a Lindblad Equation

#### 15.2.3.1 Kraus Decomposition of the Lindblad Equation

For a quantum system in contact with a Markovian environment at equilibrium, the dynamics may often be described by a Lindblad equation [24] $\partial_t \rho_S = \mathcal{L}_\lambda(\rho_S(t))$ where the Liouvillian $\mathcal{L}_\lambda$ fulfills:
\[ \mathcal{L}_\lambda (\rho_S) = i[\rho_S, H_S(\lambda)] + \sum_{j=1}^{J} D_j^\lambda (\rho_S). \] (15.11)

Here \( H_S(\lambda) \) is the system’s Hamiltonian which depends on a parameter \( \lambda \) controlled by an external agent. This parameter is in general varied during a thermodynamical transformation, and takes the values \( \{\lambda_t\}_{t_i \leq t \leq t_f} \). \( D_j^\lambda \) is a superoperator satisfying:

\[ D_j^\lambda (\rho_S) := L_j(\lambda)\rho_S L_j(\lambda) - \frac{1}{2}[\rho_S, L_j(\lambda)L_j(\lambda)]. \] (15.12)

Here \([\cdot, \cdot]\) and \([\cdot, \cdot]_+\) are respectively the commutator and anti-commutator and \( L_j(\lambda) \) are the so-called Lindblad (or jump) operators. The Liouville super-operator given in Eq. (15.11) generates the quantum channel \( \Phi_1(t_i, t_f) : \rho_S \mapsto \mathbb{T}\int_{t_i}^{t_f} dt \mathcal{L}_\lambda (\rho_S) \), with \( \mathbb{T} \) the time-ordering operator. \( \Phi(t_i, t_f) \) is a composition of infinitesimal quantum channels \( \Phi^\lambda_k(t_{k-1}, t_k) = \mathbb{I}_S + \sum_{\lambda_k} dt \mathcal{L}_\lambda \), with \( \lambda_k \equiv \lambda_{t_k} \).

The exact form of the Liouvillian in Eq. (15.11) can be derived from a given microscopic model of the system and the environment by averaging the exact unitary dynamics of the joint system over a time that is large with respect to the correlation time of the environment, but short with respect to the relaxation time of the system, and tracing over the environment [24, 32]. Alternatively, when the microscopic description of the environment is unknown, the Lindblad equation associated with a set of \( A = d_S^2 - 1 \) Lindblad operators, \( d_S \) being the dimension of \( \mathcal{H}_S \), can be used phenomenologically as the most general infinitesimal quantum channel capturing the dynamics of a system in contact with a Markovian environment [33].

The quantum trajectories are obtained from a Kraus decomposition of \( \sum_{\alpha_k} \Phi^\lambda_k(t_{k-1}, t_k) \) associated with measurement outcomes \( \{\alpha_k\} \). The environment, if Markovian, is assumed to be respectively in the states \( \rho_\varepsilon = \sum_\mu q_\mu \Pi_\varepsilon[\phi_\mu] \) and \( \rho'_\varepsilon = \sum_\mu q'_\mu \Pi_\varepsilon[\phi_\mu] \) at the infinitesimal time-steps \( t_{k-1} \) and \( t_k \). The Markovian environment is affected very slightly by its interaction with the system, quantified by the fact that the relative entropy \( D[\rho'_\varepsilon \parallel \rho_\varepsilon] := \text{tr}[\rho'_\varepsilon (\ln(\rho'_\varepsilon) - \ln(\rho_\varepsilon))] \) is vanishingly small. As such, if the environment were projectively measured with respect to the same observable \( \{\Pi_\varepsilon[\phi_\mu]\}_\mu \) before and after the infinitesimal interaction time, we would have \( \alpha_k = (\mu_k, \nu_k) \), analogously to our earlier discussion in Sect. 15.2.1.

However, owing to the Markovian character of the environment, one can measure the environment in many different ways without affecting the system’s master equation. The choice of a particular measurement scheme on the environment determines the so-called “unravelling” of the Lindblad master equation. As there are infinitely many ways of measuring the environment, there are infinitely many such unravelings. In the following sections, we will focus on two measurement schemes that are particularly relevant for situations of interest in thermodynamics, and have been implemented experimentally: (i) the Quantum Jump (QJ) and (ii) the Quantum State Diffusion (QSD) unravelings.
15.2.3.2 Quantum Jumps Unraveling

The QJ unraveling corresponds to measurement of the environment with \( J + 1 \) possible outcomes. The first \( J \) outcomes \( \{\alpha_j\}_{j=1}^J \) have an infinitesimal probability of occurrence, of order \( dt \), and are associated with a strong effect on the system called a “quantum jump” [1, 30, 34–36]. Such quantum jumps are captured by the Kraus operators:

\[
M_{\alpha_j}(\lambda) = \sqrt{dt} L_j(\lambda). \tag{15.13}
\]

The last outcome \( \alpha_0 \), called the “no-jump” outcome, has a probability of order 1 and is associated with an infinitesimal evolution characterized by the Kraus operator:

\[
M_{\alpha_0}(\lambda) = 1_S - dt \left(i H_S(\lambda) + \frac{1}{2} \sum_{j=1}^J L_j^\dagger(\lambda) L_j(\lambda)\right). \tag{15.14}
\]

The “no-jump” evolution can also be seen as induced by the non-Hermitian effective Hamiltonian:

\[
H_{eff}(\lambda_t) := H_S(\lambda_t) - \frac{i}{2} \sum_{j=1}^J L_j^\dagger(\lambda_t) L_j(\lambda_t). \tag{15.15}
\]

Such an unraveling typically arises when the measurement on the environment corresponds to counting of the excitations exchanged between the environment and the system, e.g. photon-counting. The \( L_j \) operators are then annihilation and creation operators for these excitations. Note that in most cases, only the variation of the environment’s excitation number can be accessed (rather than the absolute initial and final number of excitations in the environment), so that a proper derivation of the Kraus operators of the QJ unraveling requires us to slightly extend the paradigm introduced in Sect. 15.2.1 (see Appendix A).

15.2.3.3 Quantum State Diffusion Unraveling

A QSD unraveling is obtained when there is a continuous set of possible outcomes \( \alpha_k \) for the measurement performed on the environment, at time \( t_k \) [2, 30, 31, 37]. As a result the system’s evolution is determined by an infinite number of Kraus operators. The evolution of the system takes the form of a stochastic differential equation in terms of the record \( \alpha_k \). When using Ito’s convention for stochastic calculus, one can in general cast the Kraus operators under the form:
\[
M_{\alpha_k}(\lambda_k) = \left( \prod_{j=1}^{J} p_0(\alpha_j) \right)^{1/2} \left( 1_s - dt \left( i H_s(\lambda_k) + \frac{1}{2} \sum_{j=1}^{J} L_j^+(\lambda_k)L_j(\lambda_k) \right) \right) + \sum_{j=1}^{J} d w_j(\alpha_k) L_j(\lambda_k), \tag{15.16}
\]

where the \(d w_j(\alpha_k), j \in [1, J]\) are Wiener increments, i.e. potentially complex Gaussian stochastic variables of zero expectation value and fulfilling Itô’s rule

\[|d w_j(\alpha_k)|^2 = dt.\]

We denote

\[p_0(u) = \exp(-|u|^2/2 dt)/N_0\]

the probability density fulfilled by the Wiener increments, where \(N_0 = 2\pi dt\) in the complex case and \(N_0 = \sqrt{2\pi dt}\) in the real case.

A typical situation leading to a QSD unraveling is when the environment of the system is actually a meter such that the measurement outcome at time \(t_k\) corresponds to a weak measurement of an observable \(X\) on the system. In such situations, there is only one Lindblad operator \(\sqrt{\gamma}_{\text{mes}}X\) associated with the Wiener increment \(d w(\alpha_k) = 2\sqrt{\gamma}_{\text{mes}}dt(\alpha_k - \langle X \rangle)\) [31]. Other common situations leading to QSD unraveling are the homodyning and heterodyning measurements of the fluorescence of an atom [2].

### 15.3 Entropy Production and Integral Fluctuation Theorem

#### 15.3.1 Time-Reversed Trajectories, Stochastic Entropy Production, and the Second Law

Each trajectory \(\Gamma\) has associated with it a stochastic entropy production \(\Delta_{s}[\Gamma]\), which quantifies the degree of irreversibility in the transformation. In concordance with the formalism of classical stochastic thermodynamics [13, 16], this quantity is obtained by comparing the probability of a trajectory \(\Gamma\) to that of its time-reversed counterpart \(\tilde{\Gamma}\), seen as a trajectory generated by the time-reversed thermodynamic transformation. Namely, we define:

\[\Delta_{s}[\Gamma] := \ln \left( \frac{P(\Gamma)}{P(\tilde{\Gamma})} \right). \tag{15.17}\]

Consequently, the more probable the forward trajectory occurs, in comparison with the time-reversed trajectory, the more entropy is produced. We show below that this definition is consistent with the definition of average entropy production as the total increase in the von Neumann entropy of system and environment, evaluated with respect to their reduced states. For further justification of using Eq. (15.17) as the definition of stochastic entropy production, we refer to Chap. 16.

Several approaches have been explored to define the time-reversed trajectories and their probabilities. The approach introduced in [38] and used in [20, 21, 39] exploits a fixed point of the quantum map to define the reversed Kraus operators,
ensuring that no entropy is produced on average when the system is in the fixed point. This approach has lead to pioneering analyses of the entropy production at the level of single quantum trajectories. However, this approach may break down when the system is driven, in particular for quantum processes that do not have a fixed point [40]. The approach introduced in [22, 23] exploits the inverse of the Kraus operator, and is therefore well suited for weak measurements, while it cannot handle Kraus operators obtained by performing rank-1 projective measurements, such as those involved in the QJ unraveling. Here, in line with [40–42], we exploit the fact that when both the system and environment are measured with rank-1 projective measurements, the Kraus operator generating the time-reversed sequence of states for the system is uniquely defined. This allows us to evaluate the entropy production associated to a large variety of quantum processes as shown by the examples considered in this chapter.

Recall that a general trajectory $\Gamma = ((l, m), \alpha)$, where $\alpha := (\alpha_1, \ldots, \alpha_K)$, is defined by two measurements at the start and end of the process on the system, and a sequence of quantum maps $\{\Phi_{\alpha_k}(t_{k-1}, t_k)\}_{k=1}^K$ that describe the stochastic transformation of the system as time moves forward from $t_{k-1}$ to $t_k$. The time-reversed trajectory $\tilde{\Gamma} = ((m, l), \tilde{\alpha})$, where $\tilde{\alpha} := (\alpha_K, \ldots, \alpha_1)$, is similarly defined with respect to a sequence of time-reversed quantum maps $\{\Phi_{\alpha_k}(t_k, t_{k-1})\}_{k=K}^1$ that describe the stochastic transformation of the system as time moves backwards from $t_k$ to $t_{k-1}$. Given that the initial state of the system during the time-reversed process is the average state it occupies at the end of the forward process, namely $\rho_S(t_K) := \Phi(\rho_S) = \sum_m p'_m \Pi_S[\xi_m]$, the probability for the time-reversed trajectory is obtained analogously to Eq. (15.8) as

$$\tilde{P}(\tilde{\Gamma}) = \text{tr}[\Pi_S[\psi_l](\Phi_{\alpha_1}(t_1, t_0) \circ \cdots \circ \tilde{\Phi}_{\alpha_K}(t_K, t_{K-1}))(\Pi_S[\xi_m])] p'_m. \tag{15.18}$$

Let us assume for simplicity that each quantum channel $\Phi(t_{k-1}, t_k)$ is described by the same unitary $V$, and initial environment state $\rho_E = \sum_{\mu} q_{\mu} \Pi_E[\phi_{\mu}]$. This would describe the case where the environment is Markovian. As such, Eq. (15.8) can be written as

$$P(\Gamma) = \text{tr}[\Pi_S[\xi_m] M_{\alpha_K} \cdots M_{\alpha_1} \Pi_S[\psi_l] M_{\alpha_1}^\dagger \cdots M_{\alpha_K}^\dagger] p_l, \tag{15.19}$$

where $M_{\alpha_k} = \sqrt{q_{\mu_k}} \langle \varphi_{\nu_k} | V | \phi_{\mu_k} \rangle$. Here we recall that $q_{\mu_k}$ is the probability that the environment at time $t_{k-1}$ occupies the state $| \phi_{\mu_k} \rangle$.

We now introduce the time-reversal paradigm applied in this chapter. To construct the infinitesimal maps generating the time-reversed trajectory, we assume that the initial state of the environment, at time $t_k$, is the average state it occupies, during the forward process at the end of interval $(t_{k-1}, t_k)$, i.e., $\rho_E(t_k) = \text{tr}_S[V(\rho_S(t_{k-1}) \otimes \rho_E)V^\dagger] = \sum_{\nu_k} q'_{\nu_k} \Pi_E[\varphi_{\nu_k}]$. Consequently, we may define the $k$th time reversed quantum channel as
\( \tilde{\Phi}(t_k, t_{k-1})(\sigma_S) := \text{tr}_\varepsilon [V^\dagger (\sigma_S \otimes \rho_\varepsilon (t_k)) V], \)
\[= \sum_{\alpha_k} \tilde{\Phi}_{\alpha_k}(t_k, t_{k-1})(\sigma_S), \quad (15.20) \]

where we note that the unitary interaction \( V \) has been subjected to the time-reversal operation, thus transforming it to \( V^\dagger \) [42]. Each \( \tilde{\Phi}_{\alpha_k}(t_k, t_{k-1}) \) is described by the Kraus operator
\[\tilde{M}_{\alpha_k} := \sqrt{q_{\mu_k} \nu_k} \langle \phi_{\mu_k} | \psi_{\nu_k} \rangle \equiv \sqrt{q_{\mu_k} \nu_k} M_{\alpha_k}^\dagger. \quad (15.21)\]

Therefore, we may write Eq. (15.18) as
\[\tilde{P}(\Gamma) = \text{tr}[\Pi_S[\psi_l] \tilde{M}_{\alpha_1} \ldots \tilde{M}_{\alpha_K} \Pi_S[\xi_m] \tilde{M}_{\alpha_K}^\dagger \ldots \tilde{M}_{\alpha_1}^\dagger] p_m^\prime, \]
\[= \frac{q_{\mu_1} \ldots q_{\mu_K}^\prime}{q_{\mu_1} \ldots q_{\mu_K}} \text{tr}[\Pi_S[\xi_m] \tilde{M}_{\alpha_K} \ldots \tilde{M}_{\alpha_1} \Pi_S[\psi_l] \tilde{M}_{\alpha_1}^\dagger \ldots \tilde{M}_{\alpha_K}^\dagger] p_m^\prime, \quad (15.22)\]

Consequently, by combining Eqs. (15.17), (15.19), and (15.22), we obtain the following expression for the stochastic entropy production along each trajectory:
\[\Delta_i s[\Gamma] = \ln \left( \frac{P(\Gamma)}{\tilde{P}(\Gamma)} \right), \]
\[= \ln \left( \frac{p_l}{p_m^\prime} \right) + \sum_{k=1}^{K} \ln \left( \frac{q_{\mu_k}}{q_{\mu_k}^\prime} \right). \quad (15.23)\]

In other words, the stochastic entropy production is purely a function of the probability distributions for the system and bath, at the beginning and end of the joint dynamics during the time intervals \((t_{k-1}, t_k)\).

Finally, we note that the entropy production, averaged with respect to the probability distribution for the forward trajectories, gives
\[\langle \Delta_i s[\Gamma] \rangle := \sum_{\Gamma} P(\Gamma) \Delta_i s[\Gamma], \]
\[= \Delta S_S + \sum_{k=1}^{K} \Delta S^k_S \geq 0, \quad (15.24)\]

where \( \Delta S_S := S(\rho_S(t_K)) - S(\rho_S), \Delta S^k_S := S(\rho_\varepsilon(t_k)) - S(\rho_\varepsilon), \) and \( S(\rho) := -\text{tr}[\rho \ln(\rho)] \) is the von-Neumann entropy of state \( \rho \). The inequality in the final line, which can be interpreted as an expression of the second law of thermodynamics, is due to: (i) lack of initial correlations between system and environment at the start of each joint evolution; (ii) sub-additivity of the von-Neumann entropy [43]; and
(iii) the fact that unitary evolution is unital, i.e., does not decrease the von-Neumann entropy [44, 45]. In other words, the second law is always satisfied for open system dynamics. A more detailed discussion about the second law for quantum systems can be found in Chap. 28.

The entropy production $\Delta s_{\Gamma}$ also fulfills a fluctuation Theorem:

$$\langle e^{-\Delta s_{\Gamma}} \rangle := \sum_{\Gamma; P(\Gamma) > 0} P(\Gamma) \frac{\tilde{P}(\tilde{\Gamma})}{P(\Gamma)} = 1 - \lambda.$$  \hspace{1cm} (15.25)

Here the sum is restricted to the trajectories $\Gamma$ for which $P(\Gamma) \neq 0$, and $\lambda \in [0, 1)$ corresponds to the cumulated probabilities of the reverse trajectories $\tilde{\Gamma}$ for which the probability of the corresponding forward trajectory, $P(\Gamma)$, is zero. A situation in which $\lambda > 0$ is referred to as “absolute irreversibility” as it is associated with a strictly positive entropy production [46, 47]. This typically arises for a system initially restricted to a subpart of its Hilbert space and then allowed to relax in the whole space. $\lambda$ vanishes when the initial state of the system, $\rho_S$, has full rank, i.e., when $\rho_S$ has $d_S$ positive eigenvalues. An example of a full-rank state is a thermal state at finite temperature. Equation (15.25) is known as the “Integral Fluctuation Theorem” [16] (IFT) as it generates other famous fluctuation theorems when applied to specific situations. For instance, when the system and the reservoir are initialized in thermal states at the beginning of the forward and backward processes, one obtains the quantum version of the celebrated Jarzynski equality [48, 49].

We stress here that the time reversed transformation is a virtual reference with which the forward process is compared, rather than an actual physical process that needs to be implemented. Indeed, the fluctuation theorem and and second law can be tested without having to implement such reverse processes as the averages appearing in Eqs. (15.24) and (15.25) are over the forward trajectories.

Finally, we emphasize that the discussion can be extended to more general kinds of measurements performed on the system and the environment (see Appendix B).

### 15.4 First Law of Thermodynamics

#### 15.4.1 Internal Energy

In this section, we focus on the energy exchanges occurring during the quantum trajectories defined above. In this chapter, we define the internal energy of system $S$ when it is in the pure state $|\psi_S\rangle$ following [20] by:

$$U(\lambda) := \langle \psi_S | H_S(\lambda) | \psi_S \rangle.$$ \hspace{1cm} (15.26)
We stress that here $|\psi_S\rangle$ can be any state of $\mathcal{H}_S$ and in particular does not have to be an energy eigenstate of $H_S(\lambda)$. $U(\lambda)$ can be interpreted as the average of results of projective energy measurement performed on many copies of the system. However, if the system is in an energy eigenstate, $U(\lambda)$ corresponds to an eigenvalue of $H_S(\lambda)$. As a consequence, if one includes projective measurements of the system’s energy in the thermodynamic transformation under study, one finds that $U(\lambda)$ is given by the outputs of such measurements. This is the Two-Point Measurement (TPM) approach of quantum thermodynamics which led to pioneering results such as the first quantum fluctuation theorems [49–52] (see also Chap. 10). However, definition (15.26) can be seen as an extension of this conception of internal energy as it allows us to follow the variation in internal energy of the system even when no projective measurement is performed, provided the system’s state is known. This definition is extremely useful in the context of quantum trajectories experiments which precisely lead to the knowledge of the system’s quantum state at any time. Note that this definition (15.26) can be extended in the case of a mixed state $\rho_S$ to $U(\lambda) := \text{tr}[\rho_S H_S(\lambda)]$. This definition of the internal energy was used in seminal studies of open quantum system thermodynamics [11] (see also Chap. 1).

15.4.2 Work and Heat: Two Historic Approaches

Just like in classical thermodynamics, we are now interested in splitting the variations of $U(\lambda)$ into work, a deterministic form of energy that can be readily used for many purposes in a controllable way, and heat – a stochastic/uncontrollable form of energy exchange. The definitions of heat and work for quantum systems has a long history of attempts, mainly based on two strategies for which we briefly sum up the arguments in the following two subsections, in order to introduce the unifying paradigm we will use in this chapter.

15.4.2.1 “Heat First”

Studies focusing on the cases where the environment is a thermal reservoir have generally defined heat from the outcomes of energy measurements performed on the thermal reservoir. In the context of quantum trajectories, this corresponds to an unraveling in which the bases $\{|\varphi_n\rangle\}$ and $\{|\phi_m\rangle\}$ are both the reservoir’s energy eigenbasis.

The QJ unraveling presented above is generally the best suited to monitor this heat exchange, that we denote $Q_{cl}$ in the following: indeed, the outcomes are directly linked to a change of the number of excitations in the environment, and therefore to a variation of the reservoir’s energy [17]. Obtaining outcome $\alpha_0$ at time $t_k$ corresponds to a zero heat, $\delta Q_{cl}(t_k, \alpha_0) = 0$, while each outcome $\alpha_j$ with $j \geq 1$ is associated with an amount of heat $\delta Q_{cl}(t_k, \alpha_j)$ given by the quantum of energy carried by the exchanged excitation. In the example of photon-counting, this can be summed up by saying that the heat exchanged with the reservoir is the energy carried by the
counted photons. In the case of a reservoir at thermal equilibrium, the probabilities of picking each energy eigenstate in the forward and reverse processes, $q_\nu$ and $q'_\mu$, are identified with Boltzmann’s distributions, such that $\langle \delta Q_{\text{cl}}(t_k, \alpha_k) \rangle$ is linked to the variation of the thermal reservoir’s Von Neumann entropy according to $\Delta S_E = -\langle \delta Q_{\text{cl}}(t_k, \alpha_k) \rangle / T$ (see Chap. 10).

This approach has been first used in the context of the TPM approach to quantum statistical mechanics, in which the change of the environment internal energy is assumed to be inferred from two projective measurements performed at the beginning and at the end of the trajectory [52]. Another formulation can be found in the so-called “full counting statistics” method [53], which consists of recording in a generating function the outputs of (fictitious) projective energy measurements performed on the environment at every time step. The heat statistics given by such a method is actually the same as obtained from the QJ unraveling [54]. In such studies, the rest of the internal energy variations $\Delta U - Q_{\text{cl}}$ was identified as the work.

15.4.2.2 “Work first”

Another approach, in its spirit closer to the initial formulation of thermodynamics, consists in identifying the energy deterministically exchanged with the system as the work. In the case where the dynamics is described by a Lindblad master equation, the work should then appear in the unitary part of the dynamics, while heat, which is uncontrollable, should come from the non-unitary terms. It turns out that non-zero contributions of the unitary terms in Eq. (15.11) to the variations of $U(\lambda)$ solely appears when the parameter $\lambda$ is varied along the transformation.¹ This variation can be interpreted as originating from an external driving field whose dynamics generates a sequence $\{\lambda_t\}_{t_i \leq t \leq t_f}$. One can then identify the elementary amount of work provided by this driving field to the system at time $t_k$ with (see [11] and Chap. 1)

$$\delta W(\alpha_k, \lambda_k) = dt \frac{d\lambda(t_k)}{dt} \langle \Psi_\Gamma(t_k) | \frac{d}{d\lambda} H_S(\lambda_k) | \Psi_\Gamma(t_k) \rangle.$$  \hspace{1cm} (15.27)

Note that the increment of work does not depend on the measurement outcome $\alpha_k$ obtained at time $t_k$, which confirms the deterministic nature of the energy exchange. Then, the remaining terms in the variation of $U(\lambda)$ are classified as heat, acknowledging their uncontrollable nature. This approach has the great advantage to be compatible with any Lindblad equation (even for non-thermal dissipation) and any unraveling.

¹Note that we consider here the work performed on the total system $S$. If $S$ is composed of several subsystems, one can find deterministic energy exchanges within this subsystems, even when the total Hamiltonian of $S$ is time-independent.
15.4.3 The Notion of Quantum Heat

Recent studies exploring the impact of definition (15.26) to states which are not energy eigenstates [20] have evidenced that these two approaches do not agree in general. Focusing on the case of the environment being a thermal reservoir, it turns out that the heat computed as the change of the reservoir’s energy and the work provided by the external drive computed from Eq. (15.27) do not in general add up to the total variations of $U(\lambda)$. This mismatch solely appears when coherences are built by the external drive, or are initially present in the system’s state, in the basis in which the reservoir induces jumps (in the case of a QJ unraveling) or more generally in the basis in which the measurement scheme induces decoherence.

This mismatch does not mean that energy conservation fails, but simply that there is a flow of energy that is uncontrolled (non-unitary) while not provided by the thermal reservoir. This flow of energy can either be provided by the driving field (and in contrast to work $W$ occurs in a stochastic way because it is triggered by the interaction with the reservoir) or by other sources not explicitly included in the quantum description, such as the measuring apparatus involved in the unraveling of the Lindblad equation. We stress that the precise origin of this energy flow can always be determined for a given problem from a careful microscopic model of the driving fields and measuring apparatuses involved in all steps of the studied protocol (including preparation steps) [55].

A dramatic example is the case in which the Lindblad equation is generated by the continuous monitoring of some observable (the environment is then a meter coupled to the system and periodically measured, see Sect. 15.7). In this situation, there is no thermal reservoir, but still some non-unitary energy flow exchanged with the system, which is not of thermal origin (there is no temperature involved) but which should not be called work because of its uncontrolled nature. In Refs. [56–59], this measurement-induced heat flow is exploited to build engines solely fueled by the observation process, a remarkable specificity of the quantum world.

In the end of this chapter, we shall follow [20, 54, 58, 60, 61] and call this quantity of purely quantum origin “quantum heat”. We will denote $\delta Q_q(t_k, \alpha_k)$ the quantum heat increment at time $t_k$.

The expression of the quantum heat (just as the expression of the classical, thermal heat $Q_{cl}$) depends on the unraveling, and it may not always be possible to split the total incoherent energy exchange into thermal and quantum heat. We analyze in Sects. 15.5–15.7 examples in which this splitting is possible.

Finally the first law at the single trajectory level reads as

$$\Delta U(\Gamma) = W(\Gamma) + Q_{cl}(\Gamma) + Q_q(\Gamma),$$

(15.28)

where the trajectory dependent quantities $X(\Gamma)$, for $X = W$, $Q_{cl}$, $Q_q$ are computed by summing all the elementary increments $\delta X(t_k, \alpha_k)$ along trajectory $\Gamma$. 
15.5 Example 1: Quantum and Classical Entropy Production Due to Thermalization

Here we shall study the simplest example of interest where a system is allowed to relax to thermal equilibrium by interacting with a thermal bath at temperature $T$ (this discussion is based on the manuscript [62], which is currently in preparation). When the system possesses initial coherences with respect to its energy eigenbasis, the resulting entropy production can be decomposed into a quantum and classical component, with concomitant fluctuations in classical and quantum heat, respectively.

Let the system $S$, with the Hamiltonian $H_S = \sum_i e_i \Pi_S[e_i]$, be prepared in the state $\rho_S = \sum_l p_l \Pi_S[\psi_l]$. The bath, on the other hand, has the Hamiltonian $H_E = \sum_i \epsilon_i \Pi_E[i]$, and is initially in the canonical state $\tau_E := e^{-H_E/k_B T} / Z_E$, where $Z_E := \text{tr}[e^{-H_E/k_B T}]$ is its partition function. The thermalization process is effected by a joint unitary evolution $V$, which commutes with the total Hamiltonian $H_S + H_E$, such that $\text{tr}_E[V(\rho_S \otimes \tau_E) V^\dagger] = \tau_S := e^{-H_S/k_B T} / Z_S$ and $\text{tr}_S[V(\rho_S \otimes \tau_E) V^\dagger] = \tau'_E$. We shall assume that the bath is sufficiently large so that $\tau'_E$ will be “almost” thermal. This is quantified by the relative entropy $D[\tau'_E \| \tau_E] := \text{tr}[\tau'_E (\ln(\tau'_E) - \ln(\tau_E))]$ being vanishingly small.

As in the general example discussed in Sec. 15.2.1, we may construct the quantum trajectories by measuring the system and environment, before and after the joint unitary evolution, with observables that do not disturb the subsystems. However, we may “augment” these trajectories by also performing energy measurements on the system prior to its interaction with the thermal reservoir. This is valid as the resulting average entropy production, and average internal energy change of the system, will stay the same. The augmented trajectories correspond to the TPM protocol introduced above which has been historically used to derive the first versions of the quantum fluctuation theorems [49–51]. The present analysis allows us to quantify the thermodynamic consequences of the initial energy measurement.

The trajectories of the system, containing the energy measurement prior to thermalization, are defined as $\Gamma_S := (l, m, n) \equiv |\psi_l\rangle \mapsto |e_m\rangle \mapsto |e_n\rangle$. The trajectories of the bath, meanwhile, are $\Gamma_E := (\mu, \nu) \equiv |\mu\rangle \mapsto |\nu\rangle$. The joint trajectory $\Gamma := ((l, m, n), (\mu, \nu))$ can therefore be decomposed into a “decoherence” trajectory $\Gamma_q := (l, m) \equiv |\psi_l\rangle \mapsto |e_m\rangle$, which only pertains to the system, followed by a “classical thermalization” trajectory $\Gamma_{cl} := ((m, n), (\mu, \nu))$ which is the joint trajectory of system and bath during thermalization. As the system Hamiltonian is time-independent, the variation of its internal energy is only heat. The change in internal energy of the system during the decoherence trajectories is quantum heat as defined in Sect. 15.4.3:

$$Q_q(\Gamma) := \text{tr}[H_S(\Pi_S[e_m] - \Pi_S[\psi_l])].$$  \hspace{1cm} (15.29)

The change in internal energy of the system during the classical thermalization trajectories is classical heat which, due to the energy conservation of the joint unitary
evolution, together with the fact that both system and bath start and end in energy eigenstates, equals the heat emitted by the bath:

\[ Q_{cl}(\Gamma) := \text{tr}[H_S(\Pi_S[e_n] - \Pi_S[e_m])] = \text{tr}[H_\epsilon(\Pi_\epsilon[\mu] - \Pi_\epsilon[\nu])]. \] (15.30)

It is evident that the total change in the system’s internal energy along a trajectory is 

\[ Q(\Gamma) = Q_q(\Gamma) + Q_{cl}(\Gamma). \]

Using the methods delineated in Sects. 15.2.1 and 15.3.1, we may evaluate the probabilities for each sub-trajectory, as well as their time-reversed counterparts, to be

\[
P(\Gamma_q) = \text{tr}[\Pi_S[e_m]\Pi_S[\psi]] \text{tr}[\Pi_S[\psi]\rho_S], \quad \tilde{P}(\tilde{\Gamma}_q) = \text{tr}[\Pi_S[e_m]\Pi_S[\psi]\text{tr}[\Pi_S[e_m]\eta_S].
\]

\[
P(\Gamma_{cl}) = \text{tr}[\Pi_S[e_n]\Phi_{\mu,\nu}(\Pi_S[e_m])] \text{tr}[\Pi_S[e_m]\eta_S], \quad \tilde{P}(\tilde{\Gamma}_{cl}) = \text{tr}[\Pi_S[e_m]\tilde{\Phi}_{\mu,\nu}(\Pi[e_n])] \text{tr}[\Pi_S[e_n]\tau_S].
\] (15.31)

where

\[
\eta_S := \sum_m \Pi_S[e_m]\rho_S\Pi_S[e_m] \quad (15.32)
\]

is the same as the initial state \( \rho_S \), except that its coherences with respect to the Hamiltonian eigenbasis have been removed.

The average quantum entropy production, therefore, is

\[
\langle \Delta_{q_{cl}}[\Gamma_{cl}] \rangle := \sum_{\Gamma_{cl}} P(\Gamma_{cl}) \ln\left( \frac{P(\Gamma_{cl})}{\tilde{P}(\tilde{\Gamma}_{cl})} \right),
\]

\[
= \sum_{l,m} \text{tr}[\Pi_S[e_m]\Pi_S[\psi_l]] \text{tr}[\Pi_S[\psi_l]\rho_S] \ln\left( \frac{\text{tr}[\Pi_S[\psi_l]\rho_S]}{\text{tr}[\Pi_S[e_m]\eta_S]} \right),
\]

\[
= S(\eta_S) - S(\rho_S) \equiv D(\rho_S||\eta_S). \quad (15.33)
\]

Moreover, noting that \( \tilde{\Phi}_{\mu,\nu}(\rho) = (q_\mu'/q_\mu)\Phi^\dagger(\rho) \), where \( q_\mu := \langle \mu|\tau_\epsilon|\mu \rangle \) and \( q_\mu' := \langle \nu|\tau_\epsilon'|\nu \rangle \), while \( \sum_\mu \text{tr}[\Phi_{\mu,\nu}(\rho)] = q_\mu \) and \( \sum_\mu \text{tr}[\Phi_{\mu,\nu}(\rho)] = q_\nu' \), it follows that the average classical entropy production is given as

\[
\langle \Delta_{q_{cl}}[\Gamma_{cl}] \rangle := \sum_{\Gamma_{cl}} P(\Gamma_{cl}) \ln\left( \frac{P(\Gamma_{cl})}{\tilde{P}(\tilde{\Gamma}_{cl})} \right),
\]

\[
= \sum_{m,n,\mu,\nu} \text{tr}[\Pi_S[e_n]\Phi_{\mu,\nu}(\Pi_S[e_m])] \text{tr}[\Pi_S[e_m]\eta_S] \ln\left( \frac{q_\mu}{q_\nu'} \right)
\]

\[
+ \ln\left( \frac{\text{tr}[\Pi_S[e_m]\eta_S]}{\text{tr}[\Pi_S[e_n]\tau_S]} \right),
\]

\[
= S(\tau_S) - S(\eta_S) + S(\tau_\epsilon') - S(\tau_\epsilon). \quad (15.34)
\]
Note that, given a thermal state $\tau := e^{-H/k_B T} / Z$, the following relation holds for all states $\rho$:

$$S(\rho) - S(\tau) = \frac{1}{k_B T} \text{tr}[H(\rho - \tau)] - D[\rho \| \tau].$$  \hfill (15.35)

Using Eq. (15.35), together with the fact that $\text{tr}[H_S(\rho_S - \eta_S)] = 0$, and that the thermalization unitary interaction $V$ conserves energy, it follows that the average classical entropy production is

$$\langle \Delta_i s[\Gamma_{\text{cl}}] \rangle = S(\tau_S) - S(\eta_S) + S(\tau'_e) - S(\tau_e),$$

$$= \frac{1}{k_B T} \left( \text{tr}[H_S(\tau_S - \eta_S)] + \text{tr}[H_e(\tau'_e - \tau_e)] \right) + D[\eta_S \| \tau_S] - D[\tau'_e \| \tau_e],$$

$$= D[\eta_S \| \tau_S] - D[\tau'_e \| \tau_e],$$

$$\approx D[\eta_S \| \tau_S].$$  \hfill (15.36)

Finally, we note that the entropy production is additive along sub-trajectories, so that the average entropy production for the full process is $\langle \Delta_i s[\Gamma] \rangle = \langle \Delta_i s[\Gamma_q] \rangle + \langle \Delta_i s[\Gamma_{\text{cl}}] \rangle = D[\rho_s \| \tau_s]$ \cite{63, 64}.

As the relative entropy is a non-negative quantity that vanishes if and only if both arguments are identical, it follows that quantum entropy production vanishes only when the initial state has no coherences with respect to the Hamiltonian eigenbasis, i.e., when $\rho_S = \eta_S$. Note that while the average quantum heat $\langle Q_q(\Gamma) \rangle$ is always zero, the existence of its “fluctuations” witnesses the presence of quantum entropy production.

### 15.6 Example 2: Photo-Counting of Fluorescence

We now analyze the example of the canonical situation of quantum optics: a two-level atom (qubit) coherently driven and coupled to its electromagnetic environment (a thermal reservoir at temperature $T$). We consider a photon-counting measurement, i.e. that the photons emitted and absorbed by the qubit are counted at intervals of $\Delta t$, with $\gamma \Delta t \ll 1$ where $\gamma$ is the spontaneous emission rate of the qubit. While implementing this measurement scheme at zero temperature only requires a photon-counter (absorptions impossible), its extension at non-zero temperature requires some tricks like reservoir engineering \cite{41, 60} or a finite-size reservoir \cite{65}. The present analysis follows from \cite{54, 60}. Other analyses of the fluorescence thermodynamics focusing on the Floquet master equation, i.e. describing the dynamics of the atom coarse-grained over a time-scale much larger than a Rabi oscillation, can be found in \cite{66–68}. Note that a similar situation has been experimentally implemented and analyzed with a QSD unraveling \cite{69}.

The driven qubit is described by Hamiltonian $H_S(t) = H_0 + H_d(t) = \hbar \omega_0/2 \sigma_z + \hbar g(\sigma_- e^{i \omega_L t} + \sigma_+ e^{-i \omega_L t})$, with $\omega_0$ the bare energy of the qubit, $\omega_L$ the frequency of
the drive and \( g \) the Rabi frequency (fixed by the drive intensity). We have introduced the Pauli matrix \( \sigma_z = |e\rangle\langle e| - |g\rangle\langle g| \) and the qubit ladder operators \( \sigma_- = |g\rangle\langle e| = \sigma_+^\dagger \). The thermal reservoir is modeled as a collection of harmonic oscillators of Hamiltonian \( H_E = \sum_l \hbar \omega_l a_l^\dagger a_l \), \( a_l \) being the annihilation operator in mode \( l \). The coupling between the qubit and the reservoir is captured by Hamiltonian \( H_{\text{int}} = \sum_l g_l (\sigma_- a_l^\dagger + \sigma_+ a_l) \), where the coupling strengths \( g_l \) are taken as real without loss of generality.

As soon as \( g \ll \omega_0 \) and the reservoir has a correlation-time \( \tau_c \) much shorter than the inverses of \( \gamma \equiv \sum_l g_l^2 / (\omega_l - \omega_0) \) and \( g \), one can coarse-grain the unitary qubit-reservoir dynamics on a time-scale \( \Delta t \) fulfilling \( \tau_c \ll \Delta t \ll \gamma^{-1}, g^{-1} \), and trace over the reservoir degrees of freedom to obtain a Lindblad equation for the qubit density operator \([32]\), which has the form \((15.11)-(15.12)\) with the Lindblad operators \( \{L_j\}_{j=\pm} \):

\[
L_- = \sqrt{\frac{\gamma}{\hbar}}(\bar{n} + 1)\sigma_- \tag{15.37}
\]

\[
L_+ = \sqrt{\frac{\gamma}{\hbar}}\bar{n}\sigma_+, \tag{15.38}
\]

where \( \bar{n} = (e^{\hbar \omega_0/k_B T} - 1)^{-1} \). Alternatively, when the variation of the number of photons in the bath is monitored every \( \Delta t \), the dynamics of the qubit is captured by a QJ unraveling as described in Sect. 15.2.3.2, with three Kraus operators labeled by \( \alpha \in \{+, -, 0\} \). \( M_{\pm} = \sqrt{\Delta t} L_{\pm} \) are associated with the absorption and the emission of a photon, while \( M_0 = 1 - i \hbar H \Delta t - \frac{\Delta t}{2} (L_+^\dagger L_+ + L_-^\dagger L_-) \) is associated with the detection of no variation of the photon number in the environment between \( t_k \) and \( t_{k+1} \).

We denote \(|\Psi_{\Gamma}(t_k)\rangle\) the state of the qubit at time \( t_k \) along trajectory \( \Gamma = ((l, m), \bar{\alpha}) \).

**First law**

We first analyze the energy exchanges along such QJ trajectories applying the results of Sect. 15.4. The time-dependence of \( H_s \) due to the interaction with the classical external drive can be understood as a thermodynamical transformation in which the parameter \( \lambda_t = \omega_L t \) is varied. For the sake of simplicity, we consider the TPM protocol which is associated with quantum Jarzynski equality \([50, 70]\): The qubit is initially at thermal equilibrium while the drive is off \((g = 0)\), and measured at time \( t_l \) in its energy eigenbasis, yielding state \(|\psi_l\rangle \in \{|e\rangle, |g\rangle\} \) with respective probability \( P_e^{(\text{th})} = e^{-\hbar \omega_0/k_B T} / (1 + e^{-\hbar \omega_0/k_B T}) \) and \( P_g^{(\text{th})} = 1 / (1 + e^{-\hbar \omega_0/k_B T}) \). Then, the drive is switched on up to time \( t_f \), where another energy measurement is performed on the qubit yielding \(|\psi_m\rangle \in \{|e\rangle, |g\rangle\} \).

The elementary work performed on the qubit via the drive between times \( t_{k-1} \) and \( t_k \) can be deduced from Eq. (15.27):

\[
\delta W(\alpha_k, t_k) = \Delta t \langle \Psi_{\Gamma}(t_k) | \partial_t H_d(t) | \Psi_{\Gamma}(t_k) \rangle
= -g \Delta t \text{Im}(s_{\Gamma}(t_k)), \tag{15.39}
\]

where \( s_{\Gamma}(t_k) = \langle \Psi_{\Gamma}(t_k) | \sigma_- | \Psi_{\Gamma}(t_k) \rangle e^{i \omega_L t_k} \) is the atomic dipole in the frame rotating at the drive frequency, and \(|\Psi_{\Gamma}(t_k)\rangle\) is the qubit’s state at time \( t_k \) along trajectory.
Meanwhile, one can identify the elementary heat exchanged with the thermal reservoir between time \( t_{k-1} \) and \( t_k \) as the energy carried by the exchanged photons:

\[
\delta Q_{cl}(\alpha_k, t_k) = \alpha_k \hbar \omega_0, \quad \alpha_k \in \{+, -, 0\}.
\]  

(15.40)

Finally, as the drive induces coherences in the bare atomic basis, that are erased when a photon is emitted or absorbed, there is a non-zero quantum heat contribution. This energy is provided by the same source as the work, i.e. the light driving the qubit, but in an uncontrolled/incoherent manner due to the interaction with the reservoir:

\[
\delta Q_q(\alpha_k, t_k) = \begin{cases} 
-\hbar \omega_0 & \alpha_k = + \\
\hbar \omega_0 & \alpha_k = - \\
-g \gamma (\bar{n} + 1) \Delta t \text{Re}(s_\Gamma(t_k)) - \hbar \omega_0 \gamma \Delta t |s_\Gamma(t_k)|^2 & \alpha_k = 0.
\end{cases}
\]

(15.41)

Here \( z_\Gamma(t_k) = \langle \Psi_\Gamma(t_k) | \sigma_z | \Psi_\Gamma(t_k) \rangle \) is the qubit population at time \( t_k \) along trajectory \( \Gamma \).

One can evaluate the mean energy exchanges using the probability of each outcome \( \alpha_k \) at time \( t_k \): \( p_{\alpha_k} = \langle \Psi_\Gamma(t_k) | M^\dagger_{\alpha_k} M_{\alpha_k} | \Psi_\Gamma(t_k) \rangle \). It is interesting to look at the steady state value of the energy fluxes (denoted by the subscript \( \infty \)) obtained for \( \gamma t \gg 1 \), when the atom has relaxed in the steady state of the optical Bloch equations [32]:

\[
\langle \dot{W} \rangle_\infty = \gamma \hbar \omega_L \frac{g^2}{2 g^2 + 4 \delta^2 + \gamma^2 (2 \bar{n} + 1)^2}
\]

(15.41)

\[
\langle \dot{Q}_{cl} \rangle_\infty = -\gamma \hbar \omega_0 \frac{g^2}{2 g^2 + 4 \delta^2 + \gamma^2 (2 \bar{n} + 1)^2}
\]

(15.42)

\[
\langle \dot{Q}_q \rangle_\infty = \gamma \hbar \delta \frac{g^2}{2 g^2 + 4 \delta^2 + \gamma^2 (2 \bar{n} + 1)^2},
\]

(15.43)

with \( \delta = \omega_0 - \omega_L \) the detuning between the qubit and the driving frequencies. All three quantities vanish for \( g = 0 \) or for a very large detuning \( |\delta| \gg \gamma, g \) such that the qubit is effectively decoupled from the driving field. The average quantum heat vanishes at resonance (\( \delta = 0 \)) while it still features non-zero fluctuations [60]. The steady state first law reads \( \langle \dot{W} \rangle_\infty + \langle \dot{Q}_{cl} \rangle_\infty + \langle \dot{Q}_q \rangle_\infty = 0 \).

#### Second law and Jarzynski equality

The time-reversal rules of Sect. 15.3.1 lead to the following set of time-reversed Kraus operators:

\[
\tilde{M}_+ = M_- + \mathcal{O}(\gamma \Delta t)^2
\]

\[
\tilde{M}_- = M_+ + \mathcal{O}(\gamma \Delta t)^2
\]

\[
\tilde{M}_0 = M_0^\dagger + \mathcal{O}(\gamma \Delta t)^2.
\]

(15.44)
As these Kraus operators fulfill the relation \( \tilde{M}_{\alpha k} = e^{\delta Q_{cl}(\alpha_k, \alpha)} / 2k_B T M_{\alpha k}^\dagger \), the probabilities of the forward and time-reversed trajectories are simply related by the following relation:

\[
\tilde{P}(\tilde{\Gamma}) = \frac{p_m'}{p_l} e^{Q_{cl}(\Gamma) / k_B T} P(\Gamma).
\] (15.45)

This in turn entails the following form for the stochastic entropy production:

\[
\Delta s[\Gamma] = \ln(p_l) - \ln(p_m') - \frac{Q_{cl}(\Gamma)}{k_B T}.
\] (15.46)

This entropy production fulfills the IFT Eq. (15.25) and the second law:

\[
\langle \Delta s[\Gamma] \rangle = \Delta S_{\text{S}} - \frac{\langle Q_{cl}(\Gamma) \rangle}{k_B T} \geq 0.
\] (15.47)

Under the assumption that both the initial and final distribution of qubit states \( p_l \) and \( p_m' \) are drawn from thermal equilibrium populations \( \{ p_{\text{th}}^e, p_{\text{th}}^f \} \), the entropy production takes the form

\[
\Delta s[\Gamma] = \frac{1}{k_B T} \left( \Delta U_{\text{S}}(\Gamma) - Q_{cl}(\Gamma) - \Delta F \right)
\]
\[
= \frac{1}{k_B T} \left( W(\Gamma) + Q_q(\Gamma) - \Delta F \right),
\] (15.48)

such that the IFT becomes the quantum version of the well-known Jarzynski equality. In the present example \( \Delta F = k_B T (\log Z(t_f) - \log Z(t_i)) = 0 \) as the initial and final state are drawn from the same thermal distribution. Note the presence of the quantum heat term in the entropy production, which is a witness of a genuinely quantum contribution to the entropy production in this transformation: the continuous erasure by the qubit’s environment of the coherences induced by the drive in the bare qubit basis. The results of Ref. [17] are retrieved by identifying the total energy provided by the drive with the sum of the work \( W \) and quantum heat \( Q_q \).

15.7 Example 3: Continuous Measurement of a Qubit’s Observable

Kraus operators

We consider a setup implementing the continuous measurement of the observable \( \sigma_z \) of a qubit whose Hamiltonian is \( H_S = \hbar \omega_0 \sigma_z \). This can be done by coupling the qubit to a cavity of Hamiltonian \( H_E = \hbar \omega_c b^\dagger b \), where \( b \) is the annihilation operator in the cavity mode. It was recently demonstrated that a very efficient technique consists in exploiting the longitudinal coupling [71] which can be modeled by Hamiltonian
Fig. 15.2  a Situation studied in Example 2. A qubit of state \(|e\rangle, |g\rangle\) is driven by an external drive \(D\) modeled via the time-dependent Hamiltonian \(H_d(t)\), and coupled to a thermal bath \(E\). A measuring apparatus monitors the variations of the number of photons in \(E\) such that the systems follows trajectories corresponding to the quantum jump unraveling. Between \(t\) and \(t + \Delta t\), the drive exchanges energy with the qubit in two forms: the work \(\delta W\) (coherent energy exchange) and the quantum heat \(\delta Q_q\) (incoherent/stochastic). Besides, the thermal bath exchanges classical heat \(\delta Q_{cl}\) with the qubit. b Measurement scheme of Example 3: The cavity mode used as a meter is initially in the vacuum. It is then coupled to the qubit during \(\Delta t\), which induces a positive (resp. negative) coherent displacement when the qubit is in the excited (resp. ground) state.

\[ H_{\text{int}} = -i \sqrt{\gamma_m/\Delta t} (b^\dagger + b) \sigma_z, \]  

where \(\gamma_m\) is the measurement strength. For the sake of simplicity, we consider a transient measurement corresponding to a finite-time qubit-cavity interaction rather than the readout of the steady-state cavity proposed in [71] which implies a non-unitary evolution of the cavity. The cavity field is initially in the vacuum state \(|0\rangle\). After interacting during \(\Delta t\) with the qubit, the field is displaced on the real axis by an amplitude proportional to the expectation value of \(\sigma_z\). This value can then be deduced from a homodyne measurement of the real quadrature of the field. In this example, we consider the weak measurement limit, i.e. \(\gamma_m \Delta t \ll 1\) so that the two possible final coherent states of the cavity mode are strongly overlapping (see Fig. 15.2b). Note that a very similar situation exploiting a dispersive coupling between the qubit and the cavity has recently been implemented to experimentally demonstrate fluctuation theorems in presence of quantum measurement and feedback [72].

The Kraus operator associated with finding the cavity field in state \(|\beta\rangle\) after the interaction during \(\Delta t\) is (in the interaction picture):
$$M(\beta) = \frac{1}{\sqrt{\pi}} \langle \beta | e^{-i\Delta t H_{\text{int}}} |0\rangle.$$  

(15.49)

Here we have taken the probability for the initial state of the cavity to be $q_0 = 1$. We stress that despite the fact that $\{|\beta\rangle\}$ is an over-complete basis of $\mathcal{H}_c$, it still defines a proper Kraus decomposition of the quantum map under study, provided the factor $1/\sqrt{\pi}$ is included in the definition of $M(\beta)$, so as to ensure the normalization of the trajectory probabilities [73]. This Kraus operator can be rewritten introducing the measurement outcome $I = -\text{Re}(\beta)/\sqrt{\gamma_m \Delta t}$, and $y = \text{Im}(\beta)$, and noting the interaction induces a displacement of the cavity’s state by an amplitude of $\sqrt{\gamma_m \Delta t} \sigma_z$:

$$M(y, I) = \frac{(\gamma_m \Delta t)^{1/4}}{\sqrt{\pi}} e^{-y^2/2-iy\sqrt{\gamma_m \Delta t} \sigma_z} e^{-\gamma_m \Delta t (I-\sigma_z)^2} e^{-i\omega_0 \Delta t \sigma_z/2}$$  

(15.50)

The probability law for outcome $(y, I)$ when the qubit is in state $|\psi(t)\rangle = c_e|e\rangle + c_g|g\rangle$ reads

$$P(y, I) = \frac{(\gamma_m \Delta t)^{1/2}}{\pi} e^{-y^2} \left( e^{-\gamma_m \Delta t (I-1)^2} |c_e|^2 + e^{-\gamma_m \Delta t (I+1)^2} |c_g|^2 \right),$$  

(15.51)

and is composed of two Gaussian functions centered around $I = \pm 1$. In the weak measurement regime under study, the two Gaussian functions strongly overlap. We can check from (15.51) that $I$ follows a Gaussian law. It is therefore relevant to introduce a Wiener increment to describe the fluctuations of $I$ around its mean value $z = \langle \psi | \sigma_z | \psi \rangle$:

$$I = z + \frac{d w(t)}{2\sqrt{\gamma_m \Delta t}}.$$  

(15.52)

This allows us to express $M(y, I)$ under a form similar to Eq. (15.16), highlighting that the present measurement scheme corresponds to a QSD unraveling:

$$M(y, I) = \frac{e^{-y^2/2-iy\sqrt{\gamma_m \Delta t} \sigma_z}}{\pi^{1/4}} \left( e^{-d w(t)^2/2\Delta t} \right)^{1/2} \left( 1 - \frac{\Delta t}{2} (\gamma_m + i\omega_0) + \sqrt{\gamma_m} d w(t) \sigma_z \right).$$  

(15.53)

The corresponding Lindblad equation can be retrieved by averaging the conditioned density operator $M(y, I) \rho(t) M(y, I)^\dagger$ over the measurement outcomes:

$$\partial_t \rho = -i[H_S, \rho] + 2\gamma_m (\sigma_z \rho \sigma_z - \rho).$$  

(15.54)

This master equation captures the pure dephasing in the free energy eigenbasis of the qubit induced by the measurement. Note that the uncertainty on the imaginary part of the field (responsible for the dependence on $y$ of the probability distribution $P(y, I)$) cause the effective pure dephasing rate to be equal to twice the measurement rate.
The pure dephasing can be decreased using a squeezed vacuum state \[71\], but will remain larger than or equal to the measurement rate.

**First law**

As is clear from Eq. (15.54), the qubit does not receive any work from an external agent, solely heat due to the non-unitary term proportional to \(\gamma_m\). This heat is quantum heat as no thermal reservoir is involved in the problem. The quantum heat increment between \(t_k\) and \(t_{k+1}\) amounts to:

\[
\delta Q_q(y_k, I_k, t_k) = \frac{\langle M(y_k, I_k) H_S M(y_k, I_k) \rangle}{\langle M(y_k, I_k)^\dagger M(y_k, I_k) \rangle} - \langle H_S \rangle = \hbar \omega_0 \left( \sqrt{\gamma_m dw(t)} - 4\gamma \Delta t z_\Gamma(t) \right) \left( 1 - z_\Gamma(t)^2 \right),
\]

(15.55)

with \(z_\Gamma(t) = \langle \psi_\Gamma(t)|\sigma_z|\psi_\Gamma(t) \rangle\) the expectation value of \(\sigma_z\) in the qubit’s state at time \(t\) along trajectory \(\Gamma\). It is clear that the quantum heat is zero when the qubit is in state \(|e\rangle\) (\(z_\Gamma(t) = 1\)) or \(|g\rangle\) (\(z_\Gamma(t) = -1\)). As the qubit is always in a pure state along trajectory \(\Gamma\), \(1 - z_\Gamma(t)^2 = |\langle \psi_\Gamma(t)|e\rangle|\langle g|\psi_\Gamma(t) \rangle|^2\) is directly related to the amplitude of the coherences between the energy eigenstates. Therefore, the quantum heat is non-zero solely if the qubit’s state carries coherences in the \{\(|e\rangle, |g\rangle\}\) basis, i.e. solely when the measurement has an effect on the qubit’s state. The quantum heat increment averaged over the measurement records (using probability \(P(y_k, I_k)\) given by Eq. (15.51) of getting outcome \((y_k, I_k)\) is zero in this example. This result can also be deduced from the master equation noting that \(\text{tr}[H_S \partial_t \rho_S] = 0\) which implies that the average internal energy of the qubit is unchanged during the process. This is expected as the measured observable commutes with the Hamiltonian. Note however that, as it can be seen from Eq. (15.55), the quantum heat takes non-zero values along single trajectories such that there are fluctuations around the average. Moreover, the average would be non-zero in the case of a measurement of an observable which does not commute with the Hamiltonian, allowing e.g. to fuel an engine \[56, 58\].

**Second law**

The time-reversed operator can be deduced from Eq. (15.21):

\[
\tilde{M}(\beta) = \sqrt{P(\beta)M(\beta)^\dagger},
\]

(15.56)

using the fact that the probability \(P(\beta)\) for the cavity to start in state \(\beta\) in the reversed trajectory is simply the probability of getting outcome \(\beta\) in the direct trajectory. We deduce the entropy produced between \(t_{k-1}\) and \(t_k\):

\[
\delta_i S(y_k, I_k, t_k) := -\ln (P(y_k, I_k))
\]

\[
= \ln \left( \frac{\pi}{\sqrt{\gamma_m \Delta t}} \right) + y^2 + \ln \left( e^{-\gamma \Delta t (t_k-1)^2} |c_e(t_k)|^2 + e^{-\gamma (\Delta t+1)^2} |c_g(t_k)|^2 \right).
\]

(15.57)
The entropy production contains a constant term scaling as \( \ln \left( \sqrt{\gamma_m \Delta t} \right) \), which is in general very large, but finite.\(^2\) This term can be interpreted by noting that the measurement generates a set of outcomes with typical resolution \( \sqrt{\gamma_m \Delta t} \), such that one cavity state (the vacuum) is mapped onto a number of states scaling as \( 1/\sqrt{\gamma_m \Delta t} \) (see also Sect. 27.1.2 of Chap. 27).

### 15.8 Conclusion

In this chapter, we have presented a formalism based on quantum trajectories to describe the stochastic thermodynamics of quantum open systems. We have introduced the notion of time-reversed quantum trajectories to compute the entropy production at the single trajectory level. This quantity fulfills the Integral Fluctuation Theorem and the second law. We have then analyzed the energy exchanges occurring during a single realization of a thermodynamic transformation to identify work and heat contributions to the variation of the internal energy of a quantum system. In particular, we have highlighted a quantum contribution to the heat received by the system which is related to the decoherence induced by the environment. Finally, we have illustrated this framework with three examples: the thermalization of a quantum system; the fluorescence of a driven qubit; and the continuous measurement of a qubit’s observable.

We have introduced the formalism of quantum stochastic thermodynamics focusing on an ideal situation involving a Markovian environment, monitored with perfect efficiency. However, the quantum trajectory framework is very flexible and can be extended to account for more complex situations. For instance, detection inefficiency can be introduced [30] to study its influence on quantum thermodynamics [60, 74]. Besides, quantum trajectories can also encompass non-Markovianity [75–78], opening avenues towards characterization of non-Markovian quantum thermodynamics. Finally, feedback mechanisms exploiting the measurement record can be analyzed in the quantum trajectory framework, allowing e.g. to check generalizations of the quantum fluctuation theorems [69, 72] (see also Sect. 10.3 of Chap. 10).
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\(^2\)\(\Delta t\) is fixed by the time-resolution of the cavity readout.
Appendices

A. Trajectories in Presence of Non Rank-1 Measurements

In Sect. 15.2, we have restricted our discussion to the case where both system and environment are measured with rank-1 projective measurements, which allowed us to obtain pure-state trajectories for both system and environment. While this describes very well certain measurement schemes like a heterodyne setup [73], such measurements are unfeasible in many physical situations which still allow to track quantum trajectories. Especially, this is the case when the environment is a thermal bath with infinite degrees of freedom. To model such cases, we have to admit the possibility that not all the different pairs of outcomes \((\mu, \nu)\) can be distinguished by the measurement. We define a set of “macroscopic” outcomes \(\{\alpha\}\) that can indeed be deduced from the measurement, where each \(\alpha\) contains several pairs \((\mu, \nu)\). This leads to the decomposition of the quantum map \(\Phi_1\) as

\[
\Phi_1(\rho_S) = \sum_{\alpha} \Phi_1\alpha(\rho_S),
\]

(15.58)

Such “coarse-graining” prevents us in general to write \(\Phi_1\alpha\) under the form (15.5). Indeed, \(\Phi_1\alpha\) will in general be described by a set of non-identical Kraus operators. As such, even if the system is initially in a pure state \(\Pi_1[\psi]\), \(\Phi_1(\Pi_1[\psi])\) will in general be mixed. Remarkably however, some practical measurement schemes (e.g. the quantum jump unraveling) still allow us to define Kraus operators \(M_\alpha\) fulfilling

\[
\Phi_1\alpha(\rho_S) = M_\alpha \rho_S M_\alpha^\dagger.
\]

Of particular interest are measurement schemes such that for every \((\mu, \nu)\) and \((\mu', \nu')\) in \(\alpha\),

\[
M_{\mu', \nu'} = \sqrt{\text{tr}[M_{\mu', \nu'}^\dagger M_{\mu', \nu'}]/\text{tr}[M_{\mu, \nu}^\dagger M_{\mu, \nu}]} M_{\mu, \nu},
\]

allowing us to define

\[
M_\alpha := \sqrt{q_\alpha M_{\mu, \nu}}
\]

for any \((\mu, \nu)\) in \(\alpha\), where \(q_\alpha := \sum_{(\mu, \nu)\in\alpha} \text{tr}[M_{\mu, \nu}^\dagger M_{\mu, \nu}]\). It is then easy to verify that \(M_\alpha \rho_S M_\alpha^\dagger = \sum_{(\mu, \nu)\in\alpha} M_{\mu, \nu} \rho_S M_{\mu, \nu}^\dagger\). This ensures that such a coarse-graining of the environment trajectories will not alter the average evolution of the system, which will still be described by the quantum channel \(\Phi\).

The case of a quantum jump unraveling of the Lindblad equation can be modeled by considering the macroscopic outcomes as the variations of the number of excitations in the environment between \(\Delta t\). One only needs to know the variation \(\alpha\) and not the absolute number of excitations, neither at the beginning nor at the end of the time step to characterize the system’s evolution. Consequently, the Kraus operators \(M_\alpha\) are composed of several of the operators \(M_{\mu, \nu}\) that would be obtained by taking \(\{\phi_{\mu}\}\) and \(\{\varphi_{\nu}\}\) to be the number of excitations basis. With such a definition of \(M_{\mu, \nu}\), the
QJ Kraus operators obey Eq. (15.59). As every $M_{\mu,\nu}$ for $(\mu, \nu) \in \alpha$ is proportional to the same jump operator $L_j$, we may still view the system’s evolution as a trajectory of pure states.

**B. Entropy Production in Presence of Non Rank-1 Measurements**

The results of Sect. 15.3.1 can be extended to the case discussed in Appendix A, wherein the measurement outcomes are coarse-grained so that

$$\tilde{\Phi}_1 \alpha_k = \sum_{(\mu_k, \nu_k) \in \alpha_k} \tilde{\Phi}_{\mu_k, \nu_k}.$$ 

In the case where the Kraus operators $M_{\alpha_k}$ can be defined by Eq. (15.59) (e.g. the QJ unraveling), the Kraus operator for the reverse transformation will be

$$\tilde{M}_{\alpha_k} = \sqrt{\tilde{q}_{\alpha_k}} \frac{M^\dagger_{\mu_k, \nu_k}}{\sqrt{\text{tr}[M^\dagger_{\mu_k, \nu_k} M_{\mu_k, \nu_k}]}} \quad (15.60)$$

for any $(\mu_k, \nu_k) \in \alpha_k$, where we have introduced

$$\tilde{q}_{\alpha_k} := \sum_{(\mu_k, \nu_k) \in \alpha_k} \text{tr}[\tilde{M}^\dagger_{\mu_k, \nu_k} \tilde{M}_{\mu_k, \nu_k}],$$

$$= \sum_{(\mu_k, \nu_k) \in \alpha_k} \frac{q_{\mu_k}}{\tilde{q}_{\alpha_k}} \text{tr}[M^\dagger_{\mu_k, \nu_k} M_{\mu_k, \nu_k}]. \quad (15.61)$$

Consequently, the expression for stochastic entropy production along the trajectories $\Gamma = ((l, m), \tilde{\alpha})$ will be

$$\Delta_j s[\Gamma] = \ln \left( \frac{p_l}{p_m} \right) + \sum_{k=1}^{K} \ln \left( \frac{q_{\alpha_k}}{\tilde{q}_{\alpha_k}} \right). \quad (15.62)$$

Note that while the entropy production contribution from the system depends on its probability distribution $p_l$ and $p_m$, at the start and end of the transformation, this is not so for the bath contributions. Notwithstanding, the IFT Eq. (15.25) is still valid, while the average entropy production now reads:

$$\langle \Delta_j s[\Gamma] \rangle = \Delta S_S + \sum_{k=1}^{K} \sum_{\alpha_k} \frac{\text{tr}[M^\dagger_{\mu_k, \nu_k} M_{\mu_k, \nu_k} \rho^{(k)}_S]}{\text{tr}[M^\dagger_{\mu_k, \nu_k} M_{\mu_k, \nu_k}]} q_{\alpha_k} (\ln (q_{\alpha_k}) - \ln (\tilde{q}_{\alpha_k})), \quad (15.63)$$

where $\rho^{(k)}_S := (\Phi(t_{k-1}, t_k) \circ \ldots \circ \Phi(t_0, t_1))(\rho_S)$ is the average state of the system before it interacts with the $k^{th}$ environment. In contrast with Eq. (15.24), the second term in the right-hand side of Eq. (15.63) is not equal in general to the variation
of the environment’s von-Neumann entropy. This is a consequence of the uncertainty introduced by the “coarse-graining” present in the measurement scheme, i.e. the fact that not all the couples \((\mu, \nu)\) of outcomes can be discriminated. However, certain measurement schemes like the QJ unraveling for a qubit presented in Sect. 15.6 actually gather enough information so that the second term in (15.63) reduces to \(\Delta S_E\).
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Chapter 16
Characterizing Irreversibility in Open Quantum Systems

Tiago B. Batalhão, Stefano Gherardini, Jader P. Santos, Gabriel T. Landi and Mauro Paternostro

When watching a movie, a question that can be made is whether the movie was recorded in that way, or if we are watching a time-reversed version of the actual recording. In our everyday experience, this question is often easy to answer, because watching broken pieces of glass moving from the floor to the top of a table and assembling themselves in the shape of a cup just feels weird. It is much more likely that the movie-makers recorded a glass cup falling down and breaking. Even though we are able to reach this conclusion quickly, none of the fundamental laws of physics (e.g., Newtonian equations of motion) forbid the broken pieces to reassemble the cup. Only the second law of thermodynamics makes the argument that, as the broken pieces represent a system of larger entropy, the reassembling process is impossible or at least very unlikely.
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The above is only a simple example, taken from everyday life, of a much deeper concept, namely that the fundamental, microscopic equations of motion are symmetric under time-reversal, but the thermodynamical laws are not and establish a fundamental difference between past and future. This apparent paradox has been known under the name of the “arrow of time”, given by Eddington in 1927 [1]. The understanding of the emergence of the arrow of time from underlying quantum dynamics, and the formalisation of a self-consistent framework for its characterisation have been the focus of much interest. On one hand, we are in great need of tools able to reveal, experimentally, the implications that non-equilibrium dynamics has on the degree of reversibility for a given quantum process. On the other hand, the tools that are currently available for the (even only theoretical) investigation of thermodynamic irreversibility lack the widespread applicability and logical self-contained nature that is required from a complete theory. Let us elaborate more on this aspect.

The entropy of an open system, unlike the energy, does not satisfy a continuity equation: in addition to entropic fluxes exchanged between a system and its environment, some entropy may also be produced within the system. This contribution is called entropy production and, according to the second law of thermodynamics, it is always non-negative, being zero only when the system and the environment are in thermal equilibrium. On the other hand, for closed systems that are dynamically brought out of equilibrium, the energy changes induced on a quantum system by a driving potential are not necessarily all translated into useful work that can be extracted from or performed on the system itself. Part of such energy is lost and gives rise to an entropic contribution akin to the entropy production above.

Entropy production thus serves as the measure of the irreversibility of a physical process and may be used to characterize non-equilibrium systems in a broad range of situations and across all scales. So far, several theories of entropy production have been developed in different contexts. Among the most significant examples in the classical domain are the theories formulated by Onsager [2–6] and Schnakenberg [7, 8], which have been expanded upon towards their generalization to a wide range of classical stochastic processes [9–12].

The extensions of these approaches to small-scale (mesoscopic) systems made by Gallavotti, Cohen and collaborators [13–15], Jarzynski [16, 17], and Crooks [18, 19], and the more recent attempts at formulations that are fully within the quantum domain, have shown that quantum fluctuations may play a prominent role in determining the degree of irreversibility of non-equilibrium processes.

This chapter aims at addressing core questions in the formulation of entropy production and irreversibility in quantum systems and processes, both in the closed and open-system scenario [20]. First, in Sect. 16.1 we set the context and make founding statements on the relation between entropy production and irreversibility. We then move to Sect. 16.2, where we sketch a stochastic framework for entropy production. Finally, Sect. 16.3 is dedicated to the highlighting of conceptual shortcomings in the current formulation of entropy production, and the brief discussion of a potential alternative based on the use of a Rényi-2 entropy.
16.1 The Foundations of Entropy Production: Closed-System Dynamics

The goal of this section is to address how the production of thermodynamic entropy is closely linked to a measure of distinguishability of past and future that can be cast as a guessing game and analysed with the tools of information theory and Bayesian reasonings. We will show that, by combining Bayes theorem from statistics with the Crooks fluctuation relation from non-equilibrium thermodynamics [19], it is possible to find an expression to quantify the level of certainty about the direction of the arrow of time [21, 22].

We consider the Bayesian view of a guessing game, where the goal is to determine the direction of the arrow of time of a given physical event (is a movie displayed in forward or time-reversed mode?), conditionally to a sequence of observations of the event itself. Let us call $F$ ($B$) the forward (backward) direction of the process. We assume that the a priori probability for both directions is $1/2$. Bayes’ theorem provides us with the posterior probability $P_F (P_B)$ that the event runs in the forward (backward) direction, on the basis of the results of the observations, i.e. an explicit sequence of measurements. Explicitly

$$P_F = 1 - P_B = \frac{1}{1 + e^{-\Sigma}},$$

(16.1)

where $\Sigma$ is the (adimensional) entropy production associated with the system trajectories. When $\Sigma \gg 1$, then $P_F \approx 1$, and similarly $P_F \approx 0$ when $\Sigma \ll -1$. Moreover, if $\Sigma = 0$ (no entropy production), then $P_F = P_B = 1/2$. The ratio between $P_F$ and $P_B$ is thus given by the ratio of the corresponding likelihood functions, which is expressed by the Crooks fluctuation theorem. Accordingly, the ability to distinguish between the two directions of the arrow of time is directly linked to the entropy production along the observed trajectories.

Let us now assume that the event to witness is embodied by a process where the Hamiltonian of a quantum system experiences a change from time $t = 0$ to $t = \tau$, thus generating an evolution of its initial state towards the state $\rho^F_t$. In doing so, an amount of thermodynamic work $W$ is done on or by the system, and the free energy of the system changes by $\Delta F$. The reverse process, then, would correspond to the driving of the state of the system towards the state $\rho^B_{\tau-t}$. Moreover, we assume that the initial state of the system is a thermal one at inverse temperature $\beta$. For quantum systems, both thermal and quantum fluctuations conjure to determine the values taken by thermodynamically relevant quantities, including $W$, and the entropy production is written as $\Sigma = \beta(W - \Delta F)$. Its mean value can be shown to be given by the Kullback–Leibler relative entropy between the trajectories of time-opposite processes [23–25]

$$\langle \Sigma \rangle = \beta \langle W \rangle - \beta \Delta F = S (\rho^F_t \| \rho^B_{\tau-t}),$$

(16.2)

where $S(\rho_a \| \rho_b) \equiv \text{Tr}[\rho_a (\log \rho_a - \log \rho_b)]$ for any pair of density matrices $\rho_{a,b}$. In contrast with the macroscopic notion of distinguishability given by the guessing
game, Eq. (16.2) provides a microscopic measure of distinguishability of the dynamics between two processes in terms of their quantum representations in the Hilbert space, and is a nice link between the phenomenology of stochastic thermodynamics induced by a general quantum process and an information theoretical figure of merit for the difference between the states of the system in the forward and backward directions.

Equations (16.1) and (16.2) were derived with some key assumptions, common to the Crooks’s theorem, i.e. that the Hamiltonian depends explicitly on time and that the initial state of the system (in both forward and backward processes) corresponds to a Gibbs equilibrium. The first hypothesis breaks time homogeneity, and leads to the emergence of an arrow of time, while the second does not come from the microscopic equations of motion, as the dynamical equations that propagate the state of the system in time are not applied for $t < 0$. Instead, the state at $t = 0$ is given and the dynamics is calculated only for $t > 0$. This distinct treatment of past and future enforces the direction of the arrow of time.

It is worth observing that blurriness of the arrow of time does not depend explicitly on the size of system but occurs when the scale of energy changes in the system are comparable to the thermal energy $1/\beta$. In a truly macroscopic system, the usual energy and entropy scales are much larger than such threshold. This justifies the assumption that the arrow of time has a well-defined direction, which in turn implies that processes that lower entropy are extremely unlikely.

The measurement of entropy production, or even its theoretical calculation, are tricky propositions \cite{26, 27}, as it depends non-linearly on the density matrix and thus cannot be directly associated with a quantum mechanical observable. Some expressions have been derived in the case of relaxation \cite{28}, transport \cite{29}, and general processes in open and closed quantum systems \cite{30–32}. Experiments have been performed in systems like biomolecules \cite{33, 34}, colloidal particles \cite{35}, levitated nanoparticles \cite{36}, nuclear magnetic resonance \cite{37}, optomechanical systems and cavity Bose-Einstein condensates \cite{27}. Some more examples of experiments up to 2013 can be found in \cite{12, 38}. In many of these experiments, the thermal energy is much higher than the separation of quantum energy levels, thus indicating that these experiments probed classical non-equilibrium thermodynamics. In the case of the NMR experiment reported in Ref. \cite{37}, instead, it was possible to observe quantum coherences between the energy eigenstates that were not wiped out by any decoherence process. Combined with the fact that the energy level separation was of the same order as the thermal energy, one can say that this is one example of an experiment in quantum thermodynamics.

### 16.2 Stochastic Quantum Entropy Production

The definition of stochastic quantum entropy production $\sigma$ for an arbitrary open quantum system $\mathcal{S}$, and the characterization of its statistics, pass through the evaluation of the quantum fluctuation theorem for such system. As discussed in the preceding
section, the latter relies on establishing forward and backward protocols for a given non-equilibrium process, which define the difference between performing such a transformation in a direction or in its time-reversed version along the arrow of time.

In small systems, negative entropy productions can occur during individual processes. Fluctuation theorems from stochastic thermodynamics can quantify the occurrence of such events, and, thus, the characterization of the statistics of $\sigma$ is crucial for determining irreversibility [32, 39]. If we want to measure the statistics of the entropy production of an arbitrary quantum system for each input and output measurement result, we can adopt the two-time quantum measurement scheme discussed in previous chapters, that has to be in agreement with the fluctuation theorem [19, 21, 22].

To this aim, let us consider an open quantum system that undergoes a forward transformation in the interval $[0, \tau]$ consisting of measurement, dynamical evolution and second measurement. At time $t = 0^-$ the system is prepared in a state $\rho_0$ and then subjected to a measurement of the observable $O_{in}$, which is defined by the set $\{\Pi_{in}^m\}$ of projector operators given in terms of the $m$th possible outcomes of the first measurement of the protocol. After the first measurement at $t = 0^+$, the system undergoes a time evolution, which we assume to be described by a unital completely positive, trace-preserving (CPTP) map $\Phi_1: L(H) \rightarrow L(H)$, with $L(H)$ denoting the sets of density operators defined on the Hilbert space $H$. A CPTP map is unital if it preserves the identity operator $\mathbb{1}$ on $H$, i.e., $\Phi(\mathbb{1}) = \mathbb{1}$. The request of unitality covers a large family of quantum physical transformations not increasing the purity of the initial states, including, among others, unitary evolutions and decoherence processes. Such assumption, moreover, does not limit the generality of the approach, if the open quantum system $S$ is considered to be a multipartite system [32, 39].

The time-evolved dynamics of the system is then denoted as $\rho_{fin} \equiv \Phi(\rho_{in})$; in case of unitary evolution with Hamiltonian $H(t)$, the final quantum state at $t = \tau^-$ is $\rho_{fin} = \Phi(\rho_{in}) = U \rho_{in} U^\dagger$, where $U = \mathbb{T} \exp \left( -\frac{i}{\hbar} \int_0^\tau H(t) dt \right)$ is the unitary time evolution operator ($\mathbb{T}$ is the time-ordering operator). After the evolution at time $t = \tau^+$, the second measurement of the protocol is performed on the quantum system and the observable $O_{fin}$ is measured, where $\Pi_{fin}^k$ is the projector operator related to the $k$th outcome $a_{fin}^k$. We denote with $\rho_\tau$ the resulting density operator, describing the ensemble average of the post-measurement state after the second measurement.

For the forward process, in order to characterize the stochastic quantum entropy production we have to record only the joint probability $p(a_{fin}^k, a_{in}^m)$ that the events “measurement of $a_{in}^m$” and “measurement of $a_{fin}^k$” both occur in a single realization, i.e.

$$p(a_{fin}^k, a_{in}^m) = \text{Tr} \left[ \Pi_{fin}^k \Phi(\Pi_{in}^m \rho_0 \Pi_{in}^m) \right].$$  \hspace{1cm} (16.3)

To derive the backward process $B$, it is essential to introduce the concept of time-reversal, which relies on the time reversal symmetry (or T-symmetry). A time reversal transformation $T_R$ overturns the time axis, i.e. $T_R : t \mapsto -t$. Let us stress again that time-symmetry is broken, in general, unless the system is in an equilibrium state. Time-reversal is achieved by a time-reversal operator $\Theta$, which acts on the system Hilbert space and has to be an antiunitary operator, since a symmetry operation on
a quantum-mechanical system can be performed only by a unitary or antiunitary operator. An operator is antiunitary if

(i) It is anti-linear, i.e. \( \Theta(x_1|\varphi_1\rangle + x_2|\varphi_2\rangle) = x_1^* \Theta|\varphi_1\rangle + x_2^* \Theta|\varphi_2\rangle \) for arbitrary complex coefficients \( x_1, x_2 \) and \( |\varphi_1\rangle, |\varphi_2\rangle \in \mathcal{H} \);

(ii) It transforms the inner product as \( \langle \varphi_1 | \varphi_2 \rangle = \langle \varphi_2 | \varphi_1 \rangle \) for \( |\varphi_1\rangle = \Theta |\varphi_2\rangle \) and \( |\varphi_2\rangle = \Theta |\varphi_2\rangle \);

(iii) It satisfies the relations \( \Theta^\dagger \Theta = \Theta \Theta^\dagger = 1 \).

The fulfilment of each of these features ensures that \( \Theta \) obeys the T-symmetry [40]. Accordingly, we define the time-reversed density operator as \( \tilde{\rho} \equiv \Theta \rho \Theta^\dagger \). Then, in order to obtain the backward process \( B \), we also need to introduce the time-reversal version of the quantum evolution of the system. A significant result, first shown in Ref. [41] and recently generalized in [42], states that the time-reversed quantum map \( \tilde{\Phi} \) of the CPTP map \( \Phi \) is equally CPTP and admits an operator-sum (or Kraus) representation, obeying the relation \( \sum_u \tilde{E}^\dagger_u \tilde{E}_u = 1 \). Accordingly, it shall be written as \( \tilde{\Phi}(\rho) = \sum_u \tilde{E}^\dagger_u \rho \tilde{E}_u \), where \( \tilde{E}_u \) is generally expressed as a function of \( E_u^\dagger \) and the invertible fixed point of the quantum map (notice that this might not necessarily be unique). In particular, for a unital CPTP quantum map \( E_u^\dagger = \Theta E_u^\dagger \Theta^\dagger \). Now, we are in the position to define the backward process. At \( t = \tau^+ \), the system is prepared in the state \( \tilde{\rho}_\tau = \Theta \rho_\tau \Theta^\dagger \), and we measure the observable \( \tilde{O}_{\text{ref}} \), that is defined by the projectors \( \tilde{P}^\text{ref}_k = |\tilde{\phi}_{a_k}\rangle \langle \tilde{\phi}_{a_k}| \), with \( |\tilde{\phi}_{a_k}\rangle \equiv \Theta |\phi_{a_k}\rangle \). The first measurement of the backward process is chosen equal to the time-reversed version of the second measurement of the forward process, where the state after the first measurement of the backward process is usually called reference state. In this regard, it is worth noting that although the quantum fluctuation theorem can be derived without imposing a specific operator for the reference state [43], we have chosen that the reference state is identically equal to the final density operator after the second measurement of the forward process. This choice appears to be the most natural among the possible ones to design a suitable scheme for the measurement of the stochastic entropy production, consistently with the quantum fluctuation theorem and the asymmetry of the second law of thermodynamics. Afterwards, in the reversal direction of the arrow of time, the reference state undergoes the time-reversal dynamical evolution, mapping it onto the initial state of the backward process \( \tilde{\rho}_{\text{in}} = \tilde{\Phi}(\tilde{\rho}_{\text{ref}}) \), and at \( t = 0^+ \) the density operator \( \tilde{\rho}_{\text{in}} \) is subject to the second projective measurement of the backward process, whose observable is given by \( \tilde{O}_{\text{in}} \) and is defined by the projectors \( \tilde{P}^\text{in}_m = |\tilde{\psi}_{a_m}\rangle \langle \tilde{\psi}_{a_m}| \) with \( |\tilde{\psi}_{a_m}\rangle \equiv \Theta |\psi_{a_m}\rangle \). As for the forward process, we compute the joint probability \( p(a^\text{in}_m, a^\text{ref}_k) \) to simultaneously measure the outcomes \( a^\text{in}_m \) and \( a^\text{ref}_k \) in a single realization of the backward process

\[
p(a^\text{in}_m, a^\text{ref}_k) = \text{Tr}[\tilde{P}^\text{in}_m \tilde{\Phi}(\tilde{P}^\text{ref}_k \tilde{\rho} \tilde{P}^\text{ref}_k)]. \tag{16.4}
\]

As shown in Ref. [32], the combination of the two-time quantum measurement scheme with the quantum fluctuation theorem requires to perform the 2nd and 1st measurement of the backward protocol, respectively, on the same basis of the 1st and 2nd measurement of the forward process after the time-reversal transformation.
The following scheme well summarizes the forward and backward processes of the quantum fluctuation theorem:

\[
\text{FORWARD : } \rho_0 \xrightarrow{\Pi_n} \rho_{\text{in}} \xrightarrow{\Phi} \rho_{\text{fin}} \xrightarrow{\Pi_n} \rho_{\tau}
\]

\[
\text{BACKWARD : } \tilde{\rho}_{\tau} \xrightarrow{\Pi_n} \tilde{\rho}_{\text{ref}} \xrightarrow{\Phi} \tilde{\rho}_{\text{in}} \xrightarrow{\Pi_n} \tilde{\rho}_0
\]

Now, we can define the stochastic quantum entropy production \( \sigma \)
\[
\sigma(a_k^{\text{fin}}, a_m^{\text{in}}) \equiv \ln \left[ \frac{p(a_k^{\text{fin}}, a_m^{\text{in}})}{p(a_m^{\text{in}}, a_k^{\text{ref}})} \right] = \ln \left[ \frac{p(a_k^{\text{fin}} | a_m^{\text{in}}) p(a_m^{\text{in}})}{p(a_m^{\text{in}}, a_k^{\text{ref}}) p(a_k^{\text{ref}})} \right] \tag{16.5}
\]

thus providing a general expression of the quantum fluctuation theorem for the considered open quantum system subject to a two-time quantum measurement scheme. In Eq. (16.5) \( p(a_k^{\text{fin}} | a_m^{\text{in}}) \) and \( p(a_m^{\text{in}}, a_k^{\text{ref}}) \) are the conditional probabilities of measuring, respectively, the outcomes \( a_k^{\text{fin}} \) and \( a_m^{\text{in}} \), conditioned on having first measured \( a_m^{\text{in}} \) and \( a_k^{\text{ref}} \). Its mean value
\[
\langle \sigma \rangle = \sum_{k,m} p(a_k^{\text{fin}}, a_m^{\text{in}}) \ln \left[ \frac{p(a_k^{\text{fin}}, a_m^{\text{in}})}{p(a_m^{\text{in}}, a_k^{\text{ref}})} \right] \tag{16.6}
\]

corresponds to the classical relative entropy (or Kullback–Leibler divergence) between the joint probabilities \( p(a_k^{\text{fin}}, a_m^{\text{in}}) \) and \( p(a_m^{\text{in}}, a_k^{\text{ref}}) \) of the forward and backward processes, respectively. The Kullback–Leibler divergence is always non-negative [44], and, thus, \( \langle \sigma \rangle \geq 0 \). Here, it is worth noting how these relations are strongly connected to the results highlighted in the previous section of this chapter. In particular, \( \langle \sigma \rangle \) is effectively the amount of additional information that is required to achieve the backward process, once the quantum system has reached the final state \( \rho_\tau \), and \( \langle \sigma \rangle = 0 \) if and only if \( p(a_k^{\text{fin}}, a_m^{\text{in}}) = p(a_m^{\text{in}}, a_k^{\text{ref}}) \), i.e. if and only if \( \sigma = 0 \). Thus, the transformation from \( t = 0^- \) to \( t = \tau^+ \) can be defined to be thermodynamically irreversible if \( \langle \sigma \rangle > 0 \). When, instead, all the fluctuations of \( \sigma \) shrink around \( \langle \sigma \rangle \simeq 0 \) the system comes closer and closer to be reversible. We observe that a system transformation may be thermodynamically irreversible also if the system undergoes unitary evolutions with the corresponding irreversibility contributions due to applied quantum measurements. Also the measurements back-actions, indeed, lead to energy fluctuations of the quantum system. In case there is no evolution (identity map) and the two measurement operators are the same, then the transformation becomes reversible. Finally, we note that if the CPTP quantum map \( \Phi \) is unital, then \( p(a_k^{\text{fin}} | a_m^{\text{in}}) = p(a_m^{\text{in}}, a_k^{\text{ref}}) \), and the stochastic quantum entropy production \( \sigma \) turns out to be equal to
\[
\sigma(a_k^{\text{fin}}, a_m^{\text{in}}) = \ln \left[ \frac{p(a_m^{\text{in}})}{p(a_k^{\text{ref}})} \right] = \ln \left[ \frac{\langle \psi_{a_m} | \rho_0 | \psi_{a_m} \rangle}{\langle \phi_{a_k} | \rho_{\tau} | \phi_{a_k} \rangle} \right] \tag{16.7}
\]
16.2.1 Connection with the Quantum Relative Entropy

The irreversibility of an arbitrary system transformation within a two-time measurement scheme for an open quantum system in interaction with the environment is encoded in the mean stochastic entropy production \( \langle \sigma \rangle \). In Ref. [32], it has been proved the relation between \( \langle \sigma \rangle \) and the quantum relative entropy of the system density matrix in correspondence of the final time of the system transformation for unital CPTP quantum maps. Accordingly, under the hypotheses that (i) the reference state of the quantum fluctuation theorem is identically equal to the final density operator after the second measurement of the forward process and (ii) the first measurement of the backward process is chosen equal to the time-reversed version of the second measurement of the forward process (both hypotheses originate from the introduction of the two-time measurement scheme for the measure of \( \sigma \)), the quantum relative entropy

\[ S(\rho_{\text{fin}} \parallel \rho_{\tau}) \]

fulfills the following inequality:

\[ 0 \leq S(\rho_{\text{fin}} \parallel \rho_{\tau}) \leq \langle \sigma \rangle, \tag{16.8} \]

where the equality \( S(\rho_{\text{fin}} \parallel \rho_{\tau}) = 0 \) holds if and only if \( \rho_{\text{fin}} = \rho_{\tau} \). Moreover, for \( [O_{\text{fin}}, \rho_{\text{fin}}] = 0 \) one has \( \langle \sigma \rangle = S(\rho_{\tau}) - S(\rho_{\text{in}}) \), so that

\[ 0 = S(\rho_{\text{fin}} \parallel \rho_{\tau}) \leq \langle \sigma \rangle = S(\rho_{\text{fin}}) - S(\rho_{\text{in}}), \tag{16.9} \]

where \( S(\rho) = - \text{tr}(\rho \ln \rho) \) is the von Neumann entropy. For a closed quantum system following a unitary evolution, \( S(\rho_{\text{fin}} \parallel \rho_{\tau}) = \langle \sigma \rangle \). This result is in agreement with Eq. (16.2) [24, 25, 45], which provides a microscopic measure (in terms of the Kullback–Leibler relative entropy) of the distinguishability between the system trajectories, respectively, in the forward and backward process, when the initial state of the quantum system in both processes corresponds to a Gibbs equilibrium induced by an external thermal bath. While Eq. (16.8) is more general and includes the irreversibility contributions of both the map \( \Phi \) and the final measurement, in Eq. (16.9) due to a special choice of the observable of the second measurement we obtain \( \rho_{\text{fin}} = \rho_{\tau} \) and, thus, the quantum relative entropy vanishes while the stochastic quantum entropy production contains the irreversibility contribution only from the map, which is given by the difference between the von Neumann entropy of the final state \( S(\rho_{\text{fin}}) \) and the initial one \( S(\rho_{\text{in}}) \).

16.2.2 Statistics of Quantum Entropy Production

The statistics of the stochastic quantum entropy production \( \sigma \) can be computed by evaluating the corresponding probability distribution \( \text{Prob}(\sigma) \). Indeed, depending on the values assumed by the measurement outcomes \( \{a^{\text{fin}}\} \) and \( \{a^{\text{in}}\} \), \( \sigma \) is a fluctuating variable. Thus, each time we repeat the experiment described above for the measure
of the stochastic quantum entropy production, we shall have a different realization for $\sigma$, within a set of discrete values in case $\mathcal{S}$ is finite dimensional. The probability distribution of $\sigma$ is thus fully determined by the knowledge of the measurement outcomes and the respective probabilities (relative frequencies). In particular, let us consider again $p(a_{k}^{\text{fin}}, a_{m}^{\text{in}})$, which denotes the joint probability to obtain the measurement outcomes $a_{m}^{\text{in}}$ and $a_{k}^{\text{fin}}$. We have

$$p(a_{k}^{\text{fin}}, a_{m}^{\text{in}}) = \text{Tr} \left[ \Pi_{k}^{\text{fin}} \Phi (\Pi_{m}^{\text{in}}) \right] p(a_{m}^{\text{in}}),$$

(16.10)

where $p(a_{m}^{\text{in}})$ is the probability to obtain the measurement outcome $a_{m}^{\text{in}}$ after the first measurement of the forward process. Accordingly, the probability distribution $\text{Prob}(\sigma)$ turns out to be

$$\text{Prob}(\sigma) = \delta \left[ \sigma - \sigma(a_{m}^{\text{in}}, a_{k}^{\text{fin}}) \right] = \sum_{k,m} \delta \left[ \sigma - \sigma(a_{m}^{\text{in}}, a_{k}^{\text{fin}}) \right] p(a_{k}^{\text{fin}}, a_{m}^{\text{in}}),$$

(16.11)

where $\delta[\cdot]$ is the Dirac-delta distribution.

In the frequency domain, the properties of the corresponding probability distribution $\text{Prob}(\sigma)$ are completely defined by its Fourier transform, i.e. its characteristic function. The latter, similarly to the what is commonly done for the work and heat distribution [46], is a key quantity to be indirectly measured for the inference of the statistics of $\sigma$, and, thus, of the irreversibility for an open quantum system. The characteristic function $G(u)$ of the probability distribution $\text{Prob}(\sigma)$, with $u \in \mathbb{C}$ complex number, is defined as

$$G(u) = \int \text{Prob}(\sigma) e^{iu\sigma} d\sigma.$$

(16.12)

By substituting in Eq. (16.12) the expression of the probability distribution $\text{Prob}(\sigma)$ and exploiting the linearity of the CPTP quantum maps and of the trace (with $\Phi$ unital), the characteristic functions can be written in the following form:

$$G(u) = \text{Tr} \left[ \rho^{-iu} \Phi (\rho_{m}^{1+iu}) \right],$$

(16.13)

that will be used to effectively measure the thermodynamic irreversibility of $\mathcal{S}$. Moreover, by choosing $u = i$, we recover the Jarzynski identity $\langle e^{-\sigma} \rangle \equiv G(i) = \text{Tr} \{ \rho_{\tau} \Phi (\mathbb{1}) \} = 1$ for the stochastic quantum entropy production $\sigma$, also called integral quantum fluctuation theorem [43].

### 16.2.3 Measuring Irreversibility

Until now experiments for the measurement of the quantum entropy production statistics of an open quantum system have not been performed, even if in [32] a
procedure has recently been proposed. The latter is based on quantum estimation methods, and relies on the indirect measurement of the characteristic function $G(u = i\gamma) \equiv \langle e^{-\gamma\sigma} \rangle$ for a set of values of $\gamma \in \mathbb{R}$. In particular, the characteristic function $G(u = i\gamma)$ depends exclusively on suitable powers of the initial and final density operators of the quantum system $S$, and these density operators are diagonal in the basis of the observable eigenvectors. Thus, they can be measured by means of standard state population measurements for each value of $\gamma$. This result can lead to a significant reduction of the number of measurements that is required to reconstruct the probability distribution $\text{Prob}(\sigma)$, beyond the direct application of the definition of Eq. (16.11).

Here, we will show in a nutshell the procedure for the indirect measurement of the characteristic function $G(u = i\gamma)$, leading then to the statistics of $\sigma$: (i) Prepare the initial product state $\hat{\rho}_{\text{in}} \equiv \sum_m \Pi_m^{\text{fin}} \rho_{\text{in}}(a_m)\Pi_m^{\text{ini}}$, which is diagonal in the basis composed by the eigenvectors of the first measurement observable $O_{\text{in}}$ and, thus, defined by the probabilities $p(a_m)$. Then, after the quantum system is evolved within the time interval $[0, \tau]$, measure the occupation probabilities $p(a_k^{\text{fin}})$ and compute the stochastic quantum entropy production $\sigma$ as given in Eq. (16.6). (ii) For every chosen value of $\gamma$ (one possible choice for the optimal values of the set of real parameters $\{\gamma\}$ has been discussed in Ref. [32, 39]), prepare the quantum system in the states $\hat{\rho}_{\text{in}}(\gamma) \equiv \rho_{\text{in}}(a^\gamma) / \text{Tr} \rho_{\text{in}}(a^\gamma)$, and let it evolve. (iii) As we have that

$$
G(i\gamma) = \sum_k \sum_m \langle k | p(a_k^{\text{fin}})^\gamma | m \rangle \langle m | \Phi (\hat{\rho}_{\text{in}}(\gamma)) | k \rangle = \sum_k p(a_k^{\text{fin}})^\gamma \langle k | \Phi (\hat{\rho}_{\text{in}}(\gamma)) | k \rangle,
$$

(16.14)

after performing a trace operation with respect to the orthonormal basis which spans the Hilbert space of $S$, measure the occupation probabilities $\langle k \Phi (\hat{\rho}_{\text{in}}(\gamma)) | k \rangle$, so as to finally obtain $G(i\gamma)$.

It is worth observing that the evaluation of the characteristic functions $G(i\gamma)$ relies only on the measure of occupation probabilities, and, thus, the proposed procedure does not require full tomography. Moreover, quite remarkably, for the three steps of the procedure the required number of measurements scales linearly with the number of possible measurement outcomes (coming from the system at the initial and final stages of the transformation), or equivalently with the number of values that can be assumed by the stochastic quantum entropy production $\sigma$. In conclusion, the described procedure is able to reconstruct the statistics of the stochastic quantum entropy production without directly measuring the joint probabilities $p(a_k^{\text{fin}}, a_m^{\text{ini}})$, which instead to realize all the combinatorics concerning the measurement outcomes would require a greater number of measurements, scaling with the square of the values assumed by $\sigma$.

As a final remark, note that this stochastic approach for the quantification of irreversibility can also be applied to systems composed of more than a single particle. Indeed, in such a case the method would rely on considering as effective dimension
of the composite system the one that would allow for a unital dynamics. Then, the entropy production of each subsystem would be characterised as a function of the entropy generated by the whole system.

16.3 An Alternative Formulation to Entropy Production

This section aims at pointing out a relevant shortcoming of the formulation of entropy production in terms of the relative entropy, as discussed above. In doing so, we shall highlight a potential resolution of such issues based on the use of generalised entropy functions. The focus of our analysis is that of open quantum systems and, in order to fix the ideas, we shall assume that the dynamics of the system may be modeled by a Lindblad master equation of the form

\[
\frac{d\rho_t}{dt} = -i[H, \rho_t] + D(\rho_t),
\]

where, as before, \( \rho_t \) is the density matrix of the system, \( H \) is its Hamiltonian, while \( D(\rho_t) \) describes the dissipative process arising from its coupling to the external reservoir. In these conditions, it is often convenient to identify the formal contributions to the change of total entropy \( \Sigma(t) \) of the state of the system in terms of the equation

\[
\frac{d\Sigma(t)}{dt} = \Pi(t) - \Phi(t),
\]

where \( \Pi \geq 0 \) is the entropy production rate and \( \Phi \) is the entropy flux rate, from the system to the environment. The entropy production rate \( \Pi \) is expected to be non-zero as long as the system is out of equilibrium. This includes transient states and non-equilibrium steady-states (NESSs), where \( \frac{d\Sigma(t)}{dt} = 0 \) and therefore \( \Pi = \Phi > 0 \). The quantities \( \Pi \) and \( \Phi \) are not direct observables and must therefore be related to experimentally accessible quantities via a theoretical framework.

Let \( \rho^* \) denote the target state of \( D(\rho_t) \) (for thermal baths \( \rho^* = \rho_{eq} = e^{-\beta H}/Z \)). The formulation highlighted in the previous section of this chapter in terms of the relative entropy would lead us to the following expression for the entropy production rate \cite{31, 47, 48}

\[
\Pi = -\frac{d}{dt} S(\rho_t || \rho^*). \tag{16.17}
\]

While we have already commented on the fact that this formulation satisfies several expected properties for an entropy production, it is worth pointing out that, for a thermal bath, Eq. (16.17) may be factored in the form of Eq. (16.16), with \( \Sigma(t) \) being equal to the von Neumann entropy, so that

\[
\Phi(t) = -\frac{1}{T} \text{tr} \left[ H D(\rho) \right] \equiv \frac{\Phi_E}{T}, \tag{16.18}
\]
where $\Phi_E$ denotes the energy flux from the system to the environment. This is the well-known Clausius equality of classical thermodynamics.

Despite their clear physical interpretation, a unified approach for the formulation of entropy production beyond the limitations of such educated cases is still lacking: quantum systems open up the possibility for exploring environmental systems that go beyond the paradigm of equilibrium baths. Striking instances of this are dephasing noises and squeezed baths, whose description extends beyond the usual paradigms of equilibrium baths. Moreover, and quite remarkably, although $d\Sigma / dt$ remains finite, Eqs. (16.17) and (16.18) diverge in the limit of zero temperature of the reservoir, owing to the divergence of the relative entropy when the reference state tends to a pure state [49, 50]. This divergence is clearly an inconsistency of the theory.

Fortunately, a theory of entropy production that is applicable to systems exposed to non-equilibrium reservoirs and that cures the divergence at zero temperature is possible [51]. The key to such alternative theory is the replacement of the von Neumann entropy, which is the pillar upon which the formulations illustrated in the previous sections have been built, with the Rényi-2 entropy. The latter has a similar behaviour to von Neumann’s, but is much more convenient to manipulate, and is not pathological when pure reference states are considered.

In order to provide a framework where analytic expressions are possible, which will serve the purpose of illustration, we focus on bosonic systems characterized by Gaussian states. In this case the Rényi-2 entropy coincides (up to a constant) with the Wigner entropy [52]

$$S_W = - \int d^2 \alpha \, \mathcal{W}(\alpha^*, \alpha) \ln \mathcal{W}(\alpha^*, \alpha),$$

where $\mathcal{W}(\alpha^*, \alpha)$ is the Wigner function and the integral is over the entire complex plane. Gaussian states have a positive Wigner function, which ensures that $S_W$ is real. This link between the Rényi-2 entropy and the Wigner entropy allows for a fundamental simplification of the problem, since one may map the open system dynamics into a Fokker–Planck equation for $\mathcal{W}$ and hence employ tools of classical stochastic processes to obtain simple expressions for $\Pi$ and $\Phi$. This idea was already used in Refs. [27, 53] via a quantum-to-classical correspondence to treat the case of simple heat baths. Ref. [51] has instead demonstrated the possibility to successfully address squeezed and dephasing reservoirs, while keeping the entropy flux and entropy production rate finite for a system in contact with a thermal reservoir at zero temperature. Remarkably, for an harmonic oscillator, compact and physically clear expressions are possible for such quantities. Following Ref. [51], we have

$$\Pi = \frac{4}{\gamma (n + 1/2)} \int d^2 \alpha \frac{|J(\mathcal{W})|^2}{\mathcal{W}},$$

$$\Phi = \frac{\gamma}{n + 1/2} (\langle N \rangle - n),$$

(16.20)
where $\gamma$ is the damping rate of the oscillator, $\langle N \rangle$ is the mean excitation number for the harmonic oscillator, $\bar{n}$ is the analogous quantity for the bath, and

$$ J(W) = \frac{\gamma}{2} \left[ \alpha W + (\bar{n} + 1/2) \partial_\alpha^* W \right], \quad (16.21) $$

with $\alpha$ the complex phase-space variable of the Wigner function. It can be shown that $J$ is in a relation with the phase-space version of the dissipator $D$ akin to a continuity equation. Specifically [51]

$$ D(W) = \partial_\alpha J(W) + \partial_\alpha^* J^*(W), \quad (16.22) $$

which leads to the interpretation of $J(W)$ as an irreversible component of the probability current that is null only when the target state is a thermal one (stating the nullity of all probability currents, in this case). The inspection of Eq. (16.20) shows that, even for zero-temperature baths, $\Phi$ remains finite. In light of the relation between total entropy rate, $\Phi$ and $\Pi$, we deduce that also $\Pi$ does not diverge in such a limit, therefore providing a much more satisfactory result than the one arising from an approach based on the von Neumann entropy. The generalization to other types of baths is straightforward [51].

### 16.4 Conclusions

We have illustrated the current formulation of entropy production in both closed and open systems, highlighting its features and issues, and proposing suitable modifications aimed at defining a full-fledged framework for the characterisation of irreversibility.

**Acknowledgements** TBB acknowledges support from National Research Foundation (Singapore), Ministry of Education (Singapore), and United States Air Force Office of Scientific Research (FA2386-15-1-4082). He acknowledges helpful discussions with R. M. Serra and his group at Universidade Federal do ABC, while developing some of the work reported in this chapter as part of his Ph.D. thesis. SG gratefully thanks Filippo Caruso, Stefano Ruffo, Andrea Trombettoni, and Matthias M. Mueller for useful discussions and their support, especially during the last period of his PhD thesis. GTL would like to acknowledge the São Paulo Research Foundation, under grant number 2016/08721-7. JPS would like to acknowledge the financial support from the CAPES (PNPD program) for the postdoctoral grant. MP thanks the DiE-SFI Investigator Programme (grant 15/IA/2864), the Royal Society Newton Mobility Grant NI160057, and the H2020 collaborative Project TEQ (grant no. 766900).
References

Part III
Equilibration and Thermalization
Chapter 17
Dynamical Typicality for Initial States
with a Preset Measurement Statistics
of Several Commuting Observables

Ben N. Balz, Jonas Richter, Jochen Gemmer, Robin Steinigeweg
and Peter Reimann

17.1 Introduction and Overview

Why are macroscopic experiments reproducible, although the molecular details in
each repetition of the experiment are largely unknown and not reproducible? A first
path breaking step towards answering this question was established by Bartsch and
Gemmer [1], putting forward the following so-called dynamical typicality property:
The overwhelming majority of all pure states, which exhibit very similar expectation
values of a generic observable at some initial time, will yield very similar expec-
tation values for this observable also at any later time point, provided the relevant
Hilbert space is of large (but finite) dimension. In proving this statement, a technical
assumption is needed, which can strictly speaking only be taken for granted if the
given initial expectation value differs sufficiently little from the expectation value in
the corresponding microcanonical equilibrium state [1].

Here, we work out a significant extension of the original dynamical typicality
scenario from Ref. [1]. Namely, we consider the set of all initial states, which now
may be either pure or mixed, and for which all possible measurement outcomes for
several commuting observables exhibit certain preset expectation values (projection
probabilities). Similarly as in [1], we then show that upon evolving those initial
states according to the pertinent Schrödinger or von Neumann equation up to some
later time point, the vast majority of them still gives rise to very similar expectation
values for any given observable. But unlike in [1], the latter observable may now be
different from those which determine the initial conditions, and the dynamics may
be governed by an arbitrary, possibly even explicitly time dependent Hamiltonian.
With respect to our analytical explorations, certain partial aspects are also related to numerous previous works, for instance Refs. [2–7]. Yet the main physical conclusions as well as the technical methods are quite different. Concerning the numerical applications, the basic concepts together with the relevant previous literature will be reviewed in the last section.

Our present topic of dynamical typicality also exhibits certain similarities with non-dynamical typicality phenomena, originally due to Lloyd [8], and independently rediscovered under the labels “canonical typicality” and “concentration of measure effects” in Refs. [9, 10], see also [4, 11–15]. In those non-dynamical typicality explorations, the focus is on all quantum states of a high dimensional Hilbert space, without any further restriction regarding the expectation value of some observable, and without considering the temporal evolution of those states. The key result in this context is that the expectation value of any given observable is for the overwhelming majority of those states extremely close to the pertinent microcanonical (thermal equilibrium) expectation value of the high dimensional Hilbert space under consideration. A first main virtue of the present dynamical typicality approach is to pick out a small subset of states with distinct non-thermal features, and then to prove typicality properties of their further evolution in time.

Another main virtue of such an approach is to admit statements about the time evolution without actually solving the dynamics. As exemplified by Chaps. 18 and 19, the latter is a very challenging task in itself and is outside the conceptual framework of our present chapter. On the other hand, our approach goes beyond the scope of Chaps. 18, 19 and 20 in that our systems are in general not even required to exhibit equilibration or thermalization in the long time limit. Moreover, our dynamical typicality based numerical scheme can deal with considerably larger systems than many other methods, such as exact diagonalization.

17.2 General Framework

We consider quantum mechanical model systems, which can be described by a Hilbert space \( \mathcal{H} \) of large but finite dimension \( D \). The initial state of the system will be specified in terms of a set of commuting observables,\(^1\) whose common eigenspaces are denoted as \( \mathcal{H}_n \) with \( n = 1, \ldots, N \). Hence the projectors \( P_n \) onto those subspaces \( \mathcal{H}_n \) satisfy \( P_m P_n = \delta_{mn} P_n \) and \( \sum_{n=1}^{N} P_n = 1_H \) (identity on \( \mathcal{H} \)), and the dimensions of the \( \mathcal{H}_n \) are given by

\[
d_n = \text{Tr}\{P_n\},
\]

with \( D = \sum_{n=1}^{N} d_n \).

\(^1\)The set of commuting observables is not required to be complete, and even a single observable is admissible.
Denoting by $\rho(0)$ any density operator (pure or mixed system state) at the initial time $t = 0$, and considering the $P_n$’s as observables, the corresponding expectation values (projection probabilities) are given by

$$p_n = \text{Tr}\{\rho(0) P_n\} \quad (17.2)$$

with $p_n \geq 0$ and $\sum_{n=1}^{N} p_n = 1$. At the focus of our present investigation will be the set of all initial states $\rho(0)$ which satisfy the $N$ constraints (17.2) for arbitrary but fixed values of the projection probabilities $\{p_n\}_{n=1}^{N}$.

Physically speaking, we have mainly quantum many-body systems in mind where, following von Neumann [16], it seems reasonable to expect that a simultaneous measurement of two or more (almost) commuting observables is indeed feasible. In many cases, some or all of those observables will correspond to macroscopic (coarse grained) quantities and one of them will usually be the energy (coarse grained Hamiltonian). Although such an (approximate) commutation of those coarse grained observables is usually rather difficult to justify more rigorously, it is commonly considered as a plausible working hypothesis [15, 17–22]. For example, we may be dealing with multiple macroscopic observables, that can be measured simultaneously, or with a single microscopic observable together with the coarse grained Hamiltonian: Indeed, it appears as a decent working hypothesis to assume that the measurement, e.g., of a single particle velocity leaves the (coarse grained) energy distribution of the many-body system practically unaffected. On the other hand multiple microscopic observables are not expected to commute even approximately. It should be emphasized that within this mindest not the exact Hamiltonian, which governs the dynamics, but only its coarse grained counterpart is imagined to (approximately) commute with the coarse grained macroscopic observables. In particular, the observables are not required to be conserved quantities. We also emphasize that this physical interpretation of the considered mathematical setup will never be actually used in our subsequent calculations.

Our next observation is that any real measurement device can only exhibit a limited number of different possible outcomes. For instance, a digital instrument with $K$ digits can only display $10^K$ different measurement values. Hence, we can and will assume that the number $N$ of common eigenspaces of all the commuting observables at hand respects some reasonable bound, say

$$N \leq 10^{20}. \quad (17.3)$$

Differently speaking, the number of commuting observables as well as their resolution limits are assumed to remain experimentally realistic. In principle, also very low $N$ values are conceivable and admitted in what follows. In the extreme case, there may be just one observable with two different possible measurement outcomes, implying $N = 2$. 
On the other hand, for generic macroscopic systems with typically $f \approx 10^{23}$ degrees of freedom, the dimension $D$ of the relevant Hilbert space is exponentially large in $f$. For instance, $\mathcal{H}$ may be an energy shell, spanned by the eigenvalues of the system Hamiltonian with eigenenergies within an energy interval, which is macroscopically small (well defined macroscopic system energy) but microscopically large (exponentially large $D$). As a consequence, at least one of the subspaces $\mathcal{H}_n$ must be extremely high dimensional. More generally, it appears reasonable to assume that many or even all the $\mathcal{H}_n$ will exhibit a very large dimensionality $d_n$, at least as long as peculiarities such as experimentally resolvable gaps in the measurement spectra are absent. Note that even if all $d_n$’s are large, some of them may still be very much larger than others.

Compared to the above mentioned previous works (see Introduction), we thus admit the possibility of a relatively detailed knowledge about the initial system state: Not only one single expectation value, but rather the full statistics of all possible measurement outcomes of all the commuting observables is considered to be (approximately) fixed via the preset values of the projection probabilities $p_n$ in (17.2). Yet, this information is obviously still far from being sufficient to uniquely determine the actual microscopic initial state $\rho(0)$ of the system.

The time evolution of any given initial state $\rho(0)$ in (17.2) is governed by the usual Schrödinger or von Neumann equation. For our present purposes it is particularly convenient to adopt the Heisenberg picture of quantum mechanics to express the time-dependent expectation value of any given observable, described by some Hermitian operator $A$, as

$$\langle A \rangle_{\rho(t)} := \text{Tr}\{\rho(0)A_t\},$$

$$A_t := \mathcal{U}_t^\dagger A \mathcal{U}_t,$$  \hspace{1cm} (17.4)

where $\mathcal{U}_t$ is the quantum-mechanical time evolution operator. For a time-independent Hamiltonian $H$, the propagator $\mathcal{U}_t$ takes the simple form $\exp\{-iHt/\hbar\}$, but in full generality, also any explicitly time dependent Hamiltonian $H(t)$ is admitted in (17.4), (17.5). In particular, the system is not required to exhibit equilibration or thermalization in the long time limit (see Chap. 18).

Finally, largely arbitrary observables $A$ are admitted in (17.5), except for the weak and physically reasonable restriction that the measurement range

$$\Delta_A := a_{\text{max}} - a_{\text{min}},$$

i.e., the difference between the largest and smallest possible eigenvalues (or measurement outcomes) of $A$ must be finite, and that the maximal resolution $\delta A$ of the considered measurement device must not be unrealistically small compared to $\Delta_A$. For instance, if the measurement device yields at most $K$ relevant digits, then we know that $\Delta_A/\delta A \leq 10^K$. Alternatively, $\delta A$ may also account for the finite precision when solving the considered quantum system by numerical means, or simply for the accuracy with which we actually want or need to know the expectation value in
In any case, the natural reference scale for $\delta A$ is the measurement range from (17.6), i.e., the appropriate quantity to consider is the ratio between resolution and range,

$$R := \frac{\delta A}{\Delta A}.$$  \hfill (17.7)

### 17.3 Main Idea and Result

In essence, our main idea will be as follows: We start by distributing all initial states $\rho(0)$ compatible with (17.2) into different subsets. Next, we show that the vast majority of all $\rho(0)$’s within any given subset exhibits very similar expectation values in (17.4) for an arbitrary but fixed $A_t$. Finally, we will see that the average of the expectation values in (17.4) over all $\rho(0)$’s from one subset is actually equal for all subsets. As a consequence, the expectation values in (17.4) must be very similar for the vast majority of all $\rho(0)$’s which satisfy (17.2), independently of the subset to which each of them belongs. In order to show the similarity of (17.4) for most $\rho(0)$’s within one subset, certain (quite weak) assumptions will be required. Once again, these requirements will turn out to be the same for all subsets and thus for all $\rho(0)$ which satisfy (17.2).

To begin with, we denote by $U_n$ any unitary transformation within the subspace $\mathcal{H}_n$ introduced above Eq. (17.1), i.e., $U_n : \mathcal{H}_n \to \mathcal{H}_n$ and $U_n^\dagger U_n = 1_{\mathcal{H}_n}$ (identity on $\mathcal{H}_n$). As usual, this operator on $\mathcal{H}_n$ can be readily “lifted” to the full space $\mathcal{H}$, i.e., the same symbol $U_n$ now denotes an operator on $\mathcal{H}$ with the key properties that $U_n^\dagger U_n = P_n$ and $U_n P_m = P_m U_n = \delta_{mn} U_n$ for all $m, n \in \{1, \ldots, N\}$. One thus can infer that

$$U := \sum_{n=1}^{N} U_n$$  \hfill (17.8)

is a unitary transformation on $\mathcal{H}$, i.e., $U^\dagger U = 1_{\mathcal{H}}$. The set of unitaries $U$ which can be generated via all possible choices the $U_n$’s in (17.8) is denoted as $S_U$. One readily confirms that any $U \in S_U$ commutes with all the $P_n$’s. Furthermore, if $\rho(0)$ satisfies the $N$ constraints (17.2), then also

$$\rho_U(0) := U^\dagger \rho(0) U$$  \hfill (17.9)

will do so for all $U \in S_U$.

Any given $\rho(0)$ which satisfies (17.2) thus generates one of the above announced subsets, namely $S_{\rho(0)} := \{\rho_U(0) \, | \, U \in S_U\}$. Obviously, many different $\rho(0)$’s which satisfy (17.2) generate identical subsets $S_{\rho(0)}$. On the other hand, the union of all subsets contains all $\rho(0)$’s which satisfy (17.2). As an aside we note that all $\rho(0)$’s
from the same subset exhibit the same spectrum, but not all \( \rho(0) \)'s with same spectrum belong to the same subset.

Finally, we assign a probability to the \( U \in SU \) as follows: For any given \( n \), the \( U_n \)'s are assumed to be uniformly distributed (Haar measure with respect to the subspace \( H_n \)), i.e., all of them are equally probable and statistically independent of each other for different indices \( n \). Accordingly, the probability of \( U \) in (17.8) is defined as the joint probability of all the \( U_n \)'s appearing on the right hand side, i.e., each combination of \( U_n \)'s in (17.8) is realized with equal probability. Averaging any \( U \)-dependent quantity \( X(U) \) over all \( U \)'s according to this probability measure is henceforth indicated by the symbol \( [X(U)]_U \).

Intuitively, this choice is extremely natural. Indeed, if it is understood that the probability of any \( \rho_U(0) \) within a given set \( S_{\rho(0)} \) equals the probability of \( U \), then our above choice is the only one which is consistent, i.e., each \( \rho(0) \) which generates the same set \( S_{\rho(0)} \) also generates the same probability measure on it.

Next we consider \( A \) and \( t \) in (17.5) and thus \( A_t \) in (17.4) as arbitrary but fixed. In general, different \( \rho(0) \)'s which satisfy (17.2) are expected to entail different expectation values in (17.4). Focusing on all \( \rho(0) \)'s which belong to the same, arbitrary but fixed subset \( S_{\rho(0)} \), one finds for the average and the variance of the expectations values in (17.4) the following results

\[
\mu_t := [\text{Tr}\{\rho_U(0)A_t}\}]_U = \sum_{n=1}^{N} \frac{p_n}{d_n} \text{Tr}\{A_t P_n\}, \quad (17.10)
\]

\[
\sigma_t^2 := [\text{Tr}\{\rho_U(0)A_t\} - \mu_t]^2}_U \leq \lambda \Delta_n^2, \quad (17.11)
\]

\[
\lambda := 5 \max_n \left( \frac{p_n}{d_n} \right) . \quad (17.12)
\]

These relations (17.10)–(17.12) represent the main result of our present work. However, their detailed derivation is tedious, not very insightful, and hence postponed to the Appendix.

### 17.4 Discussion

As announced at the beginning of the previous section, the right hand side of (17.10) is independent of the actual subset \( S_{\rho(0)} \), over which the average on the left hand side is performed, and likewise for (17.11). Hence, the following conclusion, which a priori implicitly assumes that the \( \rho(0) \)'s are randomly sampled from one single subset \( S_{\rho(0)} \), de facto also remains true when randomly sampling \( \rho(0) \)'s from any of those subsets, i.e., for all \( \rho(0) \)'s which satisfy (17.2). Taking into account this fact and (17.11), it follows either obviously or by exploiting the so-called Chebyshev (or Markov) inequality that
\[ \text{Prob} \left( |\text{Tr}\{\rho(0)A_t\} - \mu_t| > \epsilon \right) \leq \lambda \left( \Delta A / \epsilon \right)^2 \]  

(17.13)

for any \( \epsilon > 0 \), where the probability on the left hand side is understood as the fraction of all \( \rho(0) \)'s compatible with (17.2), for which \( \text{Tr}\{\rho(0)A_t\} \) differs by more than \( \epsilon \) from the mean value \( \mu_t \). If we choose for \( \epsilon \) the pertinent experimental, numerical, or theoretically required resolution \( \delta A \) in (17.7), then

\[ \lambda \ll R^2 \]  

(17.14)

implies that \( \text{Tr}\{\rho(0)A_t\} \) can be considered as indistinguishable\(^2\) from \( \mu_t \) for the vast majority of all \( \rho(0) \)'s which satisfy (17.2). In view of (17.4) and (17.10) this means that all those \( \rho(0) \)'s satisfy the approximation

\[ \langle A \rangle_{\rho(t)} = \text{Tr}\{\rho_{\text{gmc}}A_t\} \]  

(17.15)

for our purposes practically perfectly well, where

\[ \rho_{\text{gmc}} := \sum_{n=1}^{N} p_n \rho_{\text{mc}}^{(n)} , \]  

(17.16)

\[ \rho_{\text{mc}}^{(n)} := \frac{1}{d_n} P_n . \]  

(17.17)

With (17.1) one readily sees that \( \rho_{\text{mc}}^{(n)} \) in (17.17) amounts to a microcanonical density operator on the subspace \( \mathcal{H}_n \), hence \( \rho_{\text{gmc}} \) in (17.16) may be viewed as a “generalized microcanonical ensemble”, properly accounting for the preset weight \( p_n \) of each subspace in (17.2).

According to the definitions (17.1) and (17.2), the ratio \( p_n / d_n \) may be viewed as the (mean) population per eigenstate within any given eigenspace \( \mathcal{H}_n \). Recalling that \( p_n \geq 0 \), \( \sum_{n=1}^{N} p_n = 1 \), and that the total number of eigenstates \( D \) is unimaginably large, it is obvious that (17.14) with (17.7) and (17.12) will be satisfied under many very common circumstances. For instance, one often expects (see below (17.3)) that the dimension \( d_n \) of every eigenspace \( \mathcal{H}_n \) is so large that (17.14) is automatically fulfilled without any further restriction regarding the \( p_n \)'s in (17.12). Moreover, even if certain subspaces \( \mathcal{H}_n \) should happen to be relatively low dimensional, it will be sufficient that their “weights” \( p_n \) are not unreasonably large (compared to their relatively low dimensions) in order to still guarantee (17.14). Note that this argument even admits that \( d_n = 1 \) for all \( n \), though such cases seem physically unrealistic according to the considerations below (17.3).

Finally, it is possible to further generalize our so far results in the following two ways:

\(^2\)More sophisticated distinguishability measures between quantum states than expectation values could in principle be taken into account along similar lines as in Ref. [23].
First, there may be one exceptional subspace $\mathcal{H}_n$ of dimension $d_n = 1$, for which $p_n$ is not restricted at all. In other words, one $n$ with $d_n = 1$ may be disregarded when taking the maximum on the right hand side of (17.12). For instance, this case may be of interest for a system with a non-degenerate ground state, which is energetically separated by a gap from the first excited state and thus may exhibit an exceptionally large (macroscopic) population $p_n$ compared to all the other level populations $p_m/d_m$ with $m \neq n$. The derivation of this generalization amounts to a straightforward combination of the approach in Refs. [23, 24] and in the Appendix below, and is therefore omitted.

Second, not all weights $p_n$ may be known, but, say, only those with indices $n \in \{1, \ldots, N'\}$, where $N' < N$. Accordingly, there are only $N'$ constraints of the form (17.2) with $p_n \geq 0$ and $\sum_{n=1}^{N'} p_n \leq 1$. It follows that the union (direct sum) of all the remaining subspaces $\tilde{\mathcal{H}} := \mathcal{H}_{N'+1} \oplus \cdots \oplus \mathcal{H}_N$ will be populated with probability $\tilde{P} := 1 - \sum_{n=1}^{N'} p_n$ and that the projector onto this subspace $\tilde{\mathcal{H}}$ is given by $\tilde{P} := P_{N'+1} + \cdots + P_N$. Altogether the case at hand can thus be reduced to the original situation with a new “effective” $N$ value, namely $N = N' + 1$, complemented by $P_N := \tilde{P}$ and $p_N := \tilde{p}$.

Taking for granted that condition (17.14) is satisfied, it follows that the expectation values of $A$ at time $t$ on the left hand side of (17.15) are practically indistinguishable from each other for the vast majority of all initial states $\rho(0)$ which satisfy the $N$ constraints (17.2), i.e., we recover our main dynamical typicality result announced in the first section.

Note that there may still be a small set of “untypical” $\rho(0)$’s which satisfy (17.2) but notably violate the approximation (17.15). Recalling that $A$ and $t$ in (17.5) and thus $A_t$ in (17.4) are still considered as arbitrary but fixed (see above (17.10)), this set of “untypical” $\rho(0)$’s will usually be different for different time points $t$ and/or different observables $A$. In this context, it is worth noting that the upper bound in (17.11) does not depend on $t$. Since averaging over $U$ and integrating over $t$ are commuting operations, we thus can conclude from (17.11) that

$$Q := \left[ q_U \right]_U \leq \lambda \Delta A^2,$$  \tag{17.18}$$

where

$$q_U := \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \xi_U^2(t) \, dt \tag{17.19}$$

and

$$\xi_U(t) := \text{Tr}\{\rho_U(0)A_t\} - \mu_t \tag{17.20}$$

for arbitrary $t_2 > t_1 \geq 0$. Since $q_U \geq 0$, one can conclude as before from (17.14) and (17.18) that the quantity $q_U$ must be very small for the vast majority of all $\rho(0)$’s. For any given such $\rho(0)$, also the integrand $\xi_U^2(t)$ in (17.19) must be very
small simultaneously for all \( t \in [t_1, t_2] \), apart from a negligible small fraction of exceptional times \( t \)'s. For sufficiently small \( \lambda \) in (17.14), those exceptional \( t \)'s become unobservably rare and can be ignored. We thus can conclude that for any given time interval and any given observable \( A \), most \( \rho(0) \)'s which satisfy (17.2) exhibit very similar expectation values of \( A \) over the entire time interval.

Formally, this typical time evolution is given by the right hand side of (17.15), but its explicit quantitative evaluation is usually very difficult (see Chaps. 18 and 19) and goes beyond the scope of our present work. In fact, it is exactly one of the main conceptual virtues of such a dynamical typicality approach that interesting predictions can be obtained without actually solving the dynamics. In particular, our present finding helps us to better understand and explain the well established fact that a few macroscopic features are sufficient to ensure the reproducibility of experimental measurements despite many unknown and uncontrollable microscopic details of the system.

### 17.5 Typicality as Numerical Technique

As already mentioned at the end of the previous section, the typical time evolution is given by the expression for the ensemble average on the right hand side of (17.15). The precise quantitative evaluation of this expression can be a challenging task for a specific observable and many-body quantum model and therefore it very often has to be done numerically (see Chap. 19). In this context, the left hand side of (17.15) turns out to be very useful in order to establish a powerful numerical technique [6, 25–32]. This technique employs the fact that, for a fixed initial value (17.2), the ensemble average is accurately imitated by a single pure state. This section describes such a dynamical typicality based numerical method and its central advantages.

To start with, it is convenient to discuss existing numerical approaches. Within the large variety of different approaches, a straightforward and widely used procedure is the direct evaluation of the ensemble average via

\[
\text{Tr}[\rho_{\text{gmc}} A_t] = \sum_{\mu, \nu = 1}^{D} \langle \mu | \rho_{\text{gmc}} | \nu \rangle \langle \nu | A | \mu \rangle e^{i(E_\nu - E_\mu) t / \hbar},
\]

(17.21)

where \( |\mu\rangle \), \( |\nu\rangle \) and \( E_\mu, E_\nu \) are the eigenstates and corresponding eigenenergies of a given many-body Hamiltonian \( H \). In principle, these eigenstates and eigenenergies can be calculated numerically by the exact diagonalization of systems of finite size. However, because the Hilbert-space dimension \( D \) grows exponentially fast in the number of degrees of freedom, exact diagonalization is only feasible for rather small system sizes and finite-size effects can be huge. For a Heisenberg spin-1/2 chain of length \( L \), for example, \( D = 2^L \) and \( L_{\text{max}} \sim 20 \) is the maximum length treatable [27–30]. For a Fermi–Hubbard chain with \( L \) sites, as another important example, \( D = 4^L \) and \( L_{\text{max}} \sim 10 \) is even much less. Clearly, if the Hamiltonian \( H \) and the observable \( A \) have common and mutually commuting symmetries, such as total
magnetization/particle number or translation invariance, it is also possible to exploit these symmetries via

$$\text{Tr}\{\rho_{\text{gmc}} A_t\} = \sum_{m=1}^{M} \sum_{\mu, \nu=1}^{d_m} \langle m, \mu | \rho_{\text{gmc}} | m, \nu \rangle \langle m, \nu | A | m, \mu \rangle e^{i(E_{m, \mu} - E_{m, \nu})t/\hbar}. \quad (17.22)$$

However, using these symmetries for the above examples yields a largest subspace with the dimension $d_m$ being $d_m \approx (L, L/2)/L$ for the Heisenberg spin-1/2 chain and $d_m \approx (2L, L)/L$ for the Fermi–Hubbard chain [33], where the bracket $(n, k) := n!/k! \cdot (n-k)!$ denotes the binomial coefficient. In fact, symmetries are already exploited to reach the aforementioned system sizes $L_{\text{max}}$.

As compared to exact diagonalization (see Chap. 19), a dynamical typicality based scheme can treat much larger Hilbert spaces and thus allows for significant progress in the context of real-time dynamics of expectation values. This scheme is based on (17.15) with a randomly sampled initial state of the form

$$\rho(0) := \frac{1}{2} \langle \psi | \rho_{\text{gmc}} | \psi \rangle (\rho_{\text{gmc}} | \psi \rangle \langle \psi | + \text{h.c.}), \quad (17.23)$$

with the (unnormalized) pure state

$$|\psi\rangle := \sum_{k=1}^{D} (a_k + i b_k) |k\rangle, \quad (17.24)$$

where $|k\rangle$ is an arbitrary but fixed orthonormal basis, and where the $a_k$ and $b_k$ are independent, normally distributed random variables (i.e. Gaussian distributed with zero mean and unit variance). One readily confirms that all statistical properties of the random ensemble of pure states in (17.23) are independent of the choice of the basis $|k\rangle$ in (17.24). In particular, this basis needs not to be the eigenbasis of $H$. Rather, any numerically convenient basis will do the job. In particular, the basis can be but does not need to be adapted to the symmetries of the specific system under consideration.

It readily follows that $\rho(0)^\dagger = \rho(0)$ and $\text{Tr}\{\rho(0)\} = 1$. Moreover, by means of similar calculations as in the section “Main idea and results” one finds that

$$\langle \psi | P_n \rho_{\text{gmc}} | \psi \rangle = \frac{P_n}{d_n} \langle \psi | P_n | \psi \rangle \approx 2 \, p_n, \quad \langle \psi | \rho_{\text{gmc}} | \psi \rangle = \sum_{n=1}^{N} \frac{P_n}{d_n} \langle \psi | P_n | \psi \rangle \approx 2 \quad (17.25)$$

for sufficiently large subspace dimensions $d_n$. For the initial state $\rho(0)$ in (17.23), these two equations lead to the expectation value $\text{Tr}\{P_n \rho(0)\} \approx p_n$, i.e., the condition in (17.2). Therefore, (17.15) applies to this initial state and yields
\[
\text{Tr}\{\rho_{gmc} A_t\} \approx \frac{\langle \psi| (\rho_{gmc} A_t + \text{h.c.}) |\psi\rangle}{2 \langle \psi| \rho_{gmc} |\psi\rangle} = \frac{\text{Re} \langle \psi| \rho_{gmc} A_t |\psi\rangle}{\langle \psi| \rho_{gmc} |\psi\rangle} \quad (17.26)
\]
and, using \(\langle \psi| \rho_{gmc} |\psi\rangle \approx 2\) again, as well as \(\langle \psi| \psi\rangle \approx 2D\), one obtains the relation
\[
\text{Tr}\{\rho_{gmc} A_t\} \approx D \frac{\text{Re} \langle \psi| \rho_{gmc} A_t |\psi\rangle}{\langle \psi| \psi\rangle} . \quad (17.27)
\]
Thus, the trace \(\text{Tr}\{\bullet\}\) is essentially replaced by a scalar product \(\langle \psi| \bullet |\psi\rangle\) involving a single pure state drawn at random from a Hilbert space of finite but high dimension \(D\). This relation can be also written in the form
\[
\text{Tr}\{\rho_{gmc} A_t\} \approx D \frac{\text{Re} \langle \Phi(t)| A |\varphi(t)\rangle}{\langle \varphi(0)|\varphi(0)\rangle} \quad (17.28)
\]
with the two auxiliary pure states
\[
|\varphi(t)\rangle := e^{-iHt/\hbar} |\psi\rangle, \quad |\Phi(t)\rangle := e^{-iHt/\hbar} \rho_{gmc} |\psi\rangle . \quad (17.29)
\]
Note that these pure states look similar but differ from each other because of the additional operator \(\rho_{gmc}\) in the definition of \(|\Phi(t)\rangle\).

A central advantage of the relation in (17.28) is that no time dependence of operators occurs. Instead, the full time dependence appears as a property of pure states only. As a consequence, one does no need to (i) employ exact diagonalization and (ii) store full matrices in computer memory. To see that exact diagonalization can be circumvented, consider the Schrödinger equation
\[
\frac{d}{dt} |\varphi(t)\rangle = - \frac{i}{\hbar} H |\varphi(t)\rangle \quad (17.30)
\]
for \(|\varphi(t)\rangle\). This differential equation and the corresponding equation for \(|\Phi(t)\rangle\) can be solved numerically by straightforward iterator schemes like fourth-order Runge–Kutta [27–29] or more sophisticated schemes like Trotter decompositions or Chebyshev polynomials [34, 35]. Still, one has to implement the action of the Hamiltonian on pure states. Since it is possible to carry out these matrix-vector multiplications without storing matrices in computer memory, the memory requirement of the algorithm is set only by the size of vectors, i.e., \(\mathcal{O}(D)\) or, in case of symmetry reduction, \(\mathcal{O}(d_m)\). Nevertheless, to reduce the run time of the algorithm, it is convenient to store at least parts of matrices in computer memory. In this respect, one can profit from the fact that the Hamiltonian is usually a few-body operator with a sparse-matrix representation. Thus, the memory requirement essentially remains linear in the relevant Hilbert-space dimension. In this way, for the above example of a Heisenberg spin-1/2 chain, \(L_{\text{max}} = 34\) [28] has been reached using medium-sized
clusters while $L_{\text{max}} > 34$ is feasible using massive parallelization and supercomputers [30, 36]. As compared to exact diagonalization, the corresponding Hilbert space dimension is larger by several orders of magnitude, e.g., by a factor $2^{34}/2^{20} = \mathcal{O}(10^4)$. For such finite but already huge Hilbert spaces, the typicality-related approximation error has been demonstrated to be negligibly small, by a detailed comparison with other state-of-the-art numerical methods including time-dependent density-matrix renormalization group [28] and Lanczos diagonalization [29].

To illustrate the accuracy of the numerical method and the validity of the analytical considerations of the last sections in detail, let us consider the Heisenberg spin-$1/2$ chain and the specific operators $n_r = S_r^z + 1/2$, where $S_r^z$ is the $z$-component of a spin at site $r$. These $L$ local operators are mutually commuting and can be adjusted independently between 0 and 1. We choose initial conditions $\rho(0)$ with $\langle n_r \rangle_{\rho(0)} = 1$ at a single site $r$ and $\langle n_{r'} \rangle_{\rho(0)} = 1/2$ at all other sites $r' \neq r$. This choice corresponds to $\rho_{\text{gmc}} = n_r/2^{L-1}$ and, for the observable $A = n_r$, the ensemble average is then given by the two-point correlation function $\text{Tr}(\rho_{\text{gmc}} A_t) = \text{Tr}(n_n n_r(t))/2^{L-1}$ at formally infinite temperature, see (17.31) below or Ref. [30]. In Fig. 17.1a we show this ensemble average, as obtained from exact diagonalization for a finite lattice with $L = 14$ sites. We further depict the approximation in Eq. (17.28), as obtained from the Runge–Kutta propagation of a random pure state. Clearly, both curves are very close to each other, especially in view of the small $L = 14$. Moreover, an agreement of the same quality is found for another random pure state. In Fig. 17.1c we compare the approximation in Eq. (17.28) for two different pure states drawn at random and a substantially larger lattice with $L = 28$ sites. Apparently, the corresponding curves are much closer to each other. This closeness demonstrates the fact that the approximation in Eq. (17.28) becomes exact in the thermodynamic limit $L \to \infty$.

Remarkably, typicality also provides the basis of a numerical approach to autocorrelation functions at finite temperatures. This approach is based on the relation [27–29]

$$\frac{\text{Re } \text{Tr}(e^{-\beta H} A A_t)}{\text{Tr}(e^{-\beta H})} \approx \frac{\text{Re } \langle \psi | e^{-\beta H} A A_t | \psi \rangle}{\langle \psi | e^{-\beta H} | \psi \rangle},$$  

(17.31)

where $\beta = 1/k_B T$ denotes the inverse temperature and $|\psi\rangle$ is a randomly sampled pure state as defined before. Thus, once again, the trace $\text{Tr}[\bullet]$ is replaced by the scalar product $\langle \psi | \bullet | \psi \rangle$. Similar to (17.28), this relation can be rewritten as

$$\frac{\text{Re } \text{Tr}(e^{-\beta H} A A_t)}{\text{Tr}(e^{-\beta H})} \approx \frac{\text{Re } \langle \varphi_\beta(t) | A | \varphi_\beta(t) \rangle}{\langle \varphi_\beta(0) | \varphi_\beta(0) \rangle}$$  

(17.32)

with the two modified auxiliary pure states

$$|\varphi_\beta(t)\rangle := e^{-iHt/\hbar} e^{-\beta H/2} |\psi\rangle, \quad |\Phi(t)\rangle := e^{-iHt/\hbar} A e^{-\beta H/2} |\psi\rangle.$$  

(17.33)
An important difference between these pure states and the ones in (17.29) is the additional occurrence of the imaginary time $\beta$. As the dependence on real time $t$, this dependence can be obtained from iteratively solving an imaginary-time Schrödinger equation,

$$\frac{d}{d\beta} |\varphi\beta(0)\rangle = -\frac{1}{2} H |\varphi\beta(0)\rangle$$

for $|\varphi\beta(0)\rangle$ and analogously for $|\Phi\beta(0)\rangle$. Certainly, typicality arguments justify the relation in (17.32) only, if the dimensions of the relevant energy subspaces are sufficiently large. If the inverse temperature $\beta$ is small, the dominant contribution stems from energy subspaces far from the borders of the spectrum. However, if the inverse temperature $\beta$ is large, the dominant contribution stems from small energy subspaces close to the lower border of the spectrum and typicality arguments cannot be employed any further [31].

Interestingly, however, this relation does not break down in the limit $\beta \to \infty$ and even becomes exact in this limit. This fact follows from the definition of the two pure states in (17.33) and whenever the random pure state $|\psi\rangle$ has a finite overlap with the ground state $|\mu_0\rangle$,

$$|\langle \mu_0 |\psi\rangle| > 0,$$

even if this overlap is tiny. Then,

$$\lim_{\beta \to \infty} \frac{|\varphi\beta(t)\rangle}{\sqrt{\langle \varphi\beta(0) |\varphi\beta(0)\rangle}} = e^{-iHt/\hbar} |\mu_0\rangle, \quad \lim_{\beta \to \infty} \frac{|\Phi\beta(t)\rangle}{\sqrt{\langle \Phi\beta(0) |\Phi\beta(0)\rangle}} = e^{-iHt/\hbar} A |\mu_0\rangle$$

and, as a consequence,
\[
\lim_{\beta \to \infty} \frac{\text{Re} \langle \Phi_\beta(t) \mid A \mid \varphi_\beta(t) \rangle}{\langle \varphi_\beta(0) \mid \varphi_\beta(0) \rangle} = \text{Re} \langle \mu_0 \mid A A_t \mid \mu_0 \rangle.
\] (17.37)

Thus, in conclusion, Eq. (17.32) also provides a reasonable numerical approach to low temperatures.
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Appendix

This appendix provides the detailed derivation of the main result (17.10)–(17.12) of our present work. For notational simplicity, we adopt the abbreviations

\[
\rho := \rho(0)
\] (17.38)

\[
B := A_t.
\] (17.39)

where \(A_t\) is defined in (17.5). It follows that the eigenvalues of \(B\) are identical to those of \(A\). In particular, the measurement range \(\Delta_B\) of \(B\) will agree with the measurement range \(\Delta_A\) of \(A\) from (17.6), i.e.,

\[
\Delta_A = \Delta_B.
\] (17.40)

**Derivation of (17.10)**

For any given \(n \in \{1, \ldots, N\}\), we denote by \(\{|n, a\rangle\}_{a=1}^{d_n}\) an arbitrary but fixed orthonormal basis of \(\mathcal{H}_n\). The union of all those bases thus amounts to an orthonormal basis of \(\mathcal{H}\), i.e.,

\[
\sum_{n=1}^{N} \sum_{a=1}^{d_n} |n, a\rangle \langle n, a| = \mathbb{I}_H.
\] (17.42)

Inserting \(1_H\) from (17.42) three times into the definition of \(\mu_t\) in (17.10) and observing (17.9) yields

\[
\mu_t = \left[ \sum_{l,j,m,n} \sum_{\alpha,\beta,a,b} \langle l, \alpha \mid U^\dagger \mid m, a\rangle \langle m, a \mid \rho \mid n, b\rangle \langle n, b \mid U \mid j, \beta \rangle \langle j, \beta \mid B \mid l, \alpha \rangle \right]_U
\] (17.43)
In the last step above we used $\langle n, b | U | m, \beta \rangle = \delta_{mn} \langle n, b | U | n, \beta \rangle$ since any $U \in S_U$ commutes with all the $P_n$’s as mentioned below (17.8). Now, we define the abbreviation for the basis representation of the $U_n$ introduced above (17.8) as

$$U_{n,b\beta} := \langle n, b | U_n | n, \beta \rangle = \langle n, b | U | n, \beta \rangle.$$ (17.44)

This enables us to rewrite Eq. (17.43) as

$$\mu_l = \sum_{m,n} \sum_{\alpha,\beta,a,b} \langle m, a | \rho | n, b \rangle \langle n, \beta | B | m, \alpha \rangle \left[ U_{m,a\alpha}^* U_{n,b\beta} \right]_{U_l}.$$ (17.45)

To continue evaluating this expression we revert to [37]. There, the following is stated for the average over uniformly (Haar) distributed unitaries³:

$$\left[ U_{l,a_1 b_1} \ldots U_{l,a_n b_n} U_{l,\alpha_1 \beta_1}^* \ldots U_{l,\alpha_n \beta_n}^* \right]_{U_l} = \delta_{mn} \sum_{\Pi,\Pi'} V_{\Pi,\Pi'} \prod_{j=1}^n \delta_{a_j \alpha_{\Pi(j)}} \delta_{b_j \beta_{\Pi'(j)}}.$$ (17.46)

Quoting verbatim from [37]: “the summation is over all permutations $\Pi$ and $\Pi'$ of the numbers $1, \ldots, n$. The coefficients $V_{\Pi,\Pi'}$ depend only on the cycle structure of the permutation $\Pi^{-1} \Pi'$. Recall that each permutation of $1, \ldots, n$ has a unique factorization in disjoint cyclic permutations (“cycles”) of lengths $c_1, \ldots, c_k$ (where $n = \sum_{j=1}^k c_j$). The statement that $V_{\Pi,\Pi'}$ depends only on the cycle structure of $\Pi^{-1} \Pi'$ means that $V_{\Pi,\Pi'}$ depends only on the lengths $c_1, \ldots, c_k$ of the cycles in the factorization of $\Pi^{-1} \Pi'$. One may therefore write $V_{c_1,\ldots,c_k}$ instead of $V_{\Pi,\Pi'}$. The factors $V_{c_1,\ldots,c_k}$ are given by the columns “CUE” of Tables II and IV in [37].

As said below (17.9), the symbol $[\ldots]_U$ indicates an average over all $U_n$ within each $\mathcal{H}_n$ according to the Haar measure. Averages over Haar measures in distinct eigenspaces are statistically independent (see below (17.9)). Thus, by applying (17.46)–(17.45) we see that $m$ has to equal $n$ or the average vanishes

$$\mu_l = \sum_{n=1}^N \sum_{\alpha,\beta,a,b} \langle n, a | \rho | n, b \rangle \langle n, \beta | B | n, \alpha \rangle \left[ U_{n,a\alpha}^* U_{n,b\beta} \right]_{U_n}$$ (17.47)

$$= \sum_{n=1}^N \sum_{\alpha,\beta,a,b} \langle n, a | \rho | n, b \rangle \langle n, \beta | B | n, \alpha \rangle V_{\Pi_1,\Pi_1} \delta_{\alpha\alpha} \delta_{b\beta}.$$ (17.48)

Here, there is only one permutation: namely the identity, denoted by $\Pi_1$. In this case $\Pi_1^{-1} \Pi_1 = \Pi_1$ yields only one cycle of length $c_1 = 1$. The corresponding $V_{\Pi_1} = V_1$ can be found, in the Tables II and IV in [37] (column “CUE”, row $n = 1$) as $V_{\Pi_1} = \frac{1}{d_n}$.

Plugging this back into the above equation we obtain

³Averages of this type were analyzed by many authors [11, 38–42], often independently. We refer to [37], since only there cases up to $n \leq 5$ are provided, although in the following $n \leq 2$. 
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\[ \mu_t = \sum_{n=1}^{N} \frac{1}{d_n} \text{Tr} \{ \rho P_n \} \text{Tr} \{ B P_n \}. \quad (17.49) \]

Observing (17.2) and (17.39), we finally recover (17.10).

**Derivation of (17.11) and (17.12)**

The variance in (17.11) can be rewritten as

\[ \sigma_t^2 = \left[ \text{Tr} \{ \rho U B \} \right]_U^2 - \mu_t^2. \quad (17.50) \]

On the right hand side, the last term \( \mu_t^2 \) follows from (17.49) above. Turning to the first term, one finds similarly as in (17.43) and (17.45) that

\[ \left[ \text{Tr} \{ \rho U B \} \right]_U^2 = \sum_{l,j} \sum_{\alpha,\beta,a,b} U_{l,a,\alpha}^* U_{j,b,\beta} \langle l, a | \rho | j, b \rangle \langle j, \beta | B | l, \alpha \rangle \cdot \sum_{m,n} \sum_{\gamma,\omega,c,d} U_{m,c,\gamma}^* U_{n,d,\omega} \langle m, c | \rho | n, d \rangle \langle n, \omega | B | m, \gamma \rangle. \quad (17.51) \]

For the summation indices \( l, j, m, n \) we define the set of quadruples

\[ S := \{ (l, j, m, n) | l, j, m, n \in \{1, \ldots, N\} \}. \quad (17.52) \]

If one reverts back to Eq. (17.46), one finds the necessity to study three cases for which the average in (17.51) does not vanish, which amount to the following index subsets of \( S \): \( S_1 : l = j \neq m = n \), \( S_2 : l = j = m = n \) and \( S_3 : l = n \neq m = j \).

From now on, the \( S_i \) refer not only to the corresponding index sets but to the associated terms in (17.51). Thus the following holds

\[ \left[ \text{Tr} \{ \rho U B \} \right]_U^2 = [S_1]_U + [S_2]_U + [S_3]_U. \quad (17.53) \]

In the first case, \( S_1 \), the average over \( U \) factorizes into two averages over the eigenspaces labeled by \( l \) and \( m \). Hence, the calculation reduces to the derivation of (17.10) and we find
\[
[S_1]_U = \sum_{l \neq m} \sum_{\alpha, \beta, a, b} \langle l, a | \rho | l, b \rangle \langle l, \beta | B | l, \alpha \rangle \left[ U_{l, a \alpha}^* U_{l, b \beta} \right]_{U_l} \\
\cdot \sum_{\gamma, \omega, c, d} \langle m, c | \rho | m, d \rangle \langle m, \omega | B | m, \gamma \rangle \left[ U_{m, c \gamma}^* U_{m, d \omega} \right]_{U_m}
\]

\[
= \sum_{l \neq m} \frac{1}{d_l} \text{Tr} \{ \rho P_l \} \text{Tr} \{ B P_l \} \frac{1}{d_m} \text{Tr} \{ \rho P_m \} \text{Tr} \{ B P_m \} 
\]

(17.54)

In the second case, \( S_2 \), the unitary average is not the same as performed before, but instead:

\[
[S_2]_U = \sum_{l=1}^N \sum_{\alpha, \beta, a, b} \langle l, a | \rho | l, b \rangle \langle l, \beta | B | l, \alpha \rangle \sum_{\gamma, \omega, c, d} \langle m, c | \rho | m, d \rangle \langle m, \omega | B | m, \gamma \rangle \left[ U_{l, a \alpha}^* U_{l, b \beta} U_{l, c \gamma}^* U_{l, d \omega} \right]_{U_l}
\]

(17.55)

To further evaluate this expression we make again use of (17.46), arriving at

\[
\left[ U_{l, b \beta} U_{l, d \omega} U_{l, a \alpha}^* U_{l, c \gamma}^* \right]_{U_l} = V_{\Pi_1, \Pi_2} \delta_{ba} \delta_{dc} \delta_{\beta \alpha} \delta_{\gamma \omega} + V_{\Pi_1, \Pi_2} \delta_{ba} \delta_{dc} \delta_{\beta \gamma} \delta_{\omega \alpha} - 1/(d_l (d_l - 1)) \delta_{bc} \delta_{\beta \alpha} \delta_{\gamma \omega} + V_{\Pi_2, \Pi_1} \delta_{bc} \delta_{dc} \delta_{\beta \gamma} \delta_{\omega \alpha} - 1/(d_l (d_l - 1))
\]

(17.56)

Here, \( \Pi_1 \) still equates to the identity, but now \( \Pi_2 \) denotes the permutation exchanging the numbers 1 and 2. Therefore, \( \Pi_1^{-1} \Pi_1 = \Pi_2^{-1} \Pi_2 = \Pi_1 \) decomposes in two cycles of lengths \( c_1 = c_2 = 1 \), while \( \Pi_2^{-1} \Pi_1 = \Pi_1^{-1} \Pi_2 = \Pi_2 \) exhibits one cycle with \( c_2 = 2 \). The corresponding \( V_{\Pi_1, \Pi_1} = V_{\Pi_2, \Pi_2} = V_{1, 1} \) and \( V_{\Pi_1, \Pi_2} = V_{\Pi_2, \Pi_1} = V_{2} \) can again be found, in the Tables II and IV in [37] (column “CUE”, row \( n = 2 \)) with the above cited results. Plugging (17.56) back into (17.55) and additionally using \( 1/(d_l^2 - 1) = 1/d_l^2 + 1/(d_l^2 - 1) \), we obtain

\[
[S_2]_U = \sum_{l=1}^N \frac{1}{d_l} \text{Tr} \{ \rho P_l \}^2 \text{Tr} \{ B P_l \}^2 + S'_2.
\]

(17.57)

\[
S'_2 := \sum_{l=1}^N \frac{1}{d_l^2} \text{Tr} \{ \rho P_l \}^2 \text{Tr} \{ B P_l \}^2 - \frac{1}{d_l (d_l^2 - 1)} \text{Tr} \{ \rho P_l \}^2 \text{Tr} \{ B P_l B P_l \}
\]

\[
- \frac{1}{d_l (d_l^2 - 1)} \sum_{a, b} |\langle l, a | \rho | l, b \rangle|^2 \text{Tr} \{ B P_l \}^2
\]

\[
+ \frac{1}{d_l^2 - 1} \sum_{a, b} |\langle l, a | \rho | l, b \rangle|^2 \text{Tr} \{ B P_l B P_l \}.
\]

(17.58)
The very first summand of the above expression, \([S_2]_U\), can be used, combined with the first case, \([S_1]_U\), to eliminate the second part of the variance, \(\mu_i^2\):

\[
\sigma_i^2 = |[S_1]_U + [S_2]_U - \mu_i^2 + [S_3]_U| \leq |S_2'| + \|[S_3]_U| . \tag{17.59}
\]

To start estimating an upper bound we notice that there exists a self-adjoint and non-negative operator \(\rho^{1/2}\) which fulfills \(\rho^{1/2}\rho^{1/2} = \rho\). This enables us to use the Cauchy–Schwarz inequality on

\[
\sum_{a,b} |\langle l, a | \rho | l, b \rangle|^2 \leq \sum_{a,b} \langle l, a | \rho | l, a \rangle \langle l, b | \rho | l, b \rangle = \text{Tr} \{\rho P_l\}^2 . \tag{17.60}
\]

Also, we state that the variance is invariant under a shift \(B \rightarrow B + 1_{\mathbb{H}c}\), where \(c\) is an arbitrary real number. We perform this shift such that \(B\) will be positive definite. Then we observe that

\[
\text{Tr} \{CD\} \leq |D| \text{Tr} \{C\} , \tag{17.61}
\]

with \(|D|\) denoting the operator norm and with \(C\) as well as \(D\) being self-adjoint and non-negative operators. One readily verifies that \(P_l\) and \(BP_lB\) are self-adjoint and non-negative as well. Applying all this we can bound

\[
|S_2'| \leq \sum_{l=1}^N \left( \frac{p_l^2 |B|^2 d_l^2}{d_l^2 (d_l^2 - 1)} + \frac{p_l^2 |B|^2 (d_l + d_l^2)}{d_l (d_l^2 - 1)} + \frac{p_l^2 |B|^2 d_l^4}{d_l^2 - 1} \right) . \tag{17.62}
\]

For \(d \geq 2\) and the correct choice of \(c\), such that \(|B| = \Delta_B\), we find

\[
|S_2'| \leq 4 (\Delta_B)^2 \max_n \left( \frac{p_n}{d_n} \right) . \tag{17.63}
\]

This leaves us to evaluate the third case, namely \(S_3\),

\[
[S_3]_U = \sum_{l \neq j} \sum_{a,b} \langle l, a | \rho | j, b \rangle \langle j, b | B | l, a \rangle \sum_{\gamma \omega \epsilon \delta} \sum_{c,d} \langle j, c | \rho | l, d \rangle \langle l, \omega | B | j, \gamma \rangle \cdot \left[U_{j,b}U_{l,d}U_{l,\omega c, \alpha} U^*_j c, \gamma \right]_U . \tag{17.64}
\]

The unitary average here amounts to the same calculation as in Eqs. (17.48) and (17.54):

\[
\left[U_{j,b}U_{l,d}\omega U^*_j U^*_{l,\alpha c} \right]_U = \left[U_{j,b}U^*_{j,\alpha c} \right] U_{l,d} U^*_{l,\alpha c} U_{l,\alpha c} = \frac{1}{d_j} \delta_{bc} \delta_{\beta \gamma} \frac{1}{d_l} \delta_{da} \delta_{\omega \alpha} , \tag{17.65}
\]
implying that

$$
[S_3]{U} = \left| \sum_{l \neq j} \sum_{\alpha,\beta,a,b} \frac{1}{d_l d_j} \langle l, a \mid \rho \mid j, b \rangle \langle j, \beta \mid B \mid l, \alpha \rangle \langle j, \beta \mid \rho \mid l, a \rangle \langle l, \alpha \mid B \mid j, \beta \rangle \right|
$$

(17.66)

Now we invoke the Cauchy–Schwarz inequality from (17.60) again to arrive at

$$
[S_3]{U} \leq \sum_{l=j} \frac{1}{d_l d_j} \text{Tr} \{\rho P_l\} \text{Tr} \{\rho P_j\} \left| \text{Tr} \left\{ B P_l B P_j \right\} \right|
$$

(17.67)

$$
\leq \max_n \left( \frac{p_n}{d_n} \right) \sum_j \frac{1}{d_j} \text{Tr} \{\rho P_j\} \text{Tr} \left\{ B \sum_l P_l B P_j \right\}
$$

(17.68)

$$
\leq \max_n \left( \frac{p_n}{d_n} \right) (\Delta_B)^2.
$$

(17.69)

In (17.68) we noticed that \( \text{Tr} \left\{ B P_l B P_j \right\} \) has to be non-negative since \( B P_l B \) as well as \( P_j \) are non-negative operators. To achieve Eq. (17.69) we made use of (17.61), \( |B|^2 = |B|^2 \) and \( |B| = \Delta_B \).

Recalling (17.59) and making use of (17.63) as well as (17.69) we obtain the following bound for the variance

$$
\sigma_t^2 \leq 5 (\Delta_B)^2 \max_n \left( \frac{p_n}{d_n} \right).
$$

(17.70)

Finally, using (17.40) we reach (17.11), (17.12).

References

Chapter 18
Equilibration Times in Closed Quantum Many-Body Systems

Henrik Wilming, Thiago R. de Oliveira, Anthony J. Short and Jens Eisert

For a quantum system to be captured by a stationary statistical ensemble, as is common in thermodynamics and statistical mechanics, it is necessary that it reaches some apparently stationary state in the first place. In this book chapter, we discuss the problem of equilibration and specifically provide insights into how long it takes to reach equilibrium in closed quantum systems. We first briefly discuss the connection of this problem with recent experiments and forthcoming quantum simulators. Then we provide a comprehensive discussion of equilibration from a heuristic point of view, with a focus on providing an intuitive understanding and connecting the problem with general properties of interacting many-body systems. Finally, we provide a concise review of the rigorous results on equilibration times that are known in the literature.
18.1 Introduction

The observation that closed quantum systems with many degrees of freedom generically equilibrate to a seemingly stationary state has already intrigued the forefathers of quantum mechanics [1, 2]. Indeed, such complex quantum systems seemingly relax to stationarity, despite the entire system undergoing perfectly unitary dynamics. This is not a contradiction: Unitary dynamics is compatible with many observables relaxing in their expectation values to high accuracy, such that the coherent time-evolution can only be witnessed by measuring complex, global observables to high accuracy.

Insights into equilibration of quantum many-body systems are at the heart of the foundations of quantum statistical mechanics: After all, the notion of an equilibrium ensemble naturally makes sense only if one can think of stationary properties, and if these are to be compatible with the microscopic laws of quantum mechanics, they have to emerge from quantum dynamics in one way or the other (see the reviews Refs. [3, 4] and, e.g., Refs. [5–10]). These conceptual considerations are largely backed up by a body of numerical studies (see again the reviews Refs. [4, 11] and, e.g., Refs. [12–18] for a selection of works). Indeed, much of the interest in the question of equilibration is motivated by and stems from research questions on the foundations of statistical mechanics.

More recently, and equally importantly, questions of equilibration have risen to prominence again due to the fact that they feature strongly in the analysis of quenched quantum many-body systems out of equilibrium [4, 11], in a way they can be precisely probed and explored with cold atomic systems [19] and other controlled quantum systems including trapped ions [20]. Since the time-evolution of complex many-body systems cannot be efficiently simulated using classical computers, but may be simulated in such experimental set-ups, many of the recent efforts of dynamical quantum simulation also hint at or build upon questions of equilibration. While the basic mechanism of equilibration of closed quantum systems due to dephasing is largely understood, much less is known on the time-scales at which this is expected to happen. Indeed, since much of the question of equilibration times is still open, quantum simulation allows us to assess a regime of quantum many-body physics that can not yet be backed up in all details by a theoretical underpinning.

This book chapter addresses the questions of what is known on equilibration times of closed quantum many-body systems. We aim at both providing an intuitive understanding of equilibration in terms of dephasing in connection with physically plausible assumptions on quantum many-body system as well as providing a concise review of the rigorous results available in the literature, in the hope to motivate more researchers to work on this interesting and interdisciplinary problem.
18.2 Quench Experiments and Non-equilibrium Dynamics

Before coming to the theoretical discussion of equilibration, let us briefly discuss how equilibration of complex many-body systems can be studied experimentally. One of the most prominent architectures for probing out of equilibrium dynamics of quantum many-body systems is constituted by cold atoms in optical lattices or in the continuum, another is that of trapped ions. In fact, some of the research questions addressed in this book chapter have been triggered by experimental findings from that context that have not yet found a satisfactory explanation.

18.2.1 Cold Atomic Settings

One of the earliest experiments with cold atoms in optical lattices was concerned with a sudden “quench” in which the Hamiltonian parameters were rapidly changed from a superfluid to a Mott phase and the subsequent non-equilibrium dynamics monitored [21]. Genuine equilibration was observed in a setting in which a charge density wave was initially prepared, making use of an optical superlattice, quenched to an interacting many-body Hamiltonian well captured by a Bose–Hubbard model [22]. In such a setting, several quantities can then be precisely observed as they evolve in time, prominently the imbalance [14] between odd and even sites of the lattice. This quantity exhibits a characteristic equilibration dynamics, following a power law in time in the close to integrable settings [5, 14]. Since then, several settings featuring equilibration have been studied [4, 11, 19, 23, 24]. Importantly, systems featuring many-body localisation [24] equilibrate in the sense that the state becomes locally practically indistinguishable from its time average for most times. However, they do not thermalise, in that the expectation values obtained are different from the ones of the canonical ensemble. Reference [23] observes specifically local equilibration and thermalisation, while showing the coherence of the full evolution. In continuous systems of cold atoms [25], similar features of equilibration are observed.

18.2.2 Trapped Ions and Hot Electrons

Complementing this development, systems of trapped ions [20] allow us to monitor equilibration dynamics in time. For example, Refs. [26, 27] observe dynamical quantum phase transitions, but along the way also notice features of equilibration. Another example is the experimental realisation of a physical system featuring many-body localisation in a system of trapped ions with programmable disorder [28], again exhibiting equilibration in time. Having said that, experimental studies of non-equilibrium dynamics in the sense discussed here is by no means confined to cold
atomic systems or settings of trapped ions: Ref. [29], e.g., shows ultra-fast relaxation of hot electrons. In all these setting, questions of equilibration times arise, further motivating the endeavors described in this chapter.

18.3 Heuristic Discussion of Equilibration

18.3.1 What it Means for a Closed System to Equilibrate

In this section, we aim to establish an intuitive understanding of how equilibration in closed systems happens and why it seems plausible that it happens quickly in a generic many-body system. The discussion in this section follows Refs. [30, 31], where more detailed expositions can be found. In Sect. 18.4, we then present rigorous results on equilibration, both in finite and in infinite time.

Consider a finite quantum system, described by Hamiltonian $H$ with spectral decomposition

$$H = \sum_{k=1}^{d_E} E_k P_k.$$  \hfill (18.1)

Here, $E_k$ are the eigenvalues and $P_k$ the projectors onto its eigenspaces, which can be degenerate so that $d_E$ may be smaller than the total Hilbert space dimension $d_T$. As we are interested in studying the dynamics of closed quantum systems, we will assume that the system is initially in a pure state vector, which can be written as $|\psi_0\rangle = \sum_k c_k |E_k\rangle$ with $c_k = \langle E_k |\psi_0\rangle$. We can always choose a basis in each degenerate energy-eigenspace $P_k$ so that $|\psi_0\rangle$ only has overlap with one basis-vector $|E_k\rangle$ in this subspace and in the following always assume this choice of basis. As time evolves, the state vector of the system is given by

$$|\psi(t)\rangle = \sum_k c_k e^{-i E_k t} |E_k\rangle.$$  \hfill (18.2)

Unless the initial state is an eigenstate of $H$, the system will never stop evolving and in this sense the system never equilibrates. But for quantum many-body systems we also do not expect to have access to the instantaneous full quantum state of the system as we would need to keep track of an astronomical number of observables. Usually, we are only interested in a small, fixed set of observables, such as local observables. Also interesting and physically plausible are often sums of local terms, such as the magnetisation in a spin-system. At this level we then may have equilibration due to the fact that we are not accessing all the information about the system.

\footnote{Note that we take $\hbar = 1$ throughout.}
Let us assume we are interested in some observable $A$, whose expectation value evolves in time as

$$\langle \psi(t) | A | \psi(t) \rangle = \sum_{i,j} c_j^* A_{j,i} c_i e^{-i(E_i - E_j)t} \tag{18.3}$$

with $A_{i,j} = \langle E_i | A | E_j \rangle$. The question is then if such an observable can equilibrate. A system that is equilibrating has to equilibrate to the infinite time-average

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \langle \psi(t) | A | \psi(t) \rangle \, dt = \sum_i |c_i|^2 A_{i,i}, \tag{18.4}$$

since the expectation value of $A$ for an equilibrating system is close to a particular value for the vast majority of the time and hence the time-average of $A$ is also close to this value. The time-averaged expectation value corresponds to the expectation value of $A$ in the quantum state $\omega = \sum |c_i|^2 |E_i\rangle \langle E_i|$ that maximises the von Neumann entropy given all the conserved quantities of the dynamics [32]. However, in any finite system there will be recurrences, so that $\langle \psi(t) | A | \psi(t) \rangle$ is in fact quasi-periodic and never equilibrates perfectly [33]. Nevertheless, it can happen, and indeed often does happen, that the deviation of $\langle \psi(t) | A | \psi(t) \rangle$ from its time-average, which is given by

$$\Delta A(t) = \sum_{i \neq j} c_j^* A_{j,i} c_i e^{-i(E_i - E_j)t}, \tag{18.5}$$

is undetectably small for most of the time. To show this, one often analyses the infinite time-average of the fluctuations $\Delta A(t)^2$ and we will later present rigorous results which show that this quantity is often extremely small in large systems. If this is the case, i.e., if the time-average of the fluctuations is very small, then the fluctuation $\Delta A(t)^2$ is small for most times. It is in this sense, that typically the fluctuations are undetectable, that we can meaningfully speak about equilibration of closed quantum systems.

It is important to stress that this does not say much about how long it takes the system to reach equilibrium. If a system of $N \sim 10^{23}$ particles takes a time that is exponential in $N$ to reach equilibrium, it practically does not equilibrate. Very roughly speaking, we will thus say that a system equilibrates quickly if the time it takes to reach equilibrium does not depend strongly on the physical size of the system. To explain equilibration in many-body systems, it is thus necessary to explain both why such systems equilibrate at all and why the time it takes them to equilibrate does not increase strongly with the system size.

So far we have talked only about the equilibration of the expectation value of a given observable. A more stringent notion of equilibration requires that the whole probability distribution of measurement outcomes of a given observable equilibrates.

---

2Furthermore, it is straightforward to show that $\lim_{T \to \infty} \frac{1}{T} \int_0^T (\langle \psi(t) | A | \psi(t) \rangle - A_{eq})^2 \, dt$ is minimised by setting $A_{eq} = \lim_{T \to \infty} \frac{1}{T} \int_0^T \langle \psi(t) | A | \psi(t) \rangle \, dt$. 

If \( A = \sum_{\lambda=1}^{d_A} a_\lambda P_\lambda \) is the spectral decomposition of \( A \), we thus require that all the spectral projections \( P_\lambda \) equilibrate in expectation value. In the following heuristic discussions, we do not emphasise this but simply assume that the arguments also apply for the projectors \( P_\lambda \), but this point will be discussed more thoroughly in the section on rigorous results. For now, simply note that in many-body systems the physical relevant observables are usually local observables and the corresponding projectors \( P_\lambda \) are also local observables. Thus, any argument that shows equilibration for all local observables also shows equilibration of their measurement statistics, justifying this simplification.

### 18.3.2 Intuitive Understanding of Equilibration as Dephasing

Having explained in which sense we can say that a closed, finite, quantum system equilibrates, let us now start to develop an intuitive explanation of this process. The expression for the fluctuations away from equilibrium can be rewritten as

\[
\Delta A(t) = \sum_{\alpha} v_\alpha e^{-iG_\alpha t},
\]  

where \( \alpha \in \mathcal{G} = \{(i, j) : i, j \in \{1, \ldots, d_E\}, i \neq j \} \) labels the energy gaps \( G_\alpha = (E_j - E_i) \) appearing in the system’s spectrum and \( v_\alpha = c_j^\dagger A_{j,i} c_i \). The expression is similar to a Fourier series, but it is not a Fourier series as in general \( G_\alpha \) are not multiples of some fundamental “frequency” and we hence obtain a quasi-periodic function, whose rigorous mathematical treatment is complex in general.

Thus we will in the following first try to give intuitive and heuristic arguments about its behaviour and therefore about equilibration. One way to understand the behaviour of \( \Delta A(t) \) is to consider each term \( v_\alpha e^{-iG_\alpha t} \) as a vector or point in the complex plane evolving with time, with each point moving on a circle of radius \( |v_\alpha| \) with angular velocity \( G_\alpha \). We can thus think about these points as a cloud of points evolving in time, see Fig. 18.1 for a numerical example using a XXZ model and Ref. [31] for further numerical examples of systems that do equilibrate and systems that do not equilibrate.

As the value of \( \Delta A(t) \) is the total vector, to have a large fluctuation we need most of the vectors pointing roughly in the same direction, i.e., the cloud of points cannot be isotropic. This suggests that in a given initial state, randomly chosen observables are typically already equilibrated (also see Sect. 18.4 and Chap. 17). Suppose now that the initial state is out of equilibrium: \( \Delta A(t) \) is large and most of the vectors \( v_\alpha \) point in the same direction. As time evolves each vector \( v_\alpha \) will start to rotate with an angular velocity \( G_\alpha \). If we assume that every gap \( G_\alpha \) is unique, all the points move with a different velocity and therefore the vectors will start to distribute more isotropically in the complex plane and their sum will become small. In the case where we have
Fig. 18.1 Time-evolution of a XXZ model with next-nearest neighbour interaction on 15 lattice sites and charge-density wave as initial state \( \Psi \) (see Ref. [31] for details). The upper panel shows the time-evolution of \( \Delta A(t) \), where the observable is given by \( \sigma_z \) on a single spin. The lower panels show the time-evolution of the regularised \( z_G \) in the complex plane (see paragraph before (18.10)), which are here denoted by \( z_T(\lambda) \) instead of \( z_N^T(G) \), for \( T \approx 33 \). (Figure from Ref. [31]).

\[ G_\alpha = G_\beta \text{ for } \alpha \neq \beta, \]

we can first regroup the vectors into new vectors \( z_G = \sum v_\alpha \), where the sum is over all \( \alpha \) with \( G_\alpha = G \) and then apply the same reasoning to the representation of \( \Delta A(t) \) as

\[ \Delta A(t) = \sum_{G \in \text{Gaps}} z_G e^{-iGt}, \quad (18.7) \]

where the set \( \text{Gaps} = \{ G_\alpha : \alpha \in \mathcal{G} \} \) is the set of different energy gaps. This mechanism, usually called dephasing, occurs in many physical phenomena, as the spreading of a wave propagating in a dispersive media or the spreading of the wave-function of a particle in quantum mechanics. The essential difference to our case is that we have a discrete distribution of points and frequencies and not a smooth distribution of points and frequencies, which makes the analysis more complex.

There are hence two fundamental ingredients here: (i) the number and distribution of the vectors \( v_\alpha \) contributing to the sum, (ii) the distribution of the values of \( G_\alpha \). If there are just a few vectors, or if most of them are negligible, then the vectors will align again in a short time: we will have oscillations and not equilibration. On the other hand if there are many of them it will take a long time to have a realignment; in fact this is the recurrence time which typically increases very fast with the number of vectors. Besides, it can be shown that the typical value of the fluctuation is upper bounded by \( \sum_{\alpha} |v_\alpha|^2 \). Therefore to have equilibration we need many \( v_\alpha \) contributing to the sum. This is typically the case for generic initial states in many-body systems, since there are roughly \( d_E^2 \) energy gaps in the spectrum, which is a number exponentially large in the system size, and generic states will have small overlap with all energy eigenvectors.

Regarding the angular velocities, \( G_\alpha \), to have equilibration in short time, they must not have a sharp distribution, since then the time for the vectors to spread will be very large since they only disperse very slowly. In sum, to have good equilibration we need
many vectors contributing and the time for it to happen depends on the distribution of the values of $G_\alpha$ and the corresponding amplitudes $v_\alpha$. But how do the equilibration properties of the system depend on the distributions of these quantities?

One way to approach the problem is to assume that the distributions of $v_\alpha$ and $G_\alpha$ can be well approximated by a smooth distribution. By this, we mean that

$$\Delta A(t) = \sum_\alpha v_\alpha e^{-iG_\alpha t} = \int \mu(G) v(G) e^{-iG t} dG$$

(18.8)

$$\approx \int z(G) e^{-iG t} dG,$$

(18.9)

where $v$ is the distribution of the $v_\alpha$ and $\mu$ is the density of energy-gaps (in a distributional sense) and we assume that $z$ is a continuous function. The most important case where we can hope to make sense of such an approximation is that of a scaling limit of a many-body system, in which the recurrent nature of the dynamics of the finite dimensional quantum system is broken. Suppose therefore, that we have a sequence of system-sizes $N$ and choose for every system-size a Hamiltonian, observable and initial state in a compatible manner. The prototypical example is given by a translational invariant local Hamiltonian on a square lattice with a translational invariant, pure product state as initial state (possibly with a larger periodicity in space than the Hamiltonian, such as a charge density wave) and with $A$ being a fixed local observable around the origin of the lattice. In this case, Lieb-Robinson bounds [34, 35] imply that if the system can be shown to equilibrate in the thermodynamic limit $N \to \infty$ in time $\tau$, then it will also equilibrate in time $\tau$ and remain equilibrated for a long time for sufficiently large, but finite systems.

We can thus hope that a continuous distribution $z$ emerges in the thermodynamic limit and use the form of this function to argue about the equilibration time. To be more precise about how such convergence may be understood we should first regularize the discrete distribution of $z_G$ (or $v_\alpha$) into a smooth distribution, for example by convolving with a Gaussian of variance $1/T$, yielding a smooth distribution $z^N_T$ for every system size $N$ of the sequence of initial states, Hamiltonians and observables that we consider. Equation (18.9) then holds in terms of $z^N_T$ for times much smaller than $T$. The statement that the distribution of $v_\alpha$ and $G_\alpha$ converge to a continuous function then means that the limit

$$\lim_{T \to \infty} \lim_{N \to \infty} z^N_T(G) = z(G)$$

(18.10)

exists and yields a continuous function.

The fluctuations in time are then approximated by the Fourier transform of the function $z$. As a simple example, assume that $z$ is real and given by a Gaussian with mean zero and variance $1/\tau$. We then have

$$\Delta A(t) \approx \Delta A(0) e^{-t/\tau^2}.$$
Thus $\Delta A(t)$ is also a Gaussian with mean zero and variance $\tau$. Using the variance as the scale for the decay of the Gaussian we can identify $\tau$ as an equilibration time-scale: the equilibration time is the variance of $\Delta A(t)$, which is proportional to the inverse of the variance of $\varepsilon$. A similar relationship, which is a kind of uncertainty principle, can be expected to hold whenever $\varepsilon$ is a bounded, (square-)integrable function and is roughly unimodal, i.e., only has one strong peak. In particular, whenever $\varepsilon$ is square-integrable, $\Delta A(t)$ is also square-integrable and hence has to decay to zero as $|t| \to \infty$. We will later provide arguments that make this form of $\varepsilon$ plausible for generic many-body systems if the observable $A$ is a local observable. The rigorous results presented in Sect. 18.4 will further elaborate on the connection between the equilibration time and the form of the probability distribution $p_\alpha = |v_\alpha|/Q$, where $Q = \sum_\alpha |v_\alpha|$.

18.3.3 Connecting to General Properties of Many-Body Systems

As emphasized in the previous section, the equilibration behaviour depends on the initial state, Hamiltonian and the observable one is interested in. In this section we specialise to the case of a local many-body system and present general properties of such systems that add plausibility to the assumptions that we made in the previous section. In the following we thus consider a situation, where (i) the Hamiltonian is a local Hamiltonian $H = \sum_{x \in \Lambda} h_x$ on some regular lattice $\Lambda$ with $|\Lambda| = N$ lattice sites; (ii) the observable $A$ is a local observable, i.e., supported on some finite region independent of the system size, for example a spin in the center of the system; (iii) the initial state $\rho$ is pure and has a finite correlation length $\xi > 0$,

$$|\text{tr}(\rho AB) - \text{tr}(\rho A)\text{tr}(\rho B)| \leq \|A\|\|B\|e^{-d(A,B)/\xi}, \quad (18.12)$$

where $d(A,B)$ is the lattice distance between the support of the observables $A$ and $B$ and $\|\|.\|$ denotes the operator norm, so the largest singular value. The last assumption is of particular relevance for quench experiments in optical lattices, where the initial state is often given by either a well controlled product state or the ground-state of some non-critical, local Hamiltonian.

Let us begin with discussing the relevant properties of the underlying Hamiltonian. In a quench experiment, the initial state $\rho$ can usually be expected to have a finite energy density with respect to the Hamiltonian $H$. It will thus be supported not on the low-energy subspace close to the groundstate, but in the bulk of the spectrum. We are hence interested in how the bulk of the energy-spectrum looks like for generic, local Hamiltonians. The first important observation to make is that the number of different eigenvalues of a local Hamiltonian is typically exponentially large in the size of the system, while their magnitude is at most linear in the size of the system. Therefore, at least in the bulk of the spectrum, the spectrum is extremely dense and typical differences between neighbouring eigenvalues are exponentially small in the system.
size. Indeed, it is well known that the energy-spectrum of a generic local Hamiltonian can be well approximated by a Gaussian in the bulk of the spectrum. To understand this, observe that the energy spectrum can be seen as the probability distribution of energy in the maximally mixed state $1/d_T$. Since this state is a product-state and the Hamiltonian consists of a large sum of operators, with the support of each of them overlapping only with the support of finitely many other ones, we can understand the spectrum of the Hamiltonian as a large sum of weakly-correlated, bounded random variables. We can hence expect that a central-limit theorem applies, yielding a Gaussian density of states in the bulk of the spectrum. Indeed, such arguments can be made rigorous, showing that for any state with a finite correlation length, the distribution of energies $p_i = \text{tr}(\rho |E_i\rangle \langle E_i|)$ is roughly Gaussian with a standard deviation of order $\sqrt{N}$ [36–38]. As a consequence of these results, we can also expect that the distribution of energy gaps follows a roughly Gaussian distribution with standard deviation of order $\sqrt{N}$. Since energy gaps always come in pairs $G_{(i,j)} = -G_{(j,i)}$, this distribution has mean zero. At this point, it is worth emphasizing that we are here talking about the full distribution of energy-differences in the spectrum of the many-body Hamiltonian, and not about what is known as the level-statistics in random matrix theory (see Chap. 19), which is concerned with the expected distance in energy between the $i$-th energy level and the $(i+1)$-th energy level (or, more generally, the $i+k$-th energy level).

The above discussion already suggests that for a pure initial state with finite correlation length and finite energy density, the expansion coefficients $c_i$ in the energy eigenbasis can be thought of as a smooth distribution that is spread out over exponentially many energy-levels, with each $c_i$ being exponentially small in absolute value. Indeed, there are several arguments supporting that one can expect that the inverse participation ratio $\text{IPR}$ or the inverse of the effective dimension $d^{\text{eff}}$ are exponentially small in the system size for generic, interacting many-body systems [6, 9, 10, 32, 39–41],

$$
\sum_i |c_i|^4 = \text{IPR}(\rho, H) = \frac{1}{d^{\text{eff}}(\rho, H)} \leq e^{-kN},
$$

for some constant $k > 0$. This quantity will also play an important role in the following section, treating rigorous results about equilibration.

Let us now turn to the observable $A$. Intuitively, a local observable should only be able to connect energy eigenstates which differ by a small amount in energy, suggesting that matrix elements $A_{i,j}$ are very small if $|E_i - E_j|$ is large. This can indeed be made rigorous, as has been shown in Refs. [30, 42]. In a local many-body system and for any fixed local observable there exists constants $\alpha, R > 0$ such that

$$
|A_{i,j}| \leq ||A||e^{-\alpha(|E_i - E_j| - 2R)},
$$

where $R$ is proportional to the support of $A$. This implies that the coefficients $v_\alpha$ are exponentially small in $G_\alpha$ and the function $z$ can be expected to fall off exponentially.
ially in $|G|$. Since the gaps are distributed essentially like a Gaussian with standard deviation of order $\sqrt{N}$, this implies that the on the scale of the gaps that are relevant to the problem, the distribution of gaps can be expected to be essentially uniform. Thus we can, by making only a small error, replace the distribution $\mu$ in (18.9) by $1/2G_{\text{max}}$, where $G_{\text{max}}$ is some cut-off gap. As long as the distribution $v$ is a well-defined bounded function, we then obtain equilibration in a time that does not diverge with the system size, since the function $z$ will be bounded and integrable. Since we expect the coefficients $c_i$ and hence the $v_\alpha$ to be exponentially small in $N$, this seems highly plausible. However, since the number of coefficients $v_\alpha$ is also exponentially large in $N$, it is in principle possible that as we increase the system size, exponentially many of them concentrate in an exponentially small region of gaps $G$, leading to a situation where $v$ (and hence $z$) is not given by a bounded function, but can only be understood in a distributional sense. Thus, while the above arguments make it plausible that generical many-body systems equilibrate quickly and allow us to understand in a qualitative way how this happens, they do not provide a rigorous proof. Having discussed the heuristics of equilibration in many-body systems, let us now turn to rigorous, general results about equilibration in closed quantum systems.

### 18.4 Rigorous Results

Consider an arbitrary initial state $\rho(0)$ (which may be pure or mixed) of a finite-dimensional quantum system, evolving via a Hamiltonian $H = \sum_{k=1}^{d_E} E_k P_k$. Let us denote the time averaging of an arbitrary quantity $f(.)$ over a finite interval of time $T$ by

$$\langle f(t) \rangle_T = \frac{1}{T} \int_0^T f(t) \, dt,$$

(18.15)

where $\langle f(t) \rangle_\infty = \lim_{T \to \infty} \langle f(t) \rangle_T$. For the state to equilibrate with respect to a given observable $A$ it is necessary for the expectation value of $A$ for $\rho(t)$ to be very close to the expectation value of $A$ for the static equilibrium state $\omega = \langle \rho(t) \rangle_\infty$ for most times. This happens under very general conditions. Indeed, all that is required is that the state is spread over many different energies, and that the Hamiltonian does not contain any highly degenerate energy gaps in its spectrum. In particular, it can be proven that [7, 8]

$$\langle (\text{tr}(\rho(t)A) - \text{tr}(\omega A))^2 \rangle_\infty \leq g \sum_\alpha |v_\alpha|^2 \leq \frac{g \|A\|^2}{d_{\text{eff}}},$$

(18.16)

where $g$ is the degeneracy of the most degenerate energy gap. $\alpha \in \{\beta : G_\beta = G_\alpha\}$.

---

3I.e. $g = \max_\alpha |\{\beta : G_\beta = G_\alpha\}|$. 
\[ d_{\text{eff}} = \frac{1}{\sum_k \text{tr}(P_k \rho(0))^2}, \]  

(18.17)

is the effective dimension of the state, describing approximately how many different energies it is spread over (e.g. if the state is spread equally over \( N \) different energy levels then \( d_{\text{eff}} = N \)). Hence if \( g \) is not too large, as one would expect for a physically realistic interacting Hamiltonian, and \( d_{\text{eff}} \) is large, as one would expect for a realistic quantum many-body system state, then \( \langle (\text{tr}(\rho(t) A) - \text{tr}(\omega A))^2 \rangle_\infty \ll \| A \|^2 \) and the expectation value of \( A \) equilibrates. One expects the effective dimension to grow with the system size, leading to less pronounced deviations from the time average. Again, there is strong numerical evidence for this expectation \([15]\) and theoretical arguments which suggest that \( d_{\text{eff}} \) grows exponentially with \( N \) in many interacting many-body systems, see references before (18.13).

Note that although equilibration of the expectation value is a necessary condition for equilibration, it is not by itself sufficient, as one can construct very different observable distributions with the same expectation value. A stronger definition of equilibration with respect to an observable \( A \) is to show that for most times one cannot distinguish \( \rho(t) \) from \( \omega \) via a measurement of \( A \). We define the distinguishability \( D_A(\rho(t), \omega) \) as the statistical distance between the probability distributions obtained when measuring \( A \) on \( \rho(t) \) and \( \omega \).\(^4\) The previous result can then be used to obtain a bound on the distinguishability \([8, 43, 44]\), giving

\[ \langle D_A(\rho(t), \omega) \rangle_\infty \leq \frac{1}{2} \left( \frac{g(N - 1)}{d_{\text{eff}}} \right)^{1/2}, \]  

(18.18)

where \( N \) is the number of possible outcomes in the measurement of \( A \) (i.e., the number of distinct eigenvalues of \( A \)), which is typically much less than \( d_{\text{eff}} \) for realistic measurements on quantum many-body systems. Similar results can be obtained for finite sets of measurements \([8, 43]\), or for all possible measurements on a small subsystem, proving that small subsystems interacting with a large bath generally equilibrate to a static reduced density operator \([6, 8]\).

The above results apply to infinite time equilibration, but can be extended to equilibration over a finite time interval \([8]\). In the case of (18.16) this gives

\[ \langle (\text{tr}(\rho(t) A) - \text{tr}(\omega A))^2 \rangle_T \leq \frac{g\| A \|^2}{d_{\text{eff}}} \left( 1 + \frac{8 \log_2 d_E}{\epsilon_{\text{min}} T} \right), \]  

(18.19)

where \( \epsilon_{\text{min}} \) is the smallest difference between energy gaps\(^5\) (i.e., \( \epsilon_{\text{min}} = \min_{\alpha \neq \beta} |G_\alpha - G_\beta| \)). The \( \log_2 d_E \) term is slightly awkward, as it means that the bound does not extend

\(^4\)Hence \( D_A(\rho(t), \omega) = \frac{1}{2} \sum_i |p_i(\rho(t)) - p_i(\omega)| \), where \( p_i(\rho(t)) \) is the probability for result \( i \) in a measurement of \( A \) on state \( \rho(t) \). This can be understood operationally in terms of the maximal success probability \( p \) of guessing correctly whether the state is \( \rho(t) \) or \( \omega \) after measuring \( A \) (given that you are given either \( \rho(t) \) or \( \omega \) with equal probability) via \( D_A(\rho(t), \omega) = 2p - 1 \).

\(^5\)If desired, one can replace \( \epsilon_{\text{min}} \) with an arbitrary energy \( \epsilon > 0 \), and \( g \) by \( N(\epsilon) \), the maximum number of energy gaps which fit within a window of size \( \epsilon > 0 \).
to infinite dimensional systems with discrete spectra. However, a different approach [45] can eliminate this term at the expense of a slightly worse infinite-time limit, giving

$$
\langle (\text{tr}(\rho(t)A) - \text{tr}(\omega A))^2 \rangle_T \leq \frac{g\|A\|^2}{d_{\text{eff}}} \left( \frac{3}{2} + \frac{1}{\epsilon_{\text{min}}T} \right). \quad (18.20)
$$

Similarly to before, this result can also be used to bound the distinguishability via

$$
\langle D_A(\rho(t), \omega) \rangle_T \leq \frac{1}{2} \left( \frac{g(N-1)}{d_{\text{eff}}} \left( \frac{3}{2} + \frac{1}{\epsilon_{\text{min}}T} \right) \right)^{1/2}. \quad (18.21)
$$

These results are very general, but as a consequence they generally lead to very large equilibration time bounds. In particular, consider a system whose state is prepared in an energy window of width $\Delta E$ containing $d$ states. Then even in the best case we would have $d_{\text{eff}} = d$ and $\epsilon_{\text{min}} \approx 2\Delta E/d^2$ (as there are $d^2$ energy gaps between $d$ levels, and the range of gaps is twice as large as the energy range), requiring $T \approx d/\Delta E$ for the bound to become significant. This is much shorter than the recurrence time (which is typically exponential in the dimension [46]) but is still much larger than observed equilibration times for realistic physical systems.

One might wonder whether this general bound could be tightened significantly, or whether systems could exist which really required such large equilibration times. The answer is the latter [45, 47]. Indeed for any initial pure state with high effective dimension, we can construct an observable which takes an extremely long time to equilibrate. Consider the projector onto the subspace spanned by ‘snapshots’ of the evolving state for many successive discrete time steps. By choosing an appropriate size and number of time-steps, one can show that this observable will take longer than $d_{\text{eff}}/(1000\sigma_E)$ to equilibrate [45] (where $\sigma_E$ is the standard deviation in energy). This has a similar scaling to the general bound considered above.

One limited situation in which fast equilibration can be proven is when the observable to be measured has only two possible outcomes, and the rank of the projector onto one of the outcomes (which we will denote by $K$) is very small. In this case, one can show that [45]

$$
\langle D_A(\rho(t), \omega) \rangle_T \leq c \left( K \eta_T \right)^{1/2}, \quad (18.22)
$$

where $c \simeq 7$ and $\eta_T$ is the maximum probability of the state lying in an energy window of width $1/T$ (i.e., the maximum over $E$ of the probability of the energy being in the range $(E, E + 1/T)$). For an initial state with a dense set of occupied energy levels, we could approximate the energy distribution via a continuous function. If this function is approximately unimodal (i.e., with ‘one hump’, such as a Gaussian or top-hat function) then the maximum probability density will be $\sim 1/\sigma_E$. In such a case, we would obtain $\eta_T \sim 1/(\sigma_E T)$. More generally, we can always define constants $a$ and $\delta$ such that

$$
\eta_T \leq \frac{a}{\sigma_E T} + \delta, \quad (18.23)
$$
where \( a > 0 \) is a real parameter which captures the shape of the distribution and \( \delta > 0 \) corrects for the discreteness of the spectrum. For approximately unimodal energy distributions spread over many energy levels, we would expect \( a \sim 1 \) and \( \delta \ll 1 \). Inserting (18.23) into (18.22) we obtain

\[
\langle D_A(\rho(t), \omega) \rangle_T \leq c \left( K \left( \frac{a}{\sigma E T} + \delta \right) \right)^{1/2},
\]

(18.24)
giving good equilibration after \( T \sim 1000aK/\sigma E \), a typically fast time scale with no explicit dependence on \( d_{\text{eff}} \). When the initial state is pure, a particularly interesting case of such an observable is the projection onto the initial state, for which \( K = 1 \). We will return to this example in the next subsection.

Another possibility is to calculate equilibrium times for specific systems. In Ref. [5] (see also Refs. [48, 49]) it is shown that the Bose–Hubbard model quenched from a Mott quantum phase to the free strong superfluid regime obeys local equilibration over the entire interval \([t_{\text{Relax}}, t_{\text{Relax}} + t_{\text{Recurrence}}]\) (i.e., individual sites or small blocks are almost indistinguishable from a static state for all times in this interval). The equilibration time, \( t_{\text{Relax}} \), is relatively fast, and is governed by the inverse of the hopping parameter (which determines the speed of sound in the system) and the desired equilibration closeness, whilst \( t_{\text{Recurrence}} \) can be made arbitrarily large by increasing the size of the system.

### 18.4.1 Bounding Equilibration Times Using Randomness

Although we have shown that in general equilibration times can be very large, most observables of interest in the real world seem to equilibrate much faster – typically in time scales which depend on the physical size of the system rather than its dimension (which for a many body system is given by \( \log d \) rather than \( d \)). An interesting question is to consider the equilibration times of ‘typical’ situations, which might equilibrate much faster than the general bound. One way to approach this is to choose one of the components of the setup (the observable, Hamiltonian, or initial state) at random - thereby avoiding fine-tuned setups. The effect of introducing randomness in each of the three components has been considered [45, 50, 50–57], and does indeed lead to much faster equilibration times.

#### 18.4.1.1 Random Observables

Let us first consider the equilibration of a randomly chosen observable, given a fixed Hamiltonian and a fixed pure initial state with high effective dimension. Note firstly that most observables are already equilibrated (assuming they have a reasonable number of distinct outcomes \( N \ll d \)), in the sense that they cannot distinguish the true state \( \rho(t) \) from the equilibrium state \( \omega \) over any interval. In particular
\[
\langle D_A(\rho(t), \omega) \rangle_A \leq \frac{1}{2} \left( \frac{N}{d + 1} \right)^{1/2},
\]

where the average is not over time but over all observables \( A \) with a fixed spectrum but a randomly chosen eigenbasis.\(^6\) Hence also \( \langle (D_A(\rho(t), \omega))_T \rangle_A \leq \frac{1}{2}(N/(d + 1))^{1/2} \ll 1 \) for any \( T \).

To make this situation more interesting, we can consider all observables for which the initial state is an eigenstate, which are typically out of equilibrium initially. For such observables, we find

\[
\langle D_A(\rho(t), \omega) \rangle_A \leq D_{\rho(0)}(\rho(t), \omega) + \frac{1}{2} \left( \frac{N}{d - 1} \right)^{1/2}
\]

and, hence, using the result in the previous section,

\[
\langle (D_A(\rho(t), \omega))_T \rangle_A \leq c \left( \frac{a}{\sigma_E T} + \delta \right)^{1/2} + \frac{1}{2} \left( \frac{N}{d - 1} \right)^{1/2},
\]

which will generally yield a very fast equilibration time.

Similar fast equilibration is obtained in Ref. [56], which considers a projector \( P_{neq} \) onto a subspace of non-equilibrium states of dimension \( d_{neq} \ll d \), and initial states within a narrow energy band with an exponentially increasing density of states characterized by inverse temperature \( \beta \). When this projector is chosen at random within the energy band, any initial state leaves this space of non-equilibrium states very fast. In particular,

\[
\langle \text{tr}(\rho(t) P_{neq}) \rangle_T \lesssim \frac{2\pi \beta}{T}
\]

for all \( T \) less than

\[
T_{\text{max}} = 2\pi \beta \min \left\{ \left( \frac{d}{d_{neq}} \right)^{\frac{1}{2}}, d^{\frac{3}{2}} \right\}.
\]

### 18.4.1.2 Random Hamiltonians

Another place that randomness can be included, needless to say, is the Hamiltonian. In particular, consider that the initial state and observable as well as the spectrum of the Hamiltonian are fixed, but that the eigenbasis of the Hamiltonian is chosen at random\(^7\) [50, 51, 54, 55, 57]. In this case, not only the equilibration time but

\(^6\)Here and later in this section, by random we mean chosen with respect to the unitarily invariant Haar measure.

\(^7\)Note that if the initial state is entirely contained in some energy window, then one can consider only the restricted Hilbert space in that window and consider a rotation of the eigenbasis only within that subspace, in which case the results below are relative to that subspace.
the full time-evolution can be approximated. Note that this paradigmatic situation
is quite different from the physically more plausible one in which a local Hamiltonian
has additional random terms, such as in models featuring many-body localisation [24]. In Ref. [54] the equilibrium of a small system interacting with a large bath is
considered in this context, and it is shown that

$$\langle \text{tr}(\rho_S(t) - \omega_S)^2 \rangle_H \leq \frac{|\chi|^2}{d_S d^2} + \left( \frac{|\zeta|^2}{d^2} - \frac{\gamma}{d^2} \right)^2 + O\left( \frac{1}{d_B} \right),$$  \hspace{1cm} (18.30)

where $\langle \cdot \rangle_H$ denotes the average over Hamiltonians, $d_S$ and $d_B$ are the dimension of
the system and bath respectively (with $d = d_S d_B$),

$$\chi = \sum_{k=1}^{d_k} d_k e^{2iE_k t}, \quad \zeta = \sum_{k=1}^{d_F} d_k e^{iE_k t}, \quad \gamma = \sum_{k=1}^{d_F} d_k^2,$$  \hspace{1cm} (18.31)

where $d_k$ is the degeneracy of the $k$th energy level. The bound given in (18.30) can
be straightforwardly extended to a bound on the trace-distance, which describes how
well $\rho_S(t)$ can be distinguished from $\omega_S$ using any measurement, via

$$\rho_S(t) - \omega_S \rangle_H \leq (d_S \langle \text{tr}(\rho_S(t) - \omega_S)^2 \rangle_H)^{1/2}. \quad \text{Related results for subsystem equilibration in}
\quad \text{the presence of a random Hamiltonian are given in Refs. [50, 55, 57].}
\quad \text{The equilibration of a particular observable with respect to a random Hamiltonian}
\quad \text{is shown in Ref. [51] to be approximately given by}

$$\text{tr}(\rho(t)A) \simeq \text{tr}(\rho_{av} A) + F(t)(\text{tr}(\rho(0)A) - \text{tr}(\rho_{av} A))$$  \hspace{1cm} (18.32)

for the vast majority of times and choices of Hamiltonian, where $\rho_{av}$ is the equilibrium
state $\omega$ averaged over different choices for the Hamiltonian (resulting in $\rho_{av}$ being
close to the maximally mixed state), and

$$F(t) = \frac{d}{d - 1} \left( \left| \frac{1}{d} \sum_{j=1}^{d} e^{iE_j t} \right|^2 - \frac{1}{d} \right).$$  \hspace{1cm} (18.33)

Note that $F(0) = 1$, and that $F(t)$ tends towards zero as $t$ increases, becoming
$O(1/d)$ in the large $t$ limit in which the phases randomise. In the physically relevant
case in which the initial state lies within a microcanonical energy window of width
$\Delta E$ with exponentially increasing density of states, corresponding to a thermal bath
with inverse temperature $\beta$ (where $\beta \Delta E \gg 1$), then

$$F(t) \simeq \frac{1}{1 + (t/\beta)^2},$$  \hspace{1cm} (18.34)

---

8In particular $D(\rho_S(t), \omega_S) = \frac{1}{2} \| \rho_S(t) - \omega_S \|_1$ can be understood operationally in terms of the
maximal success probability $p$ of guessing correctly whether the state is $\rho_S(t)$ or $\omega_S$ (given each
with equal probability) using any measurement on the system, via $D(\rho_S(t), \omega_S) = 2p - 1.$
giving an equilibration time comparable with $\beta$, which is very fast. Furthermore, in this case the equilibrium state is typically very close to the microcanonical state (i.e., the state thermalises as well as equilibrates). Excitingly, this equilibration behaviour has been observed in experiments [51]. What is more, similar equilibration behaviour can be shown even when the energy eigenstates are randomly permuted rather than chosen at random [53], although in this case the system will not generally thermalise.

### 18.4.1.3 Random States

The final place to introduce randomness is the initial state, for a fixed observable and Hamiltonian. As in the case of a random observable, most initial states are already equilibrated. However, interesting results can be obtained by dividing the quantum system up into a particular small subsystem of interest, and a large bath which is in a randomly chosen, or highly mixed, initial state [52]. The key technical result is

$$
\langle (\text{tr}(\rho(t)A) - \text{tr}(\omega A))^2 \rangle_T \leq 4\pi \|A\|^2 d \text{tr}(\rho(0))^2 \xi_f^T,
$$

where $\xi_f^T$ is the analogous function to $\eta_f^T$, but applied to the probability distribution $p_\alpha = |v_\alpha|/Q$ where $Q = \sum_\alpha |v_\alpha|$. We can bound $\xi_f$ analogously to (18.23) by

$$
\xi_f^T \leq \left( \frac{a}{\sigma_G T} + \delta \right),
$$

introducing parameters $a, \delta > 0$ which characterise the probability distribution, and denoting by $\sigma_G$ the standard deviation of gaps with respect to this distribution. If $p_\alpha$ is approximately unimodal with a dense spectrum, we would expect $a \sim 1$ and $\delta \ll 1$ as before. If the state is highly mixed initially then this can give fast equilibration times. For example if $\rho(0) = \rho_S \otimes I_B/d_B$ for a small system of dimension $d_S$ (on which the observable $A$ acts) interacting with a maximally mixed bath of dimension $d_B$, then

$$
\langle (\text{tr}(\rho(t)A) - \text{tr}(\omega A))^2 \rangle_T \leq 4\pi \|A\|^2 d_S \left( \frac{a}{\sigma_G T} + \delta \right),
$$

which leads to equilibration times comparable to $ad_S/\sigma_G$ and independent of the bath size.

This result can be extended to bound the equilibration time for a system interacting with a bath in the microcanonical state of width $\Delta E$ with an exponentially increasing density of states with inverse temperature $\beta$ (where $\beta \Delta E \gg 1$) to get [52]$^9$

---

$^9$Note that this is a slightly simplified form of the bound given in Ref. [52] neglecting minor corrections. The version given in Ref. [52] also includes the bound $\sigma_G^2 \geq (Q\|A\|)^{-1} |\text{tr}([\rho(0), H], H|A)|$ which can be substituted in place of $\sigma_G$ and is simpler to compute.
\[ \langle (\text{tr}(\rho(t)A) - \text{tr}(\omega A))^2 \rangle_T \lesssim 4\|A\|^2 \left( \pi dS e^{\beta \|H_S\| + (1 + \sqrt{dS})K\beta \|H_I\|} \left( \frac{a}{\sigma^3 T} + \delta \right) + \frac{18}{K^2} \right), \]

(18.38)

where \( H_S \) and \( H_I \) are the system and interaction Hamiltonians respectively, and \( K \) is an arbitrary constant. Note that the bath Hamiltonian and bath dimension do not feature. Although this result and (18.37) refer to mixed initial states of the bath, very similar results can be obtained for randomly chosen pure initial states of the bath.

### 18.5 Summary and Outlook

We have discussed the problem of equilibration times in closed quantum systems from a heuristic as well as a rigorous point of view. From the point of view of many-body physics, it seems highly plausible that generic, complex many-body systems equilibrate in a time that depends only weakly on the system-size. However, while quite a few results are available in the case of integrable systems [5, 12, 58–66], whose equilibration behaviour follows a power-law, very little can be said generally about this equilibration time in strongly interacting systems; in particular, it is not yet clear in which way which concrete physical properties influence how quickly a system equilibrates. Numerical studies on classical computers are out-of-reach for these questions since large systems have to be simulated for long times. Therefore this question is an ideal use-case for forthcoming quantum simulators in which Hamiltonians and initial states can be controlled reliably.

While the heuristic discussion provided significant evidence that locally interacting many-body systems indeed equilibrate, the given arguments are not mathematically rigorous. The rigorous results presented in the subsequent section, on the other hand, generally provide fairly weak general bounds on equilibration times, or extremely fast equilibration when some part of the setup is chosen at random. It is thus highly desirable to bridge the two worlds by incorporating general properties of many-body systems as assumptions to obtain stronger, yet rigorous bound on equilibration times which do not rely on randomness. We hope that this book chapter can provide a starting point and as an invitation for further researchers to study this interesting and important problem.

**Acknowledgements** We would like to thank Lea F. Santos, C. Gogolin, and P. Reimann for comments on an earlier draft. H. W. and J. E. acknowledge funding from the Studienstiftung des Deutschen Volkes, the ERC (TAQ), the DFG (EI 519/14-1, EI 519/7-1, CRC 183), and the Templeton Foundation. T. R. O. is supported by the Brazilian National Institute for Science and Technology of Quantum Information (INCT-IQ) and the National Counsel of Technological and Scientific Development (CNPq).
References


19.1 Introduction

More than 90 years after the derivation of the Schrödinger equation, studies of the evolution of isolated quantum systems still receive much theoretical and experimental attention. This may be surprising, since we are simply dealing with linear dynamics. However, the complexity of these quantum systems lies in the effects of the interactions between their many particles, which in most cases prevent analytical results and limits numerical studies to small system sizes. Several open questions permeate the field, including the description of the relaxation to equilibrium and the viability of thermalization [1–3], the existence of a localized phase in the presence of disorder [4], the possibility of saturating bounds for the quantum speed limit [5], and the quantum-classical correspondence [6].

For one-body chaos, the quantum-classical correspondence is well understood. There are conjectures [7] and numerical studies [8] connecting classical chaos with specific properties of the spectrum of quantum systems and also semiclassical methods that bridge the classical and quantum domains [9, 10]. Specifically, quantum systems whose classical counterparts are chaotic have correlated eigenvalues which repel each other resulting in a rigid spectrum. This is to be contrasted with integrable quantum systems whose classical counterparts show regular dynamics. In this case, the eigenvalues are uncorrelated. In chaotic systems, the distribution of the spacings of neighboring levels follows the Wigner-Dyson distribution [11, 12] instead of the Poissonian distribution that is usually found in regular systems.
When it comes to interacting many-body quantum systems, the quantum-classical correspondence is still missing. This is ironic, because the field of quantum chaos has in fact been strongly influenced by Wigner’s studies of many-body nuclear systems [13, 14]. One often extends the findings from one-body chaos and refers to many-body quantum systems with Wigner-Dyson distributions as chaotic systems, as we do in this chapter, but this link has not been proved yet. The subject has recently received much attention [15–18], leading to significant progress in the development of semiclassical analysis for interacting many-body systems [6, 19].

Along the years, there have also been several attempts to connect exponential behaviors in the quantum domain with classical chaos [20, 21]. This topic has been revived once again, now in the context of the so-called out-of-time-ordered four-point correlator (OTOC). While exponential behaviors for the OTOC have been confirmed in some cases of one-body chaos [22–24] and for the Dicke model, which has two degrees of freedom [25], there is no consensus on what we might expect for many-body systems [26].

In a new study [18], it has been shown that the number of states participating in the evolution of realistic interacting many-body quantum systems perturbed far from equilibrium grows exponentially fast in time. This number, known as participation ratio or number of principal components, is a four-point correlation function and thus an example of an OTOC. This result indicates that exponential instability is not exclusive to classical chaos, but emerges also in quantum chaotic systems. The quantum-classical correspondence suggested in Ref. [18] comes from the analogy between the growth of the volume filled by the states participating in the evolution and the growth of the volume of the classical phase-space visited by the classical trajectories. For both, the growth is exponential and the rate should be given by the Kolmogorov-Sinai entropy.

In this chapter, we focus on the survival probability, which is a two-point correlation function, and study its entire evolution after a quench. We show that the dynamics at short times cannot distinguish between many-body quantum systems with and without level repulsion [27–33]. The fast initial decay of the survival probability, Gaussian or exponential, emerges in systems with and without correlated eigenvalues. As a matter of fact, the same is true for the linear increase in time of entropies [33–35] and, equivalently, for the exponential growth of the participation ratio. Therefore, if exponential behaviors at the quantum level are to be linked with classical chaos, then either level repulsion ceases to be essential for many-body quantum chaos, which contrasts with one-body quantum chaos, or there is something missing in the discussions of these exponential behaviors.

We show that unambiguous signatures of level repulsion emerge only at long times [36–38], after the initial fast dynamics. Long times are required for the dynamics to be able to resolve the discreteness of the spectrum and detect whether the eigenvalues are or not correlated. We stress, however, that this chapter does not answer the question of whether there is indeed a one-to-one correspondence between level repulsion and many-body quantum chaos.

The survival probability presents different behaviors at different time scales [36–45]. To better understand the causes of these behaviors in realistic many-body
quantum systems, we analyze the survival probability evolving under full random matrices (FRM). These matrices are not realistic, since they imply the interaction of all particles at the same time, but they allow us to extract analytical expressions, which guide our studies of realistic systems [38].

The systems considered are finite, so the dynamics for both FRM and realistic chaotic many-body quantum models eventually saturates to a value determined by the level of delocalization of the initial state written in the energy eigenbasis. Before reaching this point, we witness the following behaviors in this order: (i) a universal initial quadratic decay that later remains Gaussian or switches into an exponential; (ii) a slower power-law evolution caused by the bounds in the spectrum, (iii) a dip below the saturation point caused by the presence of correlated eigenvalues. This dip, known as correlation hole [46–50], is nonexistent in systems that have uncorrelated eigenvalues or continuous spectrum, being an unequivocal manifestation of level repulsion.

19.2 Models

We consider systems described by the Hamiltonian

\[ H = H_0 + \lambda V, \]

(19.1)

where \( H_0 \) is an integrable Hamiltonian corresponding to the unperturbed part of the total Hamiltonian \( H \), and \( V \) is a perturbation of strength \( \lambda \). We set \( \hbar = 1 \) and \( \lambda = 1 \), unless said otherwise.

We denote the eigenvalues and eigenstates of \( H \) as \( E_\alpha \) and \( |\alpha\rangle \), respectively, and those of \( H_0 \) as \( \varepsilon_n \) and \( |n\rangle \). Two models are studied, a FRM model and a realistic spin model.

19.2.1 Full Random Matrix Model

We study the evolution under FRM from a Gaussian orthogonal ensemble (GOE) [11, 12, 51]. The matrix is constructed as follows. We fill a \( D \times D \) matrix with \( D^2 \) real random numbers from a Gaussian distribution with mean zero and standard deviation 1. We then sum the matrix to its transpose, which results in a real and symmetric matrix that belongs to the GOE. The diagonal elements, which constitute \( H_0 \), have variance

\[ \langle H_{ii}^2 \rangle = 4 \]

and the off-diagonal elements, which compose \( V \), have variance

\[ \langle H_{ij}^2 \rangle = 2 \quad \text{for} \quad i \neq j \]
19.2.1.1 Density of States: Semicircle

The density of states (i.e., the histogram of all eigenvalues) of FRM follows the standard semicircle distribution \[52\],

\[
\text{DOS}(E) = \frac{2}{\pi \mathcal{E}} \sqrt{1 - \left(\frac{E}{\mathcal{E}}\right)^2},
\]

(19.2)

where \(2\mathcal{E}\) is the length of the spectrum, that is \(-\mathcal{E} \leq E \leq \mathcal{E}\). We show DOS\((E)\) for one realization of a GOE FRM in Fig. 19.1a. Notice that in this chapter we are interested in all eigenvalues and eigenstates, so the numerical method used is full exact diagonalization.

![Density of States](image)

**Fig. 19.1** Results for a single GOE random matrix. a Numerical DOS (shade area) compared with Eq. (19.2) (solid curve). b Numerical \(P(s)\) (shaded area) and Eq. (19.3) (solid curve). c Level number variance: circles are numerical results and solid curve is Eq. (19.4). d Normalized PR versus \(E\): dots are numerical results obtained with exact diagonalization and the solid line is the analytical result \(1/3\). We divide the eigenvalues by the width of the DOS for a better comparison with the results for the disordered spin model. The dimension of the matrix is \(D = 12,870\), in anticipation of the dimension used for the spin model (see Sect. 19.2.2).
19.2.1.2 Correlated Eigenvalues

The eigenvalues of FRM are correlated. They are prohibited from crossing, so there are no degenerate levels. Such level repulsion is evident in the distribution \( P(s) \) of the spacings \( s \) between neighboring levels. To obtain \( P(s) \), we first need to rescale the energies (unfold the spectrum), so that the specific mean level density of the system is removed from the data [53]. This allows us to compare spectra from different systems and in different energy regions. After unfolding the spectrum [53], one finds for GOE FRM the following Wigner-Dyson distribution [12],

\[
P(s) = \frac{\pi}{2} s \exp\left( -\frac{\pi}{4} s^2 \right).
\]  

We show \( P(s) \) for one realization of a GOE FRM in Fig. 19.1b.

The level spacing distribution \( P(s) \) detects short-range correlations between the eigenvalues. There are quantities that capture also long-range correlations, such as the level number variance \( \Sigma^2(\ell) \). Studying different quantities, we get a more complete picture of the spectrum. The level number variance is the variance of the number of unfolded eigenvalues in a given interval of length \( \ell \). For FRM, \( \Sigma^2(\ell) \) grows logarithmically with \( \ell \). For the specific case of GOE FRM [12], the dependence on \( \ell \) is

\[
\Sigma^2(\ell) = \frac{2}{\pi^2} \left[ \ln(2\pi \ell) + \gamma_e + 1 - \frac{\pi^2}{8} \right],
\]  

where \( \gamma_e = 0.5772 \ldots \) is Euler’s constant. We show \( \Sigma^2(\ell) \) for one realization of a GOE FRM in Fig. 19.1c.

19.2.1.3 Delocalized Eigenstates

The eigenstates \( |\alpha\rangle = \sum_n C_n^{\alpha} |n\rangle \) of FRM are random vectors, that is the components \( C_n^{\alpha} \) are random numbers constrained by the normalization condition, \( \sum_n |C_n^{\alpha}|^2 = 1 \). For GOE FRM, the components are real random numbers from a Gaussian distribution.

To quantify how much delocalized a state is in a certain basis \( |n\rangle \), we use measures such as the participation ratio, defined as

\[
PR^{\alpha} = \frac{1}{\sum_{n=1}^{D} |C_n^{\alpha}|^4}.
\]  

This quantity has been used for many decades in the context of localization and chaos [54]. More recently, in studies of relaxation, it is also sometimes referred to as effective dimension (see Chap. 18 in this book). For GOE FRM, one can show that
$PR \simeq \mathcal{D}/3$ \cite{44}. In Fig. 19.1d, we show $PR$ for all eigenstates of one realization of a GOE FRM. As one sees, all eigenstates are equally delocalized, apart from small fluctuations.

### 19.2.2 Disordered Spin-1/2 Model

The physical many-body system that we analyze is a one-dimensional (1D) system of interacting spins-1/2. It has $L$ sites, periodic boundary conditions, and onsite disorder. The unperturbed part of $H$ is

$$H_0 = \sum_{k=1}^{L} h_k S^z_k + \sum_{k=1}^{L} S^x_k S^x_{k+1}, \quad (19.6)$$

where $S_k$ are the spin operators on site $k$. The Zeeman splittings $h_k$ are random numbers from a uniform distribution $[-h, h]$ and $h$ is the disorder strength. We refer to the eigenstates of $H_0$ as site-basis vectors, also known as computational basis vectors. They correspond to states that on each site has either a spin pointing up in the $z$-direction or pointing down. The perturbation is given by

$$V = \sum_{k=1}^{L} \left( S^x_k S^x_{k+1} + S^y_k S^y_{k+1} \right). \quad (19.7)$$

In the site-basis, $V$ constitutes the off-diagonal part of $H$.

The total spin Hamiltonian $H$ conserves the total spin in the $z$-direction, $S^z = \sum_k S^z_k$. We study the largest subspace, $S^z = 0$, which has dimension $\mathcal{D} = L!(L/2)^2$.

The disordered spin Hamiltonian has been considered in studies of spatial localization since 2004 \cite{55–58} (for more recent works see \cite{4, 59}). An advantage of using this model for studies of dynamics is that we deal with averages over disorder realizations, which is a way to reduce finite size effects and smoothen the curves \cite{36, 39}. This is particularly important in studies of long-time evolution, as done here.

#### 19.2.2.1 Density of States: Gaussian

The density of states of delocalized many-body quantum systems with few-body (in our case, two-body) interactions is Gaussian \cite{60}. This can be shown analytically in the case of integrable models \cite{61}. In Fig. 19.2a, we show $\text{DOS}(E)$ for one realization of the disordered spin model with $h = 0.5$. 


19.2.2.2 Eigenvalues

The properties of the spectrum of the spin model depend on the strength of the disorder. When $h$ is of the order of $J$, the eigenvalues are correlated and show a Wigner-Dyson distribution. For the system size considered here ($L = 16$, $\mathcal{D} = 12870$), strong level repulsion occurs for $h = 0.5$ [36], as depicted in Fig. 19.2b.

In integrable models, the eigenvalues are uncorrelated and the levels are not prohibited from crossing. Usually, the level spacing distribution is Poissonian, $P(s) = \exp(-s)$, but different shapes are observed when the spectrum has an excessive number of degeneracies [62] or the spacings between the levels are nearly equal [63]. Our disordered model has two integrable points, one when $h = 0$ and the other when $h > h_c$, where $h_c$ is a critical point above which the system becomes localized in space. Away from the integrable and chaotic points, the level spacing distribution is intermediate between Poissonian and Wigner-Dyson [36].
When it comes to the level number variance, we find that deep in the chaotic regime $(h = 0.5)$, $\Sigma^2(\ell)$ agrees well with the results for the GOE FRM for the values of $\ell$ shown in Fig. 19.2c. For uncorrelated eigenvalues, the level number variance grows linearly with $\ell$, that is $\Sigma^2(\ell) = \ell$. In the case of our spin model, as the disorder strength moves away from the chaotic region and approaches the integrable limits $(h > h_c$ or $h \to 0)$, the points for the level number variance get out of the logarithmic curve for smaller values of $\ell$ and after that, they follow a curve that is closer to linear than logarithmic [64].

### 19.2.2.3 Eigenstates

The components of the eigenstates of realistic systems are never completely uncorrelated as in FRM, so we do not have $PR \simeq D/3$. However, in the chaotic domain, we do find $PR \propto D$ [36, 39], with pre-factors smaller than 1/3.

Contrary to FRM, where the basis is ill defined, the values of the $PR$ for realistic systems depend on the chosen basis. The appropriate basis to analyze the transition to chaos is the mean-field basis, as discussed in Refs. [1, 33–35]. In contrast, to study localization in space, the site-basis is the natural choice.

The level of delocalization of the eigenstates of realistic systems also depends on their energy. Eigenstates closer to the middle of the spectrum tend to be more delocalized than those closer to the edges. In Fig. 19.2d we show $PR$ for all eigenstates of one realization of the disordered spin model in the chaotic limit, $h = 0.5$.

### 19.3 Survival Probability

We prepare the system in an eigenstate $|n_0\rangle \equiv |\Psi(0)\rangle$ of $H_0$ and let it evolve according to the total Hamiltonian $H$, that is

$$|\Psi(t)\rangle = e^{-iHt}|\Psi(0)\rangle = \sum_\alpha C_{n_0}^{\alpha} e^{-iE_\alpha t}|\alpha\rangle,$$

where $C_{n_0}^{\alpha} = \langle \alpha|\Psi(0)\rangle$ is the overlap between the initial state and the energy eigenbasis.

We study the survival probability, which is one of the simplest observables and allows us to obtain detailed information about the entire evolution of the system. Mathematically, it is given by

$$W_{n_0}(t) = |\langle \Psi(0)|\Psi(t)\rangle|^2 = \sum_\alpha |C_{n_0}^{\alpha}|^2 e^{-iE_\alpha t}^2.$$

(19.8)
Physically, it is the probability of finding the initial state at time $t$. The sum in Eq. (19.8) can be written in terms of an integral as

$$W_{n_0}(t) = \left| \int dE e^{-iEt} \rho_{n_0}(E) \right|^2,$$

(19.9)

where

$$\rho_{n_0}(E) \equiv \sum_{\alpha} |C_{n_0}^{\alpha}|^2 \delta(E - E_{\alpha})$$

(19.10)

is the energy distribution weighted by the components $|C_{n_0}^{\alpha}|^2$ of the initial state. It is called local density of states (LDOS). The survival probability is the absolute square of the Fourier transform of the LDOS.

The energy of the initial state is the mean of the LDOS,

$$E_{n_0} = \langle \Psi(0) | H | \Psi(0) \rangle = \sum_{\alpha} |C_{n_0}^{\alpha}|^2 E_{\alpha},$$

(19.11)

and the variance of the LDOS is

$$\sigma_{n_0}^2 = \sum_{\alpha} |C_{n_0}^{\alpha}|^2 (E_{\alpha} - E_{n_0})^2.$$  

(19.12)

At very short times, $t \ll \sigma_{n_0}^{-1}$, independently of the model or of the initial state, the survival probability shows a universal quadratic behavior in $t$,

$$W_{n_0}(t) \approx 1 - \sigma_{n_0}^2 t^2.$$  

(19.13)

This is obtained by expanding Eq. (19.8) [28, 42]. At later times, the behavior of the survival probability depends on the time scale.

### 19.4 Dynamics of Chaotic Systems

To better understand the different behaviors of the survival probability at different time scales, we compare the results obtained for the evolution under FRM with those for the disordered spin-1/2 model in the chaotic limit, $h = 0.5$.

#### 19.4.1 Fast Initial Decay

Beyond the universal quadratic decay, the evolution of the survival probability is initially controlled by the shape of the envelope of the LDOS.
19.4.1.1 Full Random Matrices

The shape of the LDOS of an arbitrary initial state extracted from $H_0$ and projected into the eigenstates of a FRM coincides with the shape of the DOS, that is, the envelope is semicircular [27, 28, 30], just as in Eq. (19.2). The width of the LDOS can be obtained from

$$\sigma_{n_0} = \sqrt{\int_{-\infty}^{\infty} \rho_{n_0}(E) E^2 dE} = \frac{E}{2}. \quad (19.14)$$

The LDOS is shown in Fig. 19.3a.

The Fourier transform of a semicircle gives [27, 28, 30]

$$W_{n_0}(t) = \frac{2\sigma_{n_0} J_1(2\sigma_{n_0} t)}{(\sigma_{n_0} t)^2}, \quad (19.15)$$

where $J_1(t)$ is the Bessel function of first kind. This leads to a very fast initial decay, as shown in Fig. 19.3b. This is the fastest decay that we can have for lattice many-
body quantum systems where the LDOS has a single peak. In quench dynamics, where the LDOS becomes bimodal, the dynamics can be even faster [30].

### 19.4.1.2 Chaotic Spin-1/2 Model

For the chaotic spin model, we select as initial states, eigenstates from $H_0$ (19.6) with energy $E_{n_0}$ very close to the middle of the spectrum. The strength of the perturbation that takes $H_0$ into $H$ is strong. In this case, the LDOS, just as the DOS, has a Gaussian shape, as shown in Fig. 19.3c.

The Fourier transform of a Gaussian gives a Gaussian decay,

$$W_{n_0}(t) = \exp(-\sigma_{n_0}^2 t^2), \quad (19.16)$$

as indeed seen in Fig. 19.3d. The curve is an average over several initial states and disorder realizations that total $10^5$ data. We stress that the decay is truly Gaussian and not only the quadratic behavior at short times.

The decay functions for FRM and realistic models are, of course, different, but the cause of the behaviors is the same, namely the shape of the envelope of the LDOS. We note that the shape depends on the model, on the energy of the initial state, and on the strength of the perturbation, but not on the existence of level repulsion [27–30]. Integrable models can also lead to Gaussian or exponential decays. To illustrate this fact, we show in Fig. 19.4, the survival probability for the integrable XXZ model described by

$$H_{XXZ} = \sum_{k=1}^{L-1} \left( S_k^x S_{k+1}^x + S_k^y S_{k+1}^y + \lambda S_k^z S_{k+1}^z \right). \quad (19.17)$$

We assume that the unperturbed and perturbed parts of the Hamiltonian are:

$$H_0 = \sum_{k=1}^{L-1} \left( S_k^x S_{k+1}^x + S_k^y S_{k+1}^y \right), \quad V = \sum_{k=1}^{L-1} S_k^z S_{k+1}^z, \quad (19.18)$$

and $\lambda$ is the strength of the perturbation. We take as initial state an eigenstate of $H_0$ with $E_{n_0} \sim 0$.

When $\lambda$ is very small, the initial state is not so different from one of the energy eigenbasis and the LDOS is very narrow [Fig. 19.4a], resulting in a very slow evolution [Fig. 19.4b]. As $\lambda$ increases, the LDOS broadens and becomes Lorentzian [Fig. 19.4c], which leads to the exponential behavior of the survival probability [Fig. 19.4d]. If we increase $\lambda$ even further, the LDOS broadens even more, eventually approaching the Gaussian shape of the DOS [Fig. 19.4e]. This is the limit of very strong perturbation, which causes the Gaussian decay [Fig. 19.4f].

Note that the clean system described by Eq. (19.17) has symmetries that do not exist in the disordered model. To avoid degeneracies emerging from translational
Fig. 19.4  Local density of states (left column) and survival probability (right column) for the XXZ model [Eq. (19.17)]. The values of $\lambda$ are indicated in the figure. The initial state $|\Psi(0)\rangle$ has energy far from the edges of the spectrum. Black solid line (left) and black circles (right): Gaussian LDOS and Gaussian decay, respectively, with $\sigma_0$ from Eq. (19.12). Red shaded area (left) and red solid lines (right): numerical results. Blue diamonds in (c) and (d): Lorentzian fit and exponential decay, respectively. $L = 18$, 6 up-spins, $D = 18.564$, open chain. Horizontal dashed lines indicate the saturation value [Eq. (19.22)].

symmetry, we consider open boundary conditions. In addition, in Fig. 19.4, we choose $L = 18$ and 6 up-spins, that is 1/3 filling instead of 1/2, as used previously. This choice avoids spin reversal symmetry.

19.4.2 Power-Law Decays at Intermediate Times

Any quantum system has at least one energy bound in the spectrum corresponding to the ground state. In the case of finite systems, there are two energy bounds. The presence of these bounds cause the eventual partial reconstruction of the initial
state \[65\], which slows down the evolution of the survival probability. We then find power-law decays even in the most chaotic scenario of FRM \[31, 41, 42\]. The value of the power-law exponent depends on how the LDOS approaches the energy bounds.

If the LDOS goes to zero at the bound \(E_{low}\) as

\[
\rho_{n_0}(E) = (E - E_{low})^\xi \eta(E),
\]

(19.19)

with

\[
\lim_{E \to E_{low}} \eta(E) > 0,
\]

then the decay of the survival probability at long times is given by

\[
W_{n_0}(t) \propto t^{-(\xi+1)}.
\]

(19.20)

More details can be found in \[41, 42, 66, 67\].

19.4.2.1 Full Random Matrices

The tails of the LDOS of FRM falls with the square root of the energy, \(E^{1/2}\), so one has \(\xi = 1/2\). Following Eq. (19.20), the decay should be \(t^{-3}\), as indeed confirmed by Fig. 19.5a. The power-law decay is the envelope of the decay of the oscillations caused by the Bessel function in Eq. (19.15).

---

\[ W_{n_0}(t) \propto t^{-(\xi+1)}. \]

---

**Fig. 19.5** Power-law decay of the survival probability. In (a) the GOE FRM: numerical results (solid line) and \(t^{-3}\) decay (dashed line). In (b) the disordered spin model with \(h = 0.5\): numerical results (solid line) and \(t^{-2}\) decay (dashed line). The spectrum is rescaled as described in Fig. (19.1) and Fig. (19.2). In (a) the average is over \(10^4\) data and in (b) the average is over \(10^5\) data. For both models \(D = 12870\).
The $t^{-3}$ behavior can also be directly derived by studying Eq. (19.15) asymptotically, $t \gg \sigma_{n_0}^{-1}$, as shown in [41, 42]. In this case, we find that

$$W_{n_0}(t) \to \frac{1 - \sin(4\sigma_{n_0} t)}{2\pi \sigma_{n_0}^3 t^3},$$

(19.21)

which makes evident the power-law decay.

### 19.4.2.2 Chaotic Spin-1/2 Model

The corroboration of the power-law decay for the FRM suggests that we should expect the same for our realistic chaotic spin model. In chaotic systems perturbed far from equilibrium, the LDOS is ergodically filled, so the dynamics should have enough time to detect the bounds in the spectrum, before resolving the discreteness of the spectrum.

The LDOS of the chaotic spin model is Gaussian, so the tails become approximately constant in energy. Following Eq. (19.20), one has $\xi = 0$, so $W_{n_0}(t) \propto t^{-2}$. This power-law exponent can also be obtained from the direct Fourier transform of the Gaussian LDOS taking the bounds into account when doing the integral (see Refs. [41, 42]).

In Fig. 19.5b, we show with a dashed line the $t^{-2}$ decay. Larger system sizes are needed to make this behavior more evident. Longer time intervals where the $t^{-2}$ decay is indeed observed are shown in Fig. 1 of Ref. [68], where we have $L$ up to 24. We note that also for FRM, the duration of the power-law behavior shrinks as the system size decreases [69].

### 19.4.3 Correlation Hole

We deal with finite systems, so the evolution of the survival probability eventually saturates to its infinite-time average,

$$\bar{W}_{n_0} = \sum_{\alpha} |C_{n_0}^\alpha|^4,$$

(19.22)

which is the inverse of the participation ratio for the initial state written in the energy eigenbasis. For FRM, $\bar{W}_{n_0} \simeq 3/D$ and larger values are reached for realistic models.

The dynamics can resolve the discreteness of the spectrum before saturation. In chaotic systems, this happens when the evolution perceives the correlations between the eigenvalues. For the survival probability, these correlations are manifested in the form of a dip below the saturation point, known as correlation hole [46–49, 70–79]. The correlation hole was studied in the context of FRM, billiards, and molecules. We have extended these studies to realistic lattice many-body models [36–38, 43–45].
19.4.3.1 Full Random Matrices

To understand the origins of the correlation hole, one needs to write Eq. (19.8) as

$$W_{n_0}(t) = \sum_{\alpha_1, \alpha_2} |C^\alpha_{n_0}|^2 |C^{\alpha_2}_{n_0}|^2 e^{iE_{\alpha_1}t} e^{-iE_{\alpha_2}t} = \int G(E) e^{-iEt} dE + \bar{W}_{n_0}, \quad (19.23)$$

where

$$G(E) = \sum_{\alpha_1 \neq \alpha_2} |C^\alpha_{n_0}|^2 |C^{\alpha_2}_{n_0}|^2 \delta(E - E_{\alpha_1} + E_{\alpha_2}) \quad (19.24)$$

is the spectral autocorrelation function.

When dealing with FRM, we usually perform averages $\langle \cdot \rangle_{\text{FRM}}$ over ensembles of random matrices. Since the eigenvalues and eigenstates of FRM are statistically independent, we can write $G(E)$ as

$$\langle G(E) \rangle_{\text{FRM}} = \left\langle \sum_{\alpha_1 \neq \alpha_2} |C^\alpha_{n_0}|^2 |C^{\alpha_2}_{n_0}|^2 \right\rangle_{\text{FRM}} \langle \delta(E - E_{\alpha_1} + E_{\alpha_2}) \rangle_{\text{FRM}}. \quad (19.25)$$

The first factor on the right hand side depends only on the random real components of the initial state,

$$\left\langle \sum_{\alpha_1 \neq \alpha_2} |C^\alpha_{n_0}|^2 |C^{\alpha_2}_{n_0}|^2 \right\rangle_{\text{FRM}} = 1 - \left\langle \sum_\alpha |C^\alpha_{n_0}|^4 \right\rangle_{\text{FRM}} = 1 - \langle \bar{W}_{n_0} \rangle_{\text{FRM}}. \quad (19.26)$$

The second factor in Eq. (19.25) is the one that captures the correlations between the eigenvalues. It can be written as

$$\langle \delta(E - E_{\alpha_1} + E_{\alpha_2}) \rangle_{\text{FRM}} = \frac{D!}{(D - 2)!} \int \int \delta(E - E_{\alpha_1} + E_{\alpha_2}) R_2(E_{\alpha_1}, E_{\alpha_2}) dE_{\alpha_1} dE_{\alpha_2}, \quad (19.27)$$

where $R_2(E_{\alpha_1}, E_{\alpha_2})$ is the Dyson two-point correlation function. $R_2$ gives the probability density of finding an energy level around each of the energies $E_{\alpha_1}, E_{\alpha_2}$. The two-point correlation function can be divided as

$$R_2(E_{\alpha_1}, E_{\alpha_2}) = R_1(E_{\alpha_1}) R_1(E_{\alpha_2}) - T_2(E_{\alpha_1}, E_{\alpha_2}), \quad (19.28)$$

where $R_1$ is the DOS and $T_2(E_{\alpha_1}, E_{\alpha_2})$ is the two-level cluster function [11].

The Fourier transform of $R_1$ leads to the behavior described by Eq. (19.15). The Fourier transform of $T_2$ gives the two-level form factor, which for GOE matrices reads [11]

$$b_2(\tilde{\tau}) = |1 - 2\tilde{\tau} + \tilde{\tau}\ln(1 + 2\tilde{\tau})| \Theta(1 - \tilde{\tau}) + |1 + \tilde{\tau}\ln((2\tilde{\tau} + 1)/(2\tilde{\tau} - 1))| \Theta(\tilde{\tau} - 1), \quad (19.29)$$
where Θ is the Heaviside step function (see details of the derivation in [11, 43, 49]). The \( b_2 \) function, which is related to the level number variance [12], is responsible for the correlation hole. The Bessel decay in Eq. (19.15) is interrupted by \( b_2 \), which, after the hole, brings the survival probability to the saturation point.

The \( b_2 \) function differs from zero only if the eigenvalues have some degree of correlation. It is therefore an unambiguous signature of the presence of level repulsion found by studying the time evolution of the system [37]. If the eigenvalues are uncorrelated, \( b_2(\tilde{t}) = 0 \).

The complete analytical expression for the survival probability evolving under GOE FRM of large dimensions was obtained in Ref. [38]. It is given by

\[
\langle W_{n_0}(t) \rangle_{\text{FRM}} = \frac{1 - \langle \overline{W}_{n_0} \rangle_{\text{FRM}}}{D - 1} \left[ 4D J_1^2(\mathcal{E}t) - b_2 \left( \frac{\mathcal{E} t}{4D} \right) \right] + \langle \overline{W}_{n_0} \rangle_{\text{FRM}}. \tag{19.30}
\]

This expression matches the numerical result extremely well, as seen in Fig. 19.6a.

### 19.4.3.2 Chaotic Spin-1/2 Model

The correlation hole is also evident in the chaotic spin model. As seen in the inset of Fig. 19.6b, the curve for the hole for the spin model is nearly parallel to the analytical one for FRM in Eq. (19.30).\(^1\) This implies that the same \( b_2 \) function can be used

---

\(^1\)Notice that here and in all other figures, apart from Fig. 19.4, the spectra of the FRM and of the spin model are rescaled by the width of their DOS for a better comparison.
to describe the long-time behavior of the survival probability of realistic chaotic models. At such long times, the dynamics no longer depends on details, such as the shape of the DOS and LDOS and the structure of the eigenstates, but cares only about the correlations between the eigenvalues.

Motivated by the comparisons between our results for the FRM and for the chaotic spin model, we proposed in Ref. [38] an expression to describe the entire evolution of the survival probability for the spin model. It is written as

\[
\langle W_{n_0}(t) \rangle = \frac{1 - \langle W_{n_0} \rangle}{D - 1} \left[ D \frac{g(t)}{g(0)} - b_2 \left( \frac{\sigma_{n_0} t^2}{2D} \right) \right] + \langle W_{n_0} \rangle, \quad (19.31)
\]

where

\[
g(t) = e^{-\sigma_{n_0}^2 t^2} + A \frac{1 - e^{-\sigma_{n_0}^2 t^2}}{\sigma_{n_0}^2 t^2} \quad (19.32)
\]

and \( A \) is a fitting constant. The function \( g(t) \) is used to capture the initial Gaussian decay and the subsequent power-law behavior \( \propto t^{-2} \). The curve from Eq. (19.31) is shown in Fig. 19.6b together with the numerical result. It is quite impressive that we can match the entire evolution so well using a single fitting constant.

### 19.5 Dynamics: From Chaos to Localization

As we increase \( h \) above 0.5 and the system approaches a localized phase in space, the evolution of the survival probability slows down and saturates at a higher plateau, as shown in Fig. 19.7a.

**Fig. 19.7** Full decay of the survival probability (a) and of the spin density imbalance (b) for the disordered spin model. The numerical results from bottom to top have \( h = 0.5, 1, 1.5, 2, 2.5 \). In (a), the average is over \( 10^5 \) data as in Fig. (19.6)b. In (b) the average is over \( 10^4 \) data. For both panels \( D = 12870 \).
For $0.5 \leq h \leq 1$, where the system is chaotic, the power-law exponent $\gamma$ of $W_{n_0}(t) \propto t^{-\gamma}$ is $2 \leq \gamma \leq 1$. As we said above, $\gamma = 2$ is caused by the energy bounds. The values $2 < \gamma \leq 1$ must be caused by a combination of bound effects and possible small correlations between the eigenstates [41, 42].

When $h > 1$, the LDOS becomes sparse and the initial states are no longer fully delocalized in the energy eigenbasis, that is $PR_{n_0} = \overline{W_{n_0}^{-1}} \propto D_2^2$, where $D_2 < 1$. The exponent $D_2$ is the fractal dimension. As shown in Ref. [39], $D_2$ coincides with $\gamma$. This implies that the components $|C_{n_0}^\alpha|^2$ are correlated and the spectral autocorrelation function in Eq. (19.24) becomes

$$G(E) \propto E^{D_2 - 1}.$$  \hspace{1cm} (19.33)

The power-law exponent $\gamma = D_2 < 1$ is caused by the fractality of the eigenstates.

As we mentioned when describing Fig. 19.2, as $h$ increases above 0.5, the level number variance escapes the logarithmic behavior for smaller values of $\ell$ and the level spacing distribution changes gradually from Wigner-Dyson to Poissonian. This happens because the eigenvalues become less correlated. This is reflected also in the correlation hole. It gets less deep as the system moves away from the chaotic region and the minimum point of the hole takes place later in time. The gradual shift of the correlation hole to later times is directly related with the earlier point where $\Sigma^2(\ell)$ leaves the logarithmic curve and is related with the Thouless energy [45].

We note that the correlation hole is not exclusive to the survival probability [38]. It is found also in other observables, such as the imbalance of the spin density for all sites [80, 81],

$$I(t) = \frac{4}{L} \sum_{k=1}^{L} \langle \Psi(0)|S_k^z(0)S_k^z(t)|\Psi(0)\rangle.$$  \hspace{1cm} (19.34)

We show results for $I(t)$ in Fig. 19.7b for different values of $h$. The curves are comparable to those seen for the survival probability in Fig. 19.7a. The correlation hole is deep and broad in the chaotic limit, $h = 0.5$. It shrinks and becomes shallower as $h$ increases [38]. We should expect similar behaviors for other observables, such as the OTOC [38]. In Ref. [37] we also saw a sign of the correlation hole in the evolution of the Shannon (information) entropy. There, it appeared as a bulge above the saturation point. It was, however, very small.

Direct manifestations of level repulsion, such as the correlation hole, happen at exceedingly long times. To observe the correlation hole experimentally, the dynamics would need to remain coherent for very long times. Furthermore, averages over disorder realizations or, in the case of clean systems [37], over initial states are needed to reveal the hole.
19.6 Conclusion

We have developed a detailed picture of the entire evolution of the survival probability for realistic lattice many-body quantum systems. We are now extending this understanding to other observables and hope to be able to suggest equations similar to Eq. (19.31) for generic observables. We believe that comparisons with results for FRM and banded random matrices will be helpful in this pursuit. Despite being unrealistic, FRM allows for analytical results, which can guide us when studying realistic models.

We stress that signatures of level repulsion show up at long times, when the dynamics resolves the discreteness of the spectrum. It remains to be understood whether level repulsion is essential for many-body quantum chaos, as it is for one-body quantum chaos. This is an important question for studies of thermalization, since for many years, chaos has been seen as the main mechanism for the relaxation of isolated many-body quantum systems to thermal equilibrium.
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Chapter 20
Properties of Thermal Quantum States:
Locality of Temperature, Decay of Correlations, and More

Martin Kliesch and Arnau Riera

20.1 Introduction

Thermal or Gibbs states are arguably the most relevant class of states in nature. They appear to have many very different unique properties. On one hand, they provide an efficient description of the equilibrium state for most systems (see Chap. 17 and Ref. [1] for a detailed review). Jaynes gave a justification of this observation by means of the principle of maximum entropy [2, 3]. For a given energy, the thermal state is the one that maximizes the von Neumann entropy. This is in fact the reason why they minimize the free energy potential.

At the same time, in the context of extracting work from closed systems by means of unitary transformations, thermal states appear as the only ones that are completely passive states [4]. That is, for any other passive state [5], i.e. a state whose (average) energy cannot be lowered by applying a unitary transformation, it is always possible to form an active state by joining sufficiently many copies. Note that this property is crucial for establishing both a resource theory of thermodynamics and a consistent zero-th law (see Chaps. 25 and 33).
Last but not least, if one accepts that the equilibrium population of a configuration should only be a function of its energy, the canonical ensemble becomes the single probability distribution that allows for a free choice of the energy origin, or in other words, that is invariant under energy shifts. More explicitly, any other relation between populations and energy would imply that observers with different energy origins would observe different equilibrium states. The proof of that statement is a good exercise.

In this chapter, we study the properties of thermal states for a class of Hamiltonians highly relevant in condensed matter physics: spin lattice Hamiltonians with short range interactions. We particularly focus on results where the application of tools coming from quantum information theory has been particularly successful in recent years.

A first issue where quantum information tools have been helpful is in the rigorous proof of long-standing conjectures concerning the correlations of many-body systems. The most paradigmatic example is the proof that unique ground states of gapped Hamiltonians have an exponential decay of correlations [6, 7]. In Sect. 20.3 we overview the main results on the scaling of the correlations for both thermal states and absolute zero temperature states. The understanding of the correlations of many-body systems is particularly relevant since they are a signature of phase transitions and critical phenomena [8, 9]. Furthermore, they are also related to the stability of thermal states, that is, to the robustness of thermal states against distant and/or weak Hamiltonian perturbations [10].

The stability of thermal states is actually crucial for understanding to what extent temperature can be assigned locally in a system [10–13]. For weakly interacting systems temperature is an intensive quantity, in the sense that every subsystem is in a thermal state with the temperature identical to the global one. However, when interactions between subsystems are not negligible, this property does no longer hold, as can be the case for quantum systems [14, 15]. A first step to circumvent the problem of assigning temperature locally to a subsystem was made in Refs. [16, 17], where it was shown that it is sufficient to extend the subsystem by a boundary region that, when traced out, disregards the correlations and the boundary effects. If the size of such a boundary region is independent of the total system size, temperature can still be said to be local. In Ref. [10] it is shown that the thickness of the boundary region is determined by the decay of a generalized covariance, which captures the response in a local operator of perturbing a thermal state and ultimately at what length scales temperature can be defined. In other words, the clustering of the generalized covariance allows for a local definition of temperature. This issue is particularly relevant in Chap. 21, where the problem of local thermometry is considered.

Another feature of the thermal states that exhibit a clustering of correlations is that they can be efficiently classically represented by so-called tensor network states [18]. The simulation of quantum many body systems by classical means, and more specifically by using tensor network states, has been one of the most fruitful topics in the interplay between condensed-matter physics and quantum information. Tensor networks have been shown to satisfactorily describe locally entangled states in one and two spatial dimensions and even systems at criticality [19]. Applications
of thermal states with exponentially decaying correlations are presented in Sect. 20.3.5.

In Sect. 20.4, we focus on the study of the energy distribution of states not necessarily thermal but with a finite correlation length. In particular, it can be shown that for large system sizes the energy distribution of a state with a finite correlation length has an energy distribution that tends to a Gaussian whose standard deviation scales with the square root of the system size [20].

The last part of the chapter in Sect. 20.5 is dedicated to present a rigorous formulation of the equivalence between the canonical and the microcanonical ensembles [20, 21].

We finally conclude with a brief summary and a discussion on what might be the most relevant open questions of the field.

20.2 Setting

Throughout the chapter we set $\hbar = 1 = k_{\text{Boltzmann}}$ and assume all Hilbert space dimensions to be finite. For a positive integer $n$ we set $[n] := \{1, 2, \ldots, n\}$. The spectral norm and trace norm on operators are denoted by $\| \cdot \|$ and $\| \cdot \|_1$. They are given by the largest and the sum of the operator’s singular values, respectively.

We consider quantum spin-lattice systems: the Hilbert space is given by $\mathcal{H} = \bigotimes_{x \in V} \mathcal{H}_x$, where $V$ is a finite set, called the vertex set. $\mathcal{H}_x$ are the local Hilbert spaces. Usually, they have all the same dimension, i.e., $\mathcal{H}_x \cong \mathbb{C}^d$ and $d$ is called the local Hilbert space dimension.

The partial trace over a subsystem $S \subset V$ of an operator $\rho$ is denoted by $\text{Tr}_S[\rho]$. Complementary, we set the reduction of $\rho$ to $S$ to be $\rho^S := \text{Tr}_{V \setminus S}[\rho]$. The support $\text{supp}(A) \subseteq V$ of an observable $A$ on $\mathcal{H}$ is the set of vertices where $A$ does not act as the identity operator. For two observables $A$, $B$ we set their distance $\text{dist}(A, B)$ to be the graph distance between their supports; see Fig. 20.1 for an illustration with $S = \text{supp}(A)$ and $E = \text{supp}(B)$.

Let us consider a graph $(\mathcal{V}, \mathcal{E})$, where $\mathcal{E}$ is the edges set containing two-element subsets of $\mathcal{V}$. For a subset $S \subset \mathcal{V}$ we denote the set of boundary vertices of $S$ by $\partial S := \{v \in S : \text{dist}(v, \mathcal{V} \setminus S) = 1\}$ and, for an observable $A$ we set $\partial A := \partial \text{supp}(A)$.

We say that a Hamiltonian $H$ has interaction graph $(\mathcal{V}, \mathcal{E})$ and interaction strength (bounded by) $J$ if it can be written as

![Fig. 20.1](image-url) Two spatially separated regions $S$ and $E$ in a lattice.
\[ H = \sum_{e \in \mathcal{E}} h_e \]  

(20.1)

with \( h_e \) being supported on \( e \) and \( \| h_e \| \leq J \) for all \( e \in \mathcal{E} \).

To give an example, for the simple one-dimensional Ising model the introduced quantities are \( V = [n] \), \( \mathcal{E} = \{ \{1, 2\}, \{2, 3\}, \ldots, \{n-1, n\} \} \), and \( h_{\{j,j+1\}} = \mathbb{1}^{\otimes (j-1)} \otimes \sigma^{(z)} \otimes \sigma^{(z)} \otimes \mathbb{1}^{\otimes (n-j-1)} \), where \( \mathbb{1}^k := \mathbb{1} \otimes \mathbb{1} \otimes \cdots \otimes \mathbb{1} \) denotes \( k \) tensor copies of the local identity operator \( \mathbb{1} \). The support of \( h_{\{j,j+1\}} \) is \( \{j, j+1\} \). As an example for a boundary we have \( \partial \{2, 3, 4\} = \{2, 4\} \). Moreover, \( \text{dist}(h_{\{1,2\}}, h_{\{6,7\}}) = 6 - 2 = 4 \).

We denote the thermal state, or Gibbs state, of a Hamiltonian \( H \) at inverse temperature \( \beta \) by

\[ g(\beta) := \frac{e^{-\beta H}}{Z(\beta)}, \]

(20.2)

with \( Z(\beta) := \text{Tr}(e^{-\beta H}) \) being the partition function. If we mean the thermal state or partition function of a different Hamiltonian \( H' \), we write \( g[H'](\beta) \) or \( Z[H'](\beta) \).

We measure correlations by the (generalized) covariance that we define for any two operators \( A \) and \( A' \), full-rank quantum state \( \rho \), and parameter \( \tau \in [0, 1] \) as

\[ \text{cov}_{\rho}^{\tau}(A, A') := \text{Tr}(\rho^\tau A \rho^{1-\tau} A') - \text{Tr}(\rho A) \text{Tr}(\rho A'). \]

(20.3)

This quantity is closely related to the Duhamel two-point function, which is defined as the average \( \int_0^1 d\tau \text{Tr}(\rho^\tau A \rho^{1-\tau} A') \) (see, e.g., [22, Sect. 2]). The usual covariance, denoted by \( \text{cov}_\rho(A, A') \), is obtained by setting \( \rho^{\tau} = \rho \) and \( \rho^{1-\tau} = \mathbb{1} \), see also [10, Sect. IV.A].

It is interesting to point out that the clustering of the standard covariance implies the clustering of the Duhamel two-point function [22, Theorem 2.1]. In this case, we mean by clustering that the covariance tends to zero in the limit of the spatial distance between the non-trivial support of the operators \( A \) and \( A' \) tends to infinity. However, given a state \( \rho \) and two observables \( A \) and \( A' \), the generalized covariance as a function of \( \tau \) is not monotonic and can have zeros and saddle points.

Let us finally introduce the relative entropy between two quantum states \( \rho \) and \( \sigma \), which is defined as

\[ S(\rho \| \sigma) := -\text{Tr}[\rho \log_2(\sigma)] - S(\rho), \]

(20.4)

where \( S(\rho) := -\text{Tr}[\rho \log_2(\rho)] \) is the von Neumann entropy. The relative entropy provides a notion of non-symmetric distance between states, and can be operationally interpreted as the physical distinguishability from many copies [23]. The relative entropy is closely related to the free energy when its second argument \( \sigma \) is a thermal state,

\[ F(\rho) - F(g(\beta)) = \frac{1}{\beta} S(\rho \| g(\beta)), \]

(20.5)
where $F(\rho, H) := \text{Tr}(\rho H) - \beta^{-1} S(\rho)$ is the out of equilibrium free energy. In a similar way, the mutual information of a bipartite state $\rho$ can also be written in terms of the relative entropy

$$I(A : B)_\rho = S(\rho\|\rho_A \otimes \rho_B).$$

(20.6)

Recall that the mutual information, defined as $I(A : B)_\rho := S(\rho_A) + S(\rho_B) - S(\rho)$, is a measure of the total correlations between the parties $A$ and $B$ [24].

### 20.3 Clustering of Correlations

In quantum lattice models with local Hamiltonians, a relevant class of observables are the local ones, that is, operators that only have non-trivial support on a few connected sites. However, local operators cannot witness global properties of the state such as entanglement, correlations or long range order. The simplest observables that can reveal this type of features are the two-point correlation functions or, as they have been introduced in the former section, the covariance. In condensed-matter physics, the scaling of the covariance with the distance between the two “points” is an important measure of correlations. In this section, we review the current understanding on the sorts of scalings that the covariance of thermal states and zero temperature states can exhibit.

#### 20.3.1 High Temperature States

Bounding correlations in thermal spin systems has a long tradition in theoretical and mathematical physics; see e.g. Ref. [25] classical systems, [26] for quantum gases (translation-invariant Hamiltonians in the continuum), and Refs. [27–29] cubic lattices. Here, we review a general result for finite dimensional systems.

Any graph that is a regular lattice has an associated (cell or lattice animal) growth constant $\alpha \in \mathbb{R}_+$, which captures the local connectivity of a lattice [30, 31]. For instance, for lattices in $D$ spatial dimensions, $\alpha \leq 2D \exp(1)$ [31, Lemma 2].

The following theorem provides a universal upper bound to all critical temperatures that only depends on the growth constant $\alpha$.

**Theorem 1** (High temperatures [10, Theorem 2]). For a graph $(V, E)$ with growth constant $\alpha$ define the constant (critical inverse temperature)

$$\beta^* := \ln\left[\left(1 + \sqrt{1 + 4/\alpha}\right)/2\right]/(2J)$$

(20.7)

and function $\xi$ (correlation length) by

$$\xi(\beta) := \left|\ln\left[\alpha e^{2|\beta|J} \left(e^{2|\beta|J} - 1\right)\right]\right|^{-1}.$$ 

(20.8)
Then, a thermal state $g$ of any Hamiltonian with interaction graph $(V, E)$ and local interaction strength $J$ satisfies the following: for every $|\beta| < \beta^*$, parameter $\tau \in [0, 1]$, and every two operators $A$ and $B$

$$|\text{cov}^\tau_g(\beta)(A, B)| \leq \frac{4a}{\ln(3)(1 - e^{-1/\xi(\beta)})} e^{-\text{dist}(A, B)/\xi(\beta)}$$

whenever $\text{dist}(A, B)$ exceeds some minimal distance $L_0$ (given in [10, Eq. (50)]) and with parameter $a := \|A\|\|B\|\min\{|\partial A|, |\partial B|\}$.

This theorem guarantees that below an inverse universal critical temperature $\beta^*$ correlations always decay with a correlation length at most $\xi(\beta)$. The inverse critical temperature $\beta^*$ and correlation length $\xi$ are universal bounds to the corresponding actual physical quantities.

For the proof of Theorem 1, four weighted copies of the system $V$ are considered and a cluster expansion analysis from Hastings [32] is tightened for this particular case. Originally, Hastings used this cluster expansion to show that high temperature thermal states on spin lattices can be approximated by so-called MPOs; see also Sect. 20.3.5.3 on classical simulatability below.

### 20.3.2 Ground States of Gapped Hamiltonians

The following theorem, first proved by Hastings, Koma, Nachtergaele, and Sims [6, 7], confirmed a long-standing conjecture in condensed-matter physics, that gapped Hamiltonian systems have exponentially clustering correlations in the ground state. A gapped Hamiltonian is a Hamiltonian whose gap, that is, the energy difference between the ground and the first excited states (or eigenspaces), is lower bounded by a constant in the thermodynamic limit. The proof of the theorem is based on Lieb-Robinson bounds which provide a bound on the speed of propagation of correlation under Hamiltonian evolution. There is a constant speed limit that only depends on the maximum number of lattice nearest neighbors and the interaction strength and is called Lieb-Robinson speed, see Ref. [33] for a review on that topic.

**Theorem 2** (Unique ground states [34, Theorem 4.1]). Let $H$ be a local Hamiltonian with interaction graph $(V, E)$, a unique ground state $\psi$, and a spectral gap $\Delta E > 0$. Then, for all observables $A$ and $B$,

$$|\text{cov}_\psi(A, B)| \leq C a e^{-\mu \text{dist}(A, B)} ,$$

where $a := \|A\|\|B\|\|\min\{|\partial A|, |\partial B|\}$, the constant $C$ depends on $\Delta E$ and the local lattice geometry, and the constant $\mu$ on $\Delta E$ and the Lieb-Robinson speed.

This theorem tells us that correlations in ground states of gapped Hamiltonians decay with a correlation length that is bounded in terms of the spectral energy gap above the ground state.
It is interesting to point out that one dimensional systems in a pure state with exponentially decaying correlations obey an area law for the entanglement entropy [35], that is, the entropy of the reduced state of a subregion grows like its boundary and not like its volume [36]. The same statement remains open in higher dimensions. Theorem 2 together with Ref. [35] is an alternative way to see that ground-states of gapped Hamiltonians obey an area law for the entanglement entropy [37].

For the case of non-zero temperature, by inserting in Eq. (20.5) the thermal states of an interacting Hamiltonian \( H = H_S \otimes 1 + 1 \otimes H_E + H_I \) and a non-interacting one \( H_S \otimes 1 + 1 \otimes H_E \) of a composite system with parties \( S \) and \( E \), one obtains

\[
I(S : E)_{g(\beta)} \leq 2\beta \|H_I\| - S[g^S(\beta) \otimes g^E(\beta)]
\]

for the mutual information of \( S \) and \( E \). This equation implies an area law for the mutual information when applied on local Hamiltonians since \( \|H_I\| \) scales as the boundary between \( S \) and \( E \) [38] and the relative entropy is non-negative.

The area law for the mutual information does not contradict the fact that most energy eigenstates of non-integrable/chaotic systems away from the edges of the spectrum exhibit a volume law for the entanglement entropy [36, 39, 40]. At relatively large temperatures, when these excited states start to have non-negligible populations, their contribution to the entropy due to exhibiting a volume law is compensated by the entropy of the global state, which also exhibits a volume law for the entanglement.

### 20.3.3 Critical Points at Zero and Finite Temperature

We have seen that in the regime of high temperatures and for gapped Hamiltonians at absolute zero temperature, the covariance decays exponentially with the distance. In the following, we review the behavior of correlations for gapless Hamiltonians at zero temperature and for arbitrary local Hamiltonians below the critical temperature (20.7).

#### 20.3.3.1 Gappless Hamiltonians at Zero Temperature

If the system is gapless and no other assumption is made on the Hamiltonian, then, roughly speaking, any correlation behavior is possible. For instance, by a proper fine-tuning of the coupling constants of a nearest neighbor interacting spin-1/2 Hamiltonian, it is possible to maximally entangle spins arbitrarily far away [41]. It also remarkable that even ground-states of one dimensional translation invariant Hamiltonians with nearest neighbor interactions can exhibit a volume law for the entanglement entropy [42, 43].

However, in practice, the relevant gapless models in condensed-matter physics have ground states satisfying an area-law for the entanglement entropy with only logarithmic corrections. These logarithmic corrections are a manifestation of a power-
law decay in the two-body correlations. It is useful to introduce the notion of critical system and the critical exponents. A system at zero temperature is said to be critical when the spectral gap \( \Delta \) between the energy ground state (space) and the first excited state closes in the thermodynamic limit. More explicitly, we say the system to be critical when the gap scales as

\[
\Delta \propto N^{-z \nu},
\]

(20.12)

where \( N = |\mathcal{V}| \) is the system size, and \( z \) and \( \nu \) are the critical exponents that control how fast the gap \( \Delta \) tends to zero. Actually, \( \nu \) is the critical exponent that controls the divergence of the correlation length in the vicinity of the critical point

\[
\xi \propto N^{\nu},
\]

(20.13)

and \( z \) the one that determines the dynamic scaling (see [8, Chap. 10]). The previous divergences are a signature of the scale invariance that the system experiences at criticality [8]. If the critical exponent \( z = 1 \), the time and space correlations scale identically. This implies a further symmetry enhancement and the system becomes conformal invariant. The group of conformal transformations includes, in addition to scale transformations, translations and rotations. Such group is particularly powerful in \( 1 + 1 \) dimensions when we address the problem of the locality of temperature. The conformal symmetry completely determines the difference between a local expectation value of the infinite Hamiltonian and the truncated one.

### 20.3.3.2 Arbitrary Systems at Finite Temperature

In a similar way to the ground state case, it is an open question what kind of scalings the correlation functions of thermal states at finite temperature can exhibit in general. The most common picture is that there exists at least a renormalization group fixed point in the space of couplings of the Hamiltonian ([8, Chap. 3]). Away from the fixed point, the correlations decay exponentially. In contrast, in its vicinity, the renormalization group transformations can be linearized and some scaling laws for both the free energy and the correlation functions are obtained. In particular, the correlation length is shown to diverge as Eq. (20.13).

### 20.3.4 Correlations and Stability

Let us again assume that a quantum system is in a thermal state \( g(\beta) \) w.r.t. an arbitrary Hamiltonian \( H \). If we assume that a subsystem \( S \) is little correlated with a disjoint subsystem \( E \), say due spatial separation as sketched in Fig. 20.1, then it is expected that a “perturbation” of the Hamiltonian on \( E \) has only little effect on the state on \( S \). This expectation can be rigorously confirmed and is implied by the following statement, which holds in more generality (no spin-lattice setup required).
**Theorem 3** (Perturbation formula [10, Theorem 1]). *Let \( H_0 \) and \( H \) be Hamiltonians acting on the same Hilbert space. For \( s \in [0, 1] \), define an interpolating Hamiltonian by \( H(s) := H_0 + s(H - H_0) \) and denote its thermal state by \( g_s := g[H(s)] \). Then,

\[
\text{Tr}[A g_0(\beta)] - \text{Tr}[A g(\beta)] = \beta \int_0^1 \int_0^1 d\tau \, ds \, \text{cov}_{g_s(\beta)}(H - H_0, A)
\]

(20.14)

for any operator \( A \).

The theorem holds, in particular, for all observables \( A \) supported on \( S \) and a perturbation \( H - H_0 \) only supported on \( E \).

Note that due to the factor \( \beta \) on the RHS, the perturbation formula (20.14) does not directly apply to ground states, as it is unclear how one can calculate the limit \( \beta \to \infty \).

The proof of Theorem 3 is essentially a consequence of Duhamel’s formula, where the key was to find the right correlation measure, the averaged generalized covariance.

### 20.3.5 Applications

The understanding of the correlations of thermal states and, in particular, the exponential clustering in some regimes has several applications. We review the main ones in this section.

#### 20.3.5.1 Thermal Lieb-Robinson Bound

Whenever one has an explicit bound on the correlation decay in a thermal quantum system, the perturbation formula Theorem 3 yields an explicit local stability statement. Now we discuss this idea explicitly for small inverse temperature \( \beta < \beta^* \), where an exponential correlation decay is guaranteed by Theorem 1. Specifically, we get back to the geometric setup sketched before Theorem 3 of a Hamiltonian \( H_0 \) that is perturbed on region \( E \), which is spatially separated from a subsystem of interest \( S \), e.g., such as sketched in Fig. 20.1.
Corollary 4 (Thermal Lieb-Robinson bound). Let $S$, $E \subset V$ be subsystems that are separated by the minimal distance, $\text{dist}(S, E) \geq L_0$. Moreover, let $H$ and $H_0$ be Hamiltonians with $\text{supp}(H - H_0) \subseteq E$ and that have the same interaction graph satisfying the conditions of Theorem 1. Then, for any $|\beta| < \beta^*$,

$$
\|g^S(\beta) - g_0^S(\beta)\|_1 \leq \frac{w |\beta|}{1 - e^{-1/\xi(\beta)}} e^{-\text{dist}(S, E)/\xi(\beta)},
$$

(20.16)

where $g$ and $g_0$ are the thermal states of $H$ and $H_0$, respectively, $w := 4 \min\{|\partial S|, |\partial E|\} |E|/\ln(3)$, and $J$ bounds the interaction strengths of $H$, $H_0$, and $H - H_0$.

This result says that, at high temperatures, the effect on $S$ of the perturbation of $H_0$ on $E$ is exponentially suppressed in the distance between $S$ and $E$. In particular, this statement can be used to bound the error made when locally (on $S$) approximating a thermal state by the thermal state of a truncated Hamiltonian (see [10, Corollary 2] for an explicit discussion).

This bound is reminiscent of Lieb-Robinson bounds, which can be used, e.g., to rigorously bound the error made when locally (on $S$) approximating the time evolution operator of the full Hamiltonian by a truncated one.

The Thermal Lieb-Robinson bound (20.16) motivates the following definition [20].

Definition 5 We say that a state $\rho$ on a spin lattice with graph $(V, E)$ has $(\xi, z)$-exponentially decaying correlations if for any two observables $A, B$ that are normalized ($\|A\| = 1 = \|B\|$) and have disjoint support

$$
\text{cov}_\rho(A, B) \leq |\mathcal{V}|^z e^{-\text{dist}(A, B)/\xi}.
$$

(20.17)

Then Corollary 4 can be summarized as follows. Below the critical inverse temperature $\beta^*$ thermal states have $(\xi, z)$-exponentially decaying correlations.

20.3.5.2 Locality of Temperature

Basic statistical mechanics teaches us that temperature is intensive, i.e., it is a physical quantity that can be measured locally and is the same throughout the system. This statement holds for non-interacting systems where the global thermal state is a tensor product of the local ones. However, in the presence of interactions the intensiveness of temperature can break down [14] and an extension of this concept is required. For this purpose, the idea of a buffer region was introduced [15, 16]. Here, one can take a “ring” $E = \{v \in V : \text{dist}(v, S) = r\}$ around $S$, which yields a partition of the total system $V = B \cup E \cup F$ (disjoint union) where $S \subset B$ is the buffer region of $S$ and does not interact with $F$, see Fig. 20.2. Next, we choose $H_0 := H_B + H_F$, where $H_B$ is the Hamiltonian only containing those interactions fully contained in $B$ and similarly for $H_F$. We consider $H - H_0$ as a perturbation and note that $\text{supp}(H - H_0) = E$. As $g_{H_0} = g_{H_F}g_{H_B}$, Corollary 4 implies that the Hamiltonians $H$ and $H_B$ have approximately the same states on $S$. 
up to an error exponentially small in the distance $r$.

As the physical application, the approximation (20.18) can be used to assign a temperature to $S$ by just knowing the state of $B$. This idea extends the intensiveness of temperature to non-critical interacting quantum systems.

With respect to the critical case, in 1+1 dimensions, conformal symmetry completely dictates how correlation functions behave and how local expectation values of local observables of infinite systems differ from those taken for finite ones. Hence, conformal field theory establishes that

$$
\text{Tr}[O g(\beta)] - \text{Tr}[O g(\beta, H_0)] \simeq \frac{1}{r^y}
$$

(20.19)

up to higher order terms, where $y$ is the scaling dimension of the operator $H_E$ [44, 45]. If $H_E$ is a standard Hamiltonian term, in the sense that the system is homogeneous, its leading scaling dimension is $y = 2$.

In what follows, the same idea leads to a computational application: The state on $S$ can be simulated by only calculating the state on $B$. If one wants to simulate the global thermal state then one can resort to certain tensor network approximations discussed in the next section.

### 20.3.5.3 Classical Simulatability of Many-Body Quantum Systems

A naive approach for the classical simulation of many-body quantum systems requires an amount of resources (memory and time) that scales exponentially in the system size. However, in many cases, smart classical methods allow for the simulation of quantum systems by only employing polynomial resources. A powerful family of these classical simulation methods for interacting quantum systems relies on so-called tensor networks, see [19] for an introduction. A key to the success of these methods is to find computation friendly parametrizations of quantum many-body states that have limited correlations. The most prominent class of states are matrix product states (MPS), which usually represent state vectors in the Hilbert space of
Fig. 20.3 Graphical MPO representation of an operator \( \rho \) on a six site spin-chain. Each site \( v \in \mathcal{V} = \{1, \ldots, 6\} \) is associated with a tensor \( X_v \in \mathbb{C}^{D(v-1)} \otimes \mathcal{L}(\mathcal{H}_v) \otimes \mathbb{C}^{D(v)} \) with bond dimensions \( D(v) \), where \( D(0) = D(6) = 1 \). The components \( \rho(i_1,i_2,\ldots,i_6),(j_1,j_2,\ldots,j_6) \) are given by the displayed tensor network, which is given by contracting the \( X(v) \) over each pair of bond indices in \( \{1, 2, \ldots, D(v)\} \).

The operator analogue of MPS are *matrix product operators* (MPOs), see Fig. 20.3 for a rough definition. Practically, they can be used to (approximately) represent density matrices [46, 47].

Hastings has used a certain cluster expansion method to show that thermal spin lattice states can also be approximated by MPOs [32, Sect. V], see also [10, Sect. III.C]. After this cluster expansion method has been formalized [10] the MPO approximation was improved and made efficient by Molnár et al. [18].

For the cluster expansion one starts by expanding the exponential series of \( e^{-\beta H} \) and the Hamiltonian sum (20.1) as

\[
e^{-\beta H} = \sum_{j=0}^{\infty} \sum_{w \in \mathcal{E}^j} (-\beta)^j \frac{1}{j!} h(w), \tag{20.20}
\]

where \( h(w) := h_{w_1} h_{w_2} \ldots h_{w_j} \). It can be made rigorous that correlations of range \( L \) in the thermal state are due to those terms \( h(w) \) where \( w \in \mathcal{E}^j \) contains long connected regions in the graph \( (\mathcal{V}, \mathcal{E}) \) of size at least \( L \) [10, 32]. The idea underlying the MPO approximation of the thermal state is to drop those terms in the series (20.20). Then one can show that the resulting operator approximates the thermal state for small inverse temperatures \( \beta < 2\beta^* \) with \( \beta^* \) from Eq. (20.7) \(^1\) and is an MPO, where the size of the single tensors is determined by \( L \) [10, Theorem 3]. By an improved smart choice of selecting the terms in the series (20.20) one can algorithmically obtain an improved MPO approximation to thermal states where the size of the MPO tensors scales polynomially in the system size [18].

The efficient MPO approximation of thermal states [18] naturally has implications on the simulatability of thermal states. Tensor network methods work best for spin-chains, i.e., in one spatial dimension. Here, the MPO approximation allows for efficient classical simulation including, e.g., the efficient approximation of MPO observables.

---

\(^1\)The discrepancy of the factor of 2 in the inverse temperature bound is due to considering two copies of the system in the proof of Theorem 1.
As a last remark we comment on the positivity of MPOs. In general, one cannot practically check whether or not an MPO is positive-semidefinite and, hence, can be a density operator [48]. However, for the thermal state MPO approximations one can easily circumvent this issue by first approximating $e^{-\beta H/2}$ and then squaring the MPO at the cost of squaring the bond dimension [32].

### 20.3.5.4 Phase Transitions

Expectation values and thermodynamic potentials of thermal states of finite systems are differentiable with respect to the Hamiltonian couplings and do not have non-analyticities. In contrast, in nature, we observe abrupt changes and discontinuities of the thermodynamic potentials and their derivatives. The solution to this apparent contradiction relies in the fact that these discontinuities only appear in the limit of infinitely large system sizes, usually denoted as the thermodynamic limit. This is actually one of the reasons why it is so difficult to prove the existence of phase transitions.

Hence, showing some behaviour for the scaling of the covariance for any system size can help to discard the existence of phase transitions. This is the case of the clustering of correlations proven in Theorem 1. It discards the possibility of a phase transition above the critical temperature, i. e. where $\beta < \beta^*$ [10].

In this context, it is interesting to mention the existence of spontaneous magnetization at sufficiently low temperatures $\beta > \beta_{\text{FSS}}$ in a relevant family of spin systems in 3 or more spatial dimensions [22]. This family of models includes Hamiltonians as the XX model and the antiferromagnetic Heisenberg model with spin $1, 3/2, \ldots$. The threshold temperature $\beta_{\text{FSS}}$ has a non-trivial expression given in Ref. [22]. Note that the above statement simultaneously discards the existence of phase transitions at the very low temperature regime, $\beta < \beta_{\text{FSS}}$, for this type of models, and ensures the existence of a critical point below the disordered phase such that its Curie inverse temperature fulfils $\beta_{\text{FSS}} > \beta_c > \beta^*$.

### 20.4 Energy Distribution of Thermal States

Another important property of thermal states is their energy distribution. The mean energy of a thermal state is given by

$$U(T) := \text{Tr}(H g(T^{-1})) .$$

(20.21)

For short ranged Hamiltonians this quantity scales as the volume $N = |V|$. It is then common to use the energy density, which is defined as the energy per site,

$$u(T) := U(T)/N .$$

(20.22)
A first question is what the qualitative relation between energy and temperature is. The heat capacity and specific heat capacity of the system at temperature $T$ are the quantities that tell us how much energy is necessary to increase the temperature of the system by one unit and are defined as

$$
C(T) := \left. \frac{dU(T')}{dT'} \right|_{T' = T}, \quad c(T) := \left. \frac{du(T')}{dT'} \right|_{T' = T}.
$$

(20.23)

A straightforward calculation leads to the identity

$$
C(T) = \frac{\Delta E(T)^2}{T^2} \geq 0,
$$

(20.24)

where $\Delta E^2(T) = \text{Tr}[H^2g(\beta)] - (\text{Tr}[Hg(\beta)])^2$ is the variance of the energy. Two salient comments regarding Eq. (20.24) are in order. First, the positivity of the heat capacity shows that energy is a monotonically increasing function of temperature for any system, matching with our daily life intuition. This is in fact the reason why the energy-entropy diagrams presented in Chap. 33 are convex, which is a crucial property to have a non-trivial theory of thermodynamics.

Second, we can see in Eq. (20.24) that the energy fluctuations of a thermal state do not scale with the energy of the system but with its square root. In other words, the energy distribution of thermal states become relatively thinner and thinner as the system size increases, and this happens irrespective of the Hamiltonian of the system. Note that this property is necessary in order for an equivalence of ensembles to be possible. This issue is discussed in Sect. 20.5.

It is interesting to point out that systems that are out of equilibrium and have a wide energy distribution cannot thermalize, that is, cannot equilibrate towards a Gibbs state. This is a consequence of the fact that the energy distribution of a system does not vary during the evolution and thermal states have relatively small energy fluctuations.

If we now focus on the relevant family of states that have a finite correlation length, it is even possible to show that the energy distribution converges to a Gaussian with increasing system size [20, 49].

Below, we state the latest result [20] applied to 2-local Hamiltonians, i.e., to Hamiltonians on cubic lattices. A cubic interaction graph has a vertex set $\mathcal{V} = [n]^D$ and two sites $v, w \in [n]^D$ are connected if $\sum_{i=1}^D |v_i - w_i| = 1$; see Fig. 20.1 for $D = 2$.

**Theorem 6** (Berry-Esseen bound [20, Lemma 8]). Let $H$ be a Hamiltonian (20.1) with cubic interaction graph $[n]^D$ with $N := n^D$ sites and $\rho$ a state with $(\xi, z)$-exponentially decaying correlations (20.17). Moreover, let

$$
F(x) := \sum_{k: E_k \leq x} \langle k | \rho | k \rangle,
$$

(20.25)

$$
\mu := \text{Tr}(\rho H),
$$

(20.26)

$$
\sigma^2 := \text{Tr}\left(\rho (H - \mu)^2\right)
$$

(20.27)
and define the Gaussian cumulative distribution function with mean $\mu$ and variance $\sigma^2$ by

$$ G(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{x} dy \ e^{-\frac{(y-\mu)^2}{2\sigma^2}}. $$ \hspace{1cm} (20.28)

Then

$$ \sup_x |F(x) - G(x)| \leq C \frac{\ln d(N)}{\sqrt{N}}, $$ \hspace{1cm} (20.29)

where $C$ is a constant that depends only on $\xi, z$ and the local Hilbert-space dimension.

Hence, the distance between the cumulative distributions $F$ and $G$ can be made arbitrarily small in $L_\infty$-norm for sufficiently large system sizes $N$. Note that the theorem applies to all states with clustering of correlations, irrespective of being thermal.

The Gaussian distribution has an exponential decay outside an energy windows of a width scaling as $\sigma \sim \sqrt{N}$. Hence, the theorem also suggests such a decay for states with $(\xi, z)$-exponentially decaying correlations. However, the error term in Eq. (20.29) scales like $O(1/\sqrt{N})$ and, hence, such a decay is not implied. However, a (sub)exponential decay can be guaranteed using a version of a non-commutative Chernoff-Hoeffding inequality [50–52].

Let us now insert in Eq. (20.25) the maximally mixed state $\rho = 1/d$, with $d$ being the dimension of the Hilbert space. Then, $F(x)$ becomes

$$ F(x) = \frac{1}{d} \int_{-\infty}^{x} \sum_k \delta(E - E_k) \ dE $$ \hspace{1cm} (20.30)

which is nothing but the cumulative distribution of the density of states. As the maximally mixed state is a product state, a corollary of Theorem 6 is that short-ranged Hamiltonians have a density of states that tends to a Gaussian in the thermodynamic limit.

### 20.5 Equivalence of Ensembles

The question of equivalence of ensembles (EoE) has a long tradition in statistical physics. Gibbs stated that, in the thermodynamic limit, an observable has the same average value in both the canonical and the microcanonical ensemble [53, Chap. 10]; see also Ref. [54] for recent rigorous treatment of classical systems. The argument given by Gibbs is that the energy fluctuations of the canonical ensemble (relatively) vanish in the limit of infinitely large systems.

In classical systems, the microcanonical ensemble describes systems at equilibrium with a well defined energy $E$. It assigns the same probability to all the configurations of the system (points in phase space) compatible with that energy.
Fig. 20.4 The microcanonical energy distribution. The microcanonical state $\mathcal{E}_{E,\Delta}$ is the corresponding maximally mixed state on energy subspace given by energies $E'$ with $|E - E'| \leq \Delta$, i.e., given by the density matrix diagonal in the energy eigenbasis and with eigenvalues given by the microcanonical energy distribution.

In quantum theory, however, for systems with a discrete energy spectrum, the classical definition of microcanonical ensemble breaks down, since there often is, if any, only a single physical configuration for a given energy. Hence, in quantum systems the notion of microcanonical states needs to be slightly changed and the system is not considered to have a well defined energy but a uniform distribution within a narrow energy window of width $2\Delta$. More specifically, the microcanonical ensemble or microcanonical state $\mathcal{E}_{E,\Delta}$ of a quantum systems is defined as the completely mixed state within the energy subspace spanned by all the eigenvectors with energy $|E_k - E| \leq \Delta$ (see Fig. 20.4).

Let us mention that the microcanonical ensemble is equivalent to the principle of equal a priori probabilities, which states that, once at equilibrium, the system is equally likely to be found in any of its accessible states. This assumption lies at the heart of statistical mechanics since it allows for the computation of equilibrium expectation values by performing averages on the phase space. However, there is no reason in the laws of mechanics (and quantum mechanics) to suggest that the system explores its set of accessible states uniformly. Therefore, the equal a priori probabilities principle has to be put in by hand.

One of the main insights from the field of quantum information theory to statistical mechanics is the substitution of the equal-a-priori-probabilities-postulate by the use of typicality arguments [55, 56]. This issue is discussed in detail in Chap. 16.

An equivalence of ensembles statement says that a certain state is locally indistinguishable from a thermal state with the right temperature. Such statements are often shown for the microcanonical state $\mathcal{E}_{E,\Delta}$, see Refs. [20, 57, 58] investigations of quantum lattice systems.

**Theorem 7** (EoE [20, Theorem 1, special case]). Let $g(1/T)$ be the thermal state of a Hamiltonian (20.1) with cubic interaction graph $[n]^D$ and with energy density $u(T)$ (20.22) and specific heat capacity $c(T)$ (20.23) with $(\xi, z)$-exponentially decaying correlations (20.17).
Let $\cap_{eN, \delta \sqrt{N}}$ be the microcanonical state with mean energy density $e$ specified by

$$|e - u(T)| \leq \frac{\sqrt{c(T)T^2}}{\sqrt{N}} \quad (20.31)$$

and energy spread $\delta \sqrt{N}$ specified by

$$C_1 \frac{\ln(N)^{2D}}{\sqrt{N}} \leq \frac{\delta}{\sqrt{c(T)T^2}} \leq 1, \quad (20.32)$$

where $N := n^D$ denotes the volume and $C_1$ a constant. Then, for a linear system size scaling as $n \in 2^{lD^2}$,

$$\| \tau_{\mu e, \delta}^{S_i} - g(1/T)_{S_i} \|_1 \leq \epsilon \quad (20.33)$$

for any cube $S_i$ of edge length $l$.

All implicit constants and $C_1$ depend on the temperature $T$, the correlation decay $(\xi, z)$, and the spatial and Hilbert space dimension $D$ and $d$ (explicitly given in [20]).

This theorem tells us that for an energy window that needs to have a width scaling roughly as $\Delta = \delta \sqrt{N} \sim \sqrt{N}$ and matching median energy $E = eN \approx U(T)$ the microcanonical state is locally indistinguishable from the thermal state whenever the total system is large enough.

The original statement [20, Theorem 1] is more general (but also more technical): (i) it also holds for $k$-local Hamiltonians ($k$-body interactions) and (ii) for systems that are not translation-invariant. In the case of (ii) the trace distance (20.33) needs to be replace with a trace distance averaged over all translates of the cube $S_i = [l]^D$. This means that the EoE statement holds in most regions of the non-translation invariant lattice.

The proof [20] of Theorem 7 is based on an information theoretic result for quantum many-body systems: If a state $\rho$ has $(\xi, z)$-exponentially decaying correlations and $\tau$ is another state such that the relative entropy $S(\tau \parallel \rho)$ has a certain sub-volume scaling then $\tau_{\mu e, \delta}^{S_i} \approx \rho_{S_i}^{S_i}$ on average over all cubes of edge length $l$. The approximation error depends on the explicit scaling of $S(\tau \parallel \rho)$. Then a bound on $S(\cap_{E, \Delta \parallel g(\beta)})$ is proven. For this proof the Berry-Esseen bound Theorem 6 is derived.

### 20.6 Conclusions and Outlook

In this chapter we have reviewed several properties of thermal states of spin lattice Hamiltonians. We have seen that, in a regime of high temperatures and for gapped Hamiltonians at zero temperature, equilibrium states exhibit an exponential cluster-
ing of correlations. This fast decay of the correlations can be exploited in several ways. It allows for locally assigning temperature to a subsystem even in the presence of interactions, as well as for approximating expectation values of local operators in infinite systems by means of finite ones. Furthermore, clustering of correlations in the high temperature regime discards the existence of phase transitions within that regime and implies that thermal states can be efficiently represented by means of matrix product operators. We have finally seen that states with a finite correlation length have a Gaussian energy distribution and, in the case that they are thermal, cannot be distinguished by local observables from the microcanonical ensemble, fleshing out in such a way the equivalence of ensembles.

Let us conclude the chapter by mentioning the problems that we consider relevant in the field and still remain open. One of the issues where progress seems to be very difficult is the extension of the well established theorems that logically connect area-law for the entanglement entropy, gapped Hamiltonian, and exponential clustering of correlations to a number of spatial dimensions higher than one. We also noticed a lack of results in the direction of understanding how much correlated thermal states of local Hamiltonians can be. More explicitly, how far concrete models are from saturating the area law for the mutual information. While there has been an important effort to contrive local Hamiltonians with highly entangled ground states, little is known for thermal states.

Completely new physics is expected to appear if one goes beyond the assumption of short ranged interactions. In this respect, a class of relevant models that both appears frequently in nature and can be easily engineered, e.g. in ion traps, are systems with long range interactions. For those, most of the questions discussed above are unexplored. As it already happened for the Lieb-Robinson bounds [59–61], some of the above properties, e.g. some type of clustering of correlations, could, at least in spirit, be reproduced. Indeed, for fermionic spin lattices an algebraic correlation decay can be shown for power-law interactions at non-zero temperature [62].

An interesting feature of systems with long range interactions is that they do not have a finite correlation length and thereby the results on equivalence of ensembles presented above cannot be applied. This opens fundamental questions in the field of equilibration of closed quantum systems, since it is not obvious that the canonical ensemble will be an appropriate description of the equilibrium state [63]. The challenge of the equivalence of ensembles for states with a power law decay of the correlations yields another relevant question in the field.

Other than extending EoE statements to long range interactions it is also important to extend them to larger classes of states. Often, states in quantum experiments arise from quenched dynamics and is a largely open and challenging problem to characterize the thermalization behaviour. Part of the problem is the equivalence of the equilibrium state (given by an infinite time average [55]) and the thermal state. For non-critical systems such a statement can indeed be proven [64].

Thermal states have been introduced at the beginning of this book chapter as states that maximize the Von Neumann entropy given the energy as conserved quantity. However, in many relevant situations, in particular for integrable models evolving completely isolated from their environments (closed system dynamics), it is well
known that the thermal state is not a good description of the equilibrium state. These
type of systems require to consider additional conserved quantities and their equi-
librium state is given by the so-called Generalized Gibbs Ensemble (GGE), which
is the state maximizing the entropy given a set of conserved quantities. In the recent
years, several studies on the laws of thermodynamics when GGE states are taken
as heat baths have been realized (see Chap. 30). However, their intrinsic properties
are in general completely unknown: scaling of the correlations, the shape of the
energy distribution, or the locality of the Lagrange multipliers (e.g. temperature and
chemical potential). Characterizing these properties constitutes an extensive research
endeavor.
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21.1 Introduction

When studying a physical system, there are physically important quantities that cannot be directly measured, either in principle or due to some technical obstructions. Temperature represents a paradigmatic example: it is a non-linear function of the density matrix, so it is not a (quantum) observable of the system. Instead, to infer its value, we need to measure another physical quantity, such as the mean kinetic energy, which is related to the quantity of interest. The theory of estimation provides the formal framework in order to tackle these kinds of indirect measurements.

This situation is precisely the one faced in modern primary and secondary thermometry standards. For instance, current primary thermometers are based on the resonant frequency of a precisely machined microwave resonator filled with a noble gas [1]. The temperature dependence of the refractive index of the gas is theoretically calculable to high accuracy, and so the resonant frequency of the system provides an indirect measurement of the temperature, via the geometry and the refractive index of the gas-filled resonator. In the case of ultra-high precision secondary thermometers [2], the same operational principle applies: the resonant frequency of a toroidal micro-resonator depends on the refractive index of the glass medium, which
is itself a thermodynamic (and thus temperature-dependent) quantity, albeit in practice too complicated to calculate at sufficiently high accuracy from first principles. Moreover, within the plethora of recent theoretical efforts aiming at a self-consistent generalization of the classical thermodynamics to small-scale physics, where quantum effects become predominant [3–6], precision nanothermometry proved to be quite successful in exploiting quantum effects [7–10].

Throughout this chapter, after introducing some general tools both of classical and quantum estimation theory, we focus on different thermometric tasks, also discussing the role played by quantum correlations and coherence in order to enhance the accuracy level achievable when measuring the temperature. We start by considering systems of arbitrary dimensions with no restrictions on the structure of the corresponding Hamiltonian. Then we focus on the case of single qubit thermometry.

21.2 Quantum Estimation Theory and Quantum Metrology

To begin the discussion of the formalism, we start by considering the reconstruction of an unknown parameter \( \lambda \), which we suppose is not directly observable, but which we can connect via theoretical considerations to a \( \lambda \)-dependent quantity \( \Theta \), which can be directly measured. Once a large sequence of independent identically distributed measurements of \( \Theta \), \( \vec{\theta} = \{\theta_1, \theta_2, \ldots, \theta_N\} \) \( (N \gg 1) \), are collected, the value of \( \lambda \) is recovered in the form of a random variable \( \lambda^{(\text{est})} \), representing the estimation of \( \lambda \) retrieved from \( \vec{\theta} \).

The ultimate precision limit on the estimation of \( \lambda \) is given by the Cramér–Rao bound [11–13] on the Root Mean Square Error (RMSE) \( \Delta \lambda = \sqrt{E[(\lambda^{(\text{est})} - \lambda)^2]} \):

\[
\Delta \lambda \geq \frac{1}{\sqrt{N \mathcal{F}(\lambda)}} \quad (21.1)
\]

with

\[
\mathcal{F}(\lambda) = \int d\theta \frac{1}{p(\theta|\lambda)} \left( \frac{\partial p(\theta|\lambda)}{\partial \lambda} \right)^2. \quad (21.2)
\]

Here \( E[x] \) indicates the expectation value of the random variable \( x \), and \( p(\theta|\lambda) \) is the conditional probability of measuring \( \theta \) (here assumed continuous for simplicity) if the value of the parameter under consideration is \( \lambda \). The quantity \( \mathcal{F} \) is the \textit{Fisher Information} (FI), and derives from the Fisher–Rao distance between probability distributions differing by an infinitesimal increment in \( \lambda \), namely \( p(\theta|\lambda) \) and \( p(\theta|\lambda + \delta \lambda) \).

The Cramér–Rao bound basically sets the rules for recognizing whether the procedure followed in order to retrieve \( \lambda \) is optimal or not. On the one hand, the probability distribution \( p(\theta|\lambda) \) (and thus its sensitivity to small variations of the parameter of interest \( \lambda \)) depends on the chosen measurement: optimal measurements are those with
conditional probability maximizing the Fisher Information. On the other hand, for any fixed measurement, an efficient estimator is the one that saturates the Cramér–Rao inequality. If the data sample is sufficiently large, it results that an efficient estimator is provided by the maximum-likelihood principle, based on the intuition that the observed data $\tilde{\theta}$ have been measured since they hold the highest probability to be obtained.\footnote{The maximum-likelihood principle selects the parameter values that make the data most probable. It stems from the definition of the likelihood function $\mathcal{L}(\lambda)$ as the joint conditional probability of the observed data, that for the case of independent measurements reduces to the product of the probabilities of the single outcomes $\theta_i$,}

\[
\mathcal{L}(\lambda) = \mathcal{L}(\tilde{\theta}|\lambda) = \prod_i p(\theta_i|\lambda). \tag{21.3}
\]

This is a typical example of an asymptotically efficient estimator. There also exist special families of probability distributions allowing for the construction of an estimator with only a finite number of measurements.

The pre-factor $1/\sqrt{N}$ in the Cramér–Rao bound (21.1) is due to the additivity of the Fisher Information for the case of independent measures, and is a direct consequence of the central limit theorem according to which the average of a large number $N$ of independent measurements (each having a standard deviation $\Delta \sigma$) converges to a Gaussian distribution with standard deviation $\Delta \sigma/\sqrt{N}$, thus yielding the scaling $1/\sqrt{N}$ on the error on the average. We will return to this point when, in the context of single qubit thermometers, we will compare the estimation strategy hinging upon independent measurements, with a protocol based on measurements of multi-particle correlated states, see Eqs. (21.33)–(21.35).

In high-precision measurements, and in the quantum regime, it is important to include a proper accounting of the measurement process and the apparatus. We introduce an ancillary physical system, the probe, over which we assume a high degree of control. As the system of interest interacts with the probe, the information about the system quantity $\lambda$ is encoded into the state of the probe. We then make a measurement on the probe, in order to make an inference about $\lambda$. This protocol is summarised as follows:

(i) Probe initialization: the probing system is prepared in an assigned state $\rho_0$.
(ii) Probe evolution: the probe interacts with the system, and evolves according to a $\lambda$-dependent process described by a superoperator $\mathcal{E}_\lambda$, so as to imprint $\lambda$ onto the probe state, via $\rho_\lambda = \mathcal{E}_\lambda(\rho_0)$.
(iii) Probe readout: a (quantum) measurement is performed on $\rho_\lambda$, followed by classical data processing on the outcomes. This is what is properly defined as the ‘estimation step’.

This sequence is repeated for $N$ independent probes, all initialized in the same initial state $\rho_0$. Figure 21.1a illustrates this protocol schematically.
Fig. 21.1 Schematic representation of typical estimation schemes. The central-limit scheme, in panel (a), refers to the preparation of $N$ independent probes prepared in the same state and separately measured, yielding a precision in the estimation of $\lambda$ scaling as $1/\sqrt{N}$. In panel b is shown a schematic representation of an estimation protocol based on the introduction of quantum correlations in the probe preparation stage and eventually on nonlocal measurements, leading to the Heisenberg bound $1/(N\sqrt{n})$ in the estimation of $\lambda$, where $N$ is the number of probes in each entangled block, and $n$ is the number of repeated measurements.
By reference to the practical primary and secondary thermometry examples introduced at the start of this chapter, the ‘system’ consists of the thermodynamic medium (gas or glass), with a temperature dependent refractive index. The ‘probe’ consists of the electromagnetic modes that couple to the medium. The measurement step consists of measuring the resonant frequency of the probe, which is both an observable and is practically accessible.

Formally, the general connection between the final state of the probe and the desired measurement result is achieved by expressing the measurement in terms of a set of positive operators $\Pi_\theta$, realizing a partition of unity $\int d\theta \Pi_\theta = I$, that form a Positive Operator Valued Measure (POVM). The conditional probability of obtaining the outcome $\theta$ if the probe state is $\rho_\lambda$ is given by $p(\theta | \lambda) = \text{Tr}[\Pi_\theta \rho_\lambda]$. We note that $\theta$ does not necessarily represent the eigenvalue of a quantum observable: POVMs are more general than projective measurements, including for instance the possibility of measurement imperfections.

Classically, a probe could be designed in principle to encode $\lambda$ with arbitrary precision, in which case measurements of $\lambda$ would be correspondingly precise. However, the Heisenberg uncertainty relations constrain the capability of quantum systems. Furthermore, the finite size of the probe also limits the amount of information it can encode. The main objective of quantum estimation theory is to optimize the measurement protocol, to obtain the best estimate of $\lambda$ given the resources (probe size, number of probes, interaction time, etc) available. More precisely, it has been shown that the bound in Eq. (21.1) can be further boosted by maximizing the FI with respect to all possible POVMs, yielding

$$\Delta \lambda \geq \frac{1}{\sqrt{N \max_{\{\Pi_\theta\}} F(\lambda)}} \geq \frac{1}{\sqrt{N Q(\lambda)}}.$$  \hspace{1cm} (21.4)

The term on the right is known as the quantum Cramér–Rao bound and is written in terms of the so-called Quantum Fisher Information (QFI) $Q(\lambda)$ [14]. The physical meaning of this functional is rooted in the geometrical structure of the statistical model used to parametrize the Hilbert space of the probe. Indeed $Q(\lambda)$ can be expressed as the infinitesimal variation of the probing system quantified by the Bures distance $\mathcal{D}_B$ [24], i.e.

$$Q(\lambda) = 4 \lim_{\delta \lambda \to 0} \frac{\mathcal{D}_B^2(\rho_\lambda, \rho_{\lambda+\delta\lambda})}{\delta \lambda^2} = 8 \lim_{\delta \lambda \to 0} \frac{1 - F(\rho_\lambda, \rho_{\lambda+\delta\lambda})}{\delta \lambda^2},$$  \hspace{1cm} (21.5)

where $F(\rho, \rho') = \text{Tr}[\sqrt{\sqrt{\rho}\rho'\sqrt{\rho}}]$ is the Uhlmann fidelity between the states $\rho$ and $\rho'$ [15, 16]. The quantum Cramér–Rao bound holds for all possible POVMs on the $N$ probes, including joint measurements that might exploit quantum resources like entanglement [17]. It is known that the bound in Eq. (21.4) is achievable through estimation strategies exploiting only local operations and classical communication [18, 19]. More precisely, a sufficient condition [20, 21] for saturating the quantum Cramér–Rao bound is given by the use of a POVM given by one-
dimensional projection operators onto the eigenstates of the so-called Symmetric Logarithmic Derivative (SLD) $L_\lambda$, a selfadjoint operator satisfying the equation
\[ \frac{\partial \rho_\lambda}{\partial \lambda} = \frac{L_\lambda \rho_\lambda + \rho_\lambda L_\lambda}{2}. \] (21.6)

Indeed it results that the QFI can be also computed as $Q(\lambda) = \text{Tr}[\rho_\lambda L^2_\lambda]$. It is important to notice that although the use of this optimal POVM is sufficient to saturate the bound (21.4), such optimal measure depends, in general, on the true value of the parameter one wants to estimate, therefore asking for adaptive estimation strategies [22, 23].

The paradigmatic quantum estimation problem in the literature is to estimate the phase $\lambda$ parametrizing a unitary transformation on $\rho_0$, $\mathcal{E}_\lambda(\rho_0) = e^{-i\lambda H} \rho_0 e^{i\lambda H}$ generated by the ‘Hamiltonian’ $H$, which we assume to be independent of $\lambda$. In this simple scenario, also the QFI is independent of $\lambda$, and is given by [50]
\[ Q = 4 \sum_{i<j} \frac{(\phi_i - \phi_j)^2}{\phi_i + \phi_j} |\langle \phi_i | H | \phi_j \rangle|^2, \] (21.7)
where $\phi_i$ and $|\phi_i\rangle$ are the eigenvalues and the eigenvectors of $\rho_0$, respectively, i.e. $\rho_0 = \sum_j |\phi_j\rangle \langle \phi_j|$. From the property of strong concavity for the fidelity\(^2\) $Q$ is maximised for pure states $\rho_0 = |\phi_0\rangle \langle \phi_0|$, and it is proportional to the variance of $H$,
\[ Q(\lambda) = 4 \left( \langle \phi_0 | H^2 | \phi_0 \rangle - \langle \phi_0 | H | \phi_0 \rangle^2 \right). \] (21.8)

It follows that the optimal state maximizing the value of $Q$ is the equally weighted superposition of the eigenvectors corresponding to the maximum, $h_{\text{max}}$, and minimum, $h_{\text{min}}$, eigenvalues of $H$, i.e. $|\phi_0^{(\text{opt})}\rangle = \frac{1}{\sqrt{2}} (|h_{\text{max}}\rangle + |h_{\text{min}}\rangle)$, yielding $Q(\lambda) = (h_{\text{max}} - h_{\text{min}})^2$.

Returning to the quantum Cramér–Rao bound in Eq. (21.4), the central-limit scaling $1/\sqrt{N}$, known colloquially (and somewhat misleadingly) in the literature as the Standard Quantum Limit (SQL), is the benchmark of estimation strategies based on independent identically distributed (i.i.d.) variables. In optical experiments, the SQL manifests as a significant technical noise floor (e.g. in homodyne or heterodyne field measurements), and is a consequence of quantum shot noise, associated to the Poissonian arrival times of quantised photons in a coherent state. From a mathematical point of view, it is a direct consequence of the additivity of the Quantum Fisher Information when applied to the tensor states $(\rho_\lambda)^\otimes N$, describing the global state of the $N$ independent probes.

\(^2\)Given $p_i$ and $p'_i$ two probability density distributions, and $\{\rho_i\}$ and $\{\rho'_i\}$ two sets of density matrices, it results that $\mathcal{F} \left( \sum_i p_i \rho_i, \sum_i p'_i \rho'_i \right) \geq \sum_i \sqrt{p_i p'_i} \mathcal{F}(\rho_i, \rho'_i)$. This property is dubbed strong concavity property for the fidelity.
Despite its evocative name, the SQL is not a fundamental limit, and can be broken. In particular it has been shown [25] that in absence of external noise, (e.g. for unitary phase estimation), the quantum Cramér–Rao bound implies that the use of entanglement between the \( N \) probe systems, together with joint measurements on the probes, leads to an improvement in precision by a factor of \( \sqrt{N} \). In other words, if we change the measurement protocol to use a total of \( \nu = nN \) probes, in which we entangle blocks of \( N \) probes, and repeat \( n \) times (as shown in Fig. 21.1b) we get a measurement precision of

\[
\Delta \lambda \geq \frac{1}{N \sqrt{nQ(\lambda)}}.
\]  

(21.9)

The improved scaling \( \sim 1/N \), known as the “Heisenberg bound”, stems only from the employment of quantum resources in the preparation stage. The bound in Eq. (21.9) may be achievable with adaptive strategies based on a POVM that acts locally on each probe [26].

When the number \( n \) of repetitions is small, special instances of phase estimation have been found in which a scaling of the order of \( \nu^{-1} \log(\nu) \) can be achieved [27, 28]. Of practical significance is to characterize optimal performances in presence of external disturbance: many discouraging results attest to the fragility of entanglement which, in a noisy environment, limits any precision improvement at most to a constant factor independent of \( N \) [29], or to a super-classical precision scaling \( N^{5/6} \), achieved when the perturbation involves a preferential direction perpendicular to the unitary evolution governed by the parameter to be estimated [30]. As yet, an exhaustive answer, providing a systematic method for taking into account the presence of noise, is still missing.

One of the challenges of quantum metrology is to design protocols that achieve Heisenberg-like scaling for various estimation purposes [17, 31–33]. The paradigm of phase estimation in quantum optical systems has been an influential motivator [34–37], and has specific applications in gravitational wave detection and biological microscopy [38].

### 21.3 Quantum Thermometry

Let us now apply the tools of quantum estimation theory to a measuring temperature. Temperature is not a quantum observable, unlike the phase in an interferometer, so it necessarily must be inferred from an intermediate quantity.\(^3\) This subtlety makes the problem paradigmatic for quantum measurement of more general non-Hamiltonian quantities.

\(^3\)Although we note that the ‘phase operator’ of a harmonic oscillator is itself only properly defined in a limiting sense, much like the position operator of a free particle: one can write a limit of hermitian operators that localise the quantity, but they are accompanied by a divergence in the conjugate variable (number or position), which leads to unphysical energetic divergences. However, this is different from temperature, which cannot be defined as the limit of a sequence of hermitian operators.
In the examples of high-precision thermometers given above, and in almost all other practical thermometers, the measurement device comes into thermal equilibrium with the bath that is being measured. We call such a device a ‘thermalising’ thermometer.

Consider a quantum system $S$ at thermal equilibrium with an external bath at temperature $T$. The state of $S$ is described by the canonical Gibbs ensemble $\rho_\beta = e^{-\beta H} / Z_\beta$, where $H$ is the system Hamiltonian, $\beta = 1/(k_BT)$ the inverse temperature of the system with $k_B$ the Boltzmann constant, and $Z_\beta = \text{Tr}[e^{-\beta H}]$ the associated partition function. Notice that with respect to the three-step scheme of typical quantum estimation protocols discussed earlier, we are assuming to have already carried out the first two duties, $\rho_\beta$ being the state of $S$ already holding a dependence on $T$. Here we will focus on the so-called ‘estimation step’.

In [39], a very simple argument is given establishing that if we assume that a thermalising thermometer has an extensive thermodynamic energy, i.e. $\bar{E} ≜ -\partial \ln Z_\beta / \partial \beta = N\bar{\varepsilon}(\beta)$, where $\bar{\varepsilon}$ is the average internal energy per particle, then the uncertainty (measured by the root-mean-square error) in the measurement of $\beta$ is

$$\Delta \beta \geq \frac{1}{\sqrt{N}} \frac{1}{\sqrt{\bar{\varepsilon}^'}},$$  \hspace{1cm} (21.10)

where $\bar{\varepsilon}' = |d \bar{\varepsilon} / d \beta|$. We review the argument in [39] briefly. Consider a thermometer in the thermal state $\rho_\beta$. Assuming that the average internal energy of the thermometer is extensive, it is given by $\bar{E} = N\bar{\varepsilon}(\beta)$. Since $\bar{\varepsilon}(\beta)$ is a monotonically increasing function of temperature, the sample standard deviation of $\bar{\varepsilon}$ and $\beta$ are related by the identity $\Delta \beta = \Delta \varepsilon / \bar{\varepsilon}'$. To calculate $\Delta \varepsilon$, note that the sample variance in the total internal energy is given by

$$\Delta^2 E = \frac{\partial^2 \ln Z_\beta}{\partial \beta^2} = -\frac{\partial \bar{E}}{\partial \beta} = N\bar{\varepsilon}' ,$$  \hspace{1cm} (21.11)

which demonstrates that the variance in the total internal energy of the thermometer is extensive. The relative uncertainty in the energy per particle is thus

$$\frac{\Delta \varepsilon}{\bar{\varepsilon}} = \frac{\Delta E}{\bar{E}} = \frac{1}{\sqrt{N}} \frac{\sqrt{\bar{\varepsilon}^'}}{\bar{\varepsilon}}.$$  \hspace{1cm} (21.12)

Equation (21.12) and the identity $\Delta \beta = \Delta \varepsilon / \bar{\varepsilon}'$ together imply (21.10), thus establishing the shot noise limit on extensive, thermalising thermometers.

This accords with the quantum Cramér–Rao bound in Eq. (21.4) on temperature estimation, which depends on the system heat capacity $c_v$ [40, 41]

$$\Delta T \geq \frac{1}{\sqrt{NQ(T)}}, \quad Q(T) = \frac{1}{k_B T^4} \left( \text{Tr}[\rho_\beta H^2] - \text{Tr}[\rho_\beta H]^2 \right) = \frac{c_v}{k_B T^2} ,$$  \hspace{1cm} (21.13)
where $Q(T)$ is the QFI (21.5) for the temperature $T$ and $1/\sqrt{N}$ is the SQL-scaling in the number $N$ of independent probes. In other words, the ultimate limit to the precision at which the temperature of a thermal state can be determined is set by an energy measure on $\rho_\beta$. The above inequality builds a first significant bridge between two apparently independent theoretical frameworks: quantum thermodynamics and quantum estimation theory.

This scaling is a potentially significant issue for high precision thermometry. For instance, in Doppler gas thermometry, high precision spectroscopy of a gas in thermal equilibrium with a heat bath reveals the Maxwell-Boltzmann distribution of velocities [43–45], whose width is a direct measure of $k_B T$ of the gas. In recent Doppler thermometry experiments in alkali vapours the atomic flux through a beam of $\sim 10$ cm length and 2 mm diameter is $\dot{N} \sim 10^{15}$ atoms/s [46]. The limit to the precision of such a thermometer is then $\Delta \beta \sim (\dot{N} \tau)^{-1/2} \approx 10^{-7.5} \tau^{1/2}$, where $\tau$ is the integration time and $\Delta \beta \geq 1/\sqrt{N} Q(\beta)$. At 1 s this sets a maximum precision in measurements of $k_B$ of 1 part in $10^7$, which is about 1.5 orders of magnitude better than the current CODATA TA estimates for $k_B$.

### 21.3.1 Heisenberg Limited Thermometry

The SQL-like $1/\sqrt{N}$ scaling in Eq. (21.10) is evocative of similar scaling in shot-noise limited phase estimation. It is therefore interesting to question whether there is a way to improve this scaling in thermometry to the Heisenberg scaling limit, $\sim 1/N$.

This question was answered in the affirmative way in [39], based on a constructive toy model which demonstrates this possibility.

The thermometer in the toy model does not come to thermal equilibrium with the bath, and therefore is not subject to the argument that yields Eq. (21.10). Instead, the toy model takes advantage of several key observations:

1. Thermometry (like all physical measurements) can be cast as a counting problem.
2. Any counting measurement can be turned into a phase estimation problem.
3. Phase estimation can be performed with Heisenberg-limited scaling.

It follows that the thermometry can be done with an accuracy that improves as $1/N$.

To see how thermometry can be described as a counting problem, consider a bath of $M$ identical two-level atoms, each with energy splitting $\epsilon$ between the ground and excited state. If the atoms are at some temperature $T$, the populations of the energy eigenstate will be given by $\rho_\beta$. This is plainly a thermodynamic quantity, so counting the number of excited atoms, $m$, is a proxy observable from which we can estimate the temperature via $\langle m \rangle = M \frac{e^{-\beta \epsilon}}{1 + e^{-\beta \epsilon}}$.

---

4It results that in this case the SLD commutes with the system Hamiltonian, implying that energy measurements are optimal. Moreover, thermal states represent a special case as they belong to the so-called exponential class [42].
To see how to turn a counting problem into a phase estimation problem, consider the following specially designed interaction Hamiltonian describing a dispersive coupling between the $M$ atoms in the thermal bath, and $N$ atoms which are part of a thermometric probe

$$H^{(\text{int})} = \alpha \sum_{j=1}^{N} \sum_{k=1}^{M} |\epsilon\rangle_j \langle \epsilon| \otimes |\epsilon\rangle_k \langle \epsilon|.$$  \hspace{1cm} (21.14)

If the interaction between a given probe atom, prepared in its excited state $|\epsilon\rangle$ and the $M$ thermalised atoms lasts for a time $\tau$, a phase $\phi_B = \alpha m \tau$ will accumulate on the probe atom. Thus, counting $m$ can be turned into the problem of measuring the phase $\phi_B$.

This phase can be made observable if the probe atom can be introduced to an interferometer, with the interaction region in one branch of the interferometer, as shown in Fig. 21.2. Finally, as described earlier, if the atoms in the interferometer are prepared in a highly mode-entangled state (such as the well-known ‘NOON’ state), it is possible to perform phase estimation with Heisenberg-limited scaling.

### 21.3.2 Global Versus Local Measurements

What happens when technical or practical limitations restrict our capabilities to local probing? In such a case, the lower bound on the root-mean-square error on $T$ must be computed optimizing the Fisher Information over all possible local measurements on an accessible subsystem of $S$. Without loss of generality, let us assume $S$ to be composed of two subsystems $\mathcal{A}$ and $\mathcal{B}$, and to have access only to subsystem $\mathcal{A}$. In general, the global Hamiltonian shows local terms (acting on $\mathcal{A}$ or $\mathcal{B}$ separately) to be summed to interactions terms between the subsystems, i.e. $H = H_A + H_B + H_{AB}^{(\text{int})}$. By definition, if we assume to perform a POVM on $\mathcal{A}$, the quantum Cramér–Rao bound (21.13) reads

$$\Delta T^A \geq 1/\sqrt{N Q_A(T)} = k_B T^2 / \sqrt{N \mathcal{S}_A[\rho_\beta]},$$  \hspace{1cm} (21.15)
where $\mathcal{S}_A$ is the so-called Local Quantum Thermal Susceptibility (LQTS) introduced with this name in [47], and corresponding to the QFI for the estimation of the inverse temperature $\beta$ computed on the reduced state $\rho^A_\beta = \text{Tr}_B[\rho_\beta]$, 

$$\mathcal{S}_A[\rho_\beta] := 8 \lim_{\delta \beta \to 0} \frac{1 - F(\rho^A_\beta, \rho^A_{\beta + \delta \beta})}{\delta \beta^2} .$$  

This functional quantifies the ultimate precision limit to estimate the temperature $T$ by means of a local (quantum) measurement on subsystem $A$, and by definition gauges how modifications on the global system temperature affect the local state $\rho^A_\beta$: the larger is $\mathcal{S}_A[\rho_\beta]$ the more sensitive is the subsystem response. Notice that $H^\text{int}_{AB}$ can be arbitrarily strong. A closed expression for LQTS can be determined by applying Uhlmann’s theorem for the fidelity [48], according to which the fidelity between the mixed states $\rho^A_\beta$ and $\rho^A_{\beta + \delta \beta}$ can be computed by means of a maximization over all possible purifications $|\rho_\beta\rangle$ and $|\rho_{\beta + \delta \beta}\rangle$ of such density matrices, through an ancillary system $a$:

$$F(\rho^A_\beta, \rho^A_{\beta + \delta \beta}) = \max_{|\rho_\beta\rangle, |\rho_{\beta + \delta \beta}\rangle} |\langle \rho_\beta | \rho_{\beta + \delta \beta} \rangle| .$$  

(21.17)

A convenient choice is to set the ancilla as $a = BA'B'$, with $S' = AB'$ isomorphic to $S = AB$, and $|\rho_\beta\rangle = \sum_i (e^{-\beta E_i/2})/\sqrt{Z_\beta} |E_i\rangle_{AB} \otimes |E_i\rangle_{A'B'}$, being $H = \sum_i E_i |E_i\rangle_{AB} \langle E_i|$ the spectral decomposition of the system Hamiltonian. By exploiting the freedom in the purifications, it can be shown that the LQTS can be expressed as

$$\mathcal{S}_A[\rho_\beta] = (\text{Tr}[\rho_\beta H^2] - \text{Tr}[\rho_\beta H]^2) - s_a = \frac{c_v}{k_B \beta^2} - s_a$$  

(21.18)

with

$$s_a = \sum_{i < j} \frac{(e_i - e_j)^2}{e_i + e_j} |\langle e_i | H' | e_j \rangle|^2 .$$  

(21.19)

Here $H'$ is the copy of $H$ acting on the isomorphic space, and $e_k$ and $|e_k\rangle$ are the eigenvalues and eigenvectors, respectively, of the ancilla density matrix $\rho^a_\beta = \text{Tr}_A[|\rho_\beta\rangle \langle \rho_\beta|]$ sharing the same spectrum with $\rho^A_\beta = \text{Tr}_a[|\rho_\beta\rangle \langle \rho_\beta|]$. It follows

$$Q_A(T) = Q(T) - \frac{s_a}{k_B^2 T^4}$$  

(21.20)

Let $\rho^\Gamma$ be the state of a given system $\Gamma$. It is always possible to introduce another system $a$ (the so-called reference or ancillary system) and define a pure state $|\rho^a\rangle$ on $\Gamma a$ such that $\rho^\Gamma = \text{Tr}_a[|\rho^a\rangle \langle \rho^a|]$. Furthermore, if $|\rho^F\rangle$ and $|\rho^{F'}\rangle$ are two purifications of $\rho^F$ on $\Gamma a$ there exists a unitary transformation $U$ on $a$ such that $|\rho^{F'}\rangle = (\mathbb{I}_\Gamma \otimes U) |\rho^F\rangle$, being $\mathbb{I}_\Gamma$ the identity operator on $\Gamma$. The last property is known as “freedom in purifications” [49].
Notice that $c_a$ is always greater that zero, thus there is an ordering between the ultimate precision accuracy achievable via global and local measurements, $Q_A(T) \leq Q(T)$, the inequality being saturated when $A$ coincides with the whole system $S$. The same ordering holds at local level, since by construction, $Q_A(T) = \bar{\mathcal{S}}_A(\rho_\beta)/(k_B^2 T^4)$ is a positive quantity which diminishes as the size of $A$ is reduced, the smaller being the portion of the system we have access to, the worse being the accuracy we can achieve.\footnote{The same conclusions can be driven by noticing an interesting connection between the LQTS, related to the reconstruction of $T$, and the more studied case of phase estimation mentioned in the former section. Indeed by comparing relations (21.7)–(21.8) with (21.19)–(21.20) we have}

What is the role played by the interactions between the probed subsystem $A$ and the remaining part $B$ of the global system $S$, the latter being prepared in the thermal state $\rho_\beta$? In absence of interactions (i.e., $H_{AB}^{(\text{int})} = 0$), the local state of $A$ reads

$$\rho_\beta^A = e^{-\beta H_A}/Z_\beta^A$$

with $Z_\beta^A = \text{Tr}[e^{-\beta H_A}]$, yielding

$$Q_A(T) = c_v^A/(k_B T^2),$$

where $c_v^A = (\text{Tr}[\rho_\beta^A H_A^2] - \text{Tr}[\rho_\beta^A H_A]^2)/(k_B T^2)$ is the local heat-capacity of subsystem $A$. Up to which limit does such local description hold in presence of interactions? This problem has been explicitly tackled in the framework of locally interacting quantum systems [51], a very general class of models encompassing most of the fundamental spin models, such as the Ising model [52], the Heisenberg model [53], the Potts model [54], the Hubbard model [55], etc (see Chap. 20 for an extended review). A crucial property characterizing these Hamiltonians is that they admit a critical temperature $T^*$ above which the correlation between any two observables $O_A, O'_A$, acting two subsystems $A$ and $A'$ of global system $S$, the latter described by

$$\mathcal{E}_{ij}/2 \text{ such that } \mathcal{E}_{ij}(\rho_\beta) = e^{-iH'|\rho_\beta|} - e^{iH'|\rho_\beta|},$$

assuming to have access at the measurement stage to subsystem $a = BA'B'$ and $SS' = Aa$, respectively:

$$Q_a(\lambda) = \sum_{i,j} \frac{(\epsilon_i - \epsilon_j)^2}{\epsilon_i + \epsilon_j} |\langle \epsilon_i \rangle H'|\epsilon_j \rangle|^2, \quad Q_{SS'}(\lambda) = |\langle \rho_\beta^A H^2 |\rho_\beta \rangle - \langle \rho_\beta^A H |\rho_\beta \rangle|^2 = |\langle \rho_\beta |H^2 |\rho_\beta \rangle - \langle \rho_\beta |H |\rho_\beta \rangle|^2.$$

In other words the accuracies corresponding to the temperature estimation on $A$ and the phase estimation on its complementary counterpart $a$, which are both positive quantities, are forced to sum up to the energy variance of the global system, thus establishing a sort of complementarity relation. Indeed, as already mentioned, the LQTS $\mathcal{G}_A[\rho_\beta]$ and similarly $Q_a(\lambda)$ are increasing functions of the dimension of $A$ and $a$, respectively.
the thermal state $\rho_\beta$, decays exponentially with the distance $d(\mathcal{A}, \mathcal{A}')$ between their supports [56], i.e

$$\left| \text{Tr}[\rho_\beta O_\mathcal{A} O'_\mathcal{A}'] - \text{Tr}[\rho_\beta O_\mathcal{A}]\text{Tr}[\rho_\beta O'_\mathcal{A}'] \right| \leq C_{\mathcal{A}\mathcal{A}'} (\xi(T) + 1) e^{-\frac{d(\mathcal{A},\mathcal{A}')}{(\xi(T))}} ,$$  

(21.25)

where $C_{\mathcal{A}\mathcal{A}'}$ is a constant fixed by $O_\mathcal{A}$ and $O'_\mathcal{A}'$ and $\xi(T)$ is the so-called correlation length of the system. It has been rigorously proved [57] that if the correlation length is much smaller than the volume to surface ratio of a given subsystem $\mathcal{A}$, the $Q_\mathcal{A}(T)$ is a local quantity proportional to $c^\mathcal{A}$. Therefore, under this condition, local interactions between $\mathcal{A}$ and the remaining part of $\mathcal{S}$ (i.e. $\mathcal{B}$) do not significantly affect the precision of local measurements of the temperature. This condition is typically violated in the proximity of a critical point when the correlation length diverges, or for subsystems made by only few sites.

Let us conclude this section by considering the thermal response at low temperature of two prototypical many-body systems featuring quantum phase transitions. In the specific, here we analyze the behavior of the quantum spin-$1/2$ Ising and Heisenberg chains, in a transverse magnetic field $h$ and with a $z$-axis anisotropy $\Delta$ respectively, both with periodic boundary conditions:

$$H_{\text{Ising}} = -\sum_i [\sigma_i^x \sigma_{i+1}^x + h \sigma_i^z] ,$$  

(21.26)

$$H_{\text{XXZ}} = \sum_i [(\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y) + \Delta \sigma_i^z \sigma_{i+1}^z]$$  

(21.27)

(we have set to 1 the system energy scale). Here $\sigma_i^\alpha$ denotes the Pauli matrices on the $i$th site, ($\alpha = x, y, z$). At zero temperature, the Ising model presents a $\mathbb{Z}_2$-symmetry breaking phase transition at $|h_c| = 1$, belonging to the Ising universality class. On the other hand, the XXZ-Hamiltonian shows a critical behavior for $-1 \leq \Delta \leq 1$ and presents a ferromagnetic or antiferromagnetic ordering elsewhere, exhibiting in correspondence to the ferromagnetic point $\Delta = -1$ a first-order quantum phase transition, and a continuous one of the Kosterlitz–Thouless type at the antiferromagnetic point $\Delta = 1$. Figure 21.3 displays the small-temperature limit of the LQTS $\mathcal{G}_\mathcal{A}[\rho_\beta] = k_B^2 T^4 Q_\mathcal{A}(T) = Q_\mathcal{A}(T)/(k_B^2 \beta^4)$ for these two Hamiltonians. Observe that as expected the LQTS is a monotonically increasing function of the number $n_\mathcal{A}$ of contiguous spins belonging to the tested subsystem $\mathcal{A}$. An interesting fact is that, even at finite temperatures and for systems composed of twelve sites, the LQTS seems to be sensitive to the presence of critical regions. This effect can be naively understood by observing that at low temperatures the Hamiltonian energy levels which play a significant role in the system dynamics are the ground state and the first excited levels, whose interplay underpins the emergence of quantum phase transitions. The sensitivity of LQTS to critical points can be understood by noticing that by definition it basically addresses the degree of distinguishability among such energy levels.
Fig. 21.3 Numerical curves representing the behavior of the LQTS in the low-temperature regime ($\beta = 9$) for the Ising (panel a) and the Heisenberg XXZ chains (panel b) with twelve sites. The uppermost curve corresponds to the global quantum thermal susceptibility proportional to the heat capacity. The other curves have been computed for different sizes $n_A$ of the measured subsystem $A$. In the XXZ model, the LQTS for $n_A = 1$ vanishes. The figure is reprinted from A. De Pasquale, et al. Nat. Commun. 7, 12782 (2016), CC - by - 4.0 license.

Fig. 21.4 Analysis of the peak values of the LQTS for the Ising and the XXZ models, as a function of the dimension of the measured subsystem $n_A$ and for different system lengths $L$. For the Ising model (panel a) the dashed line denotes a power-law behaviour $\mathcal{S}_A \sim (n_A/L)^2$, and is plotted as a guideline. For the XXZ chain (panels b1 and b2) the data refer to the minima close to the critical points $\Delta = \pm 1$. The dashed line for $\Delta = -1$ (panel b1) denotes the behaviour $\mathcal{S}_A \sim (n_A/L)^3$. In all panels we have set $h = 1$ and $\beta = 3L/4$. The figure is reprinted from A. De Pasquale, et al. Nat. Commun. 7, 12782 (2016), CC - by - 4.0 license.

A fulfilling quantum-metrology approach to quantum phase transitions at finite temperatures can be found in [58, 59]. The numerical analysis reported in Fig. 21.4 of the scaling of the LQTS close to quantum phase transition points shows significant deviations from a linear growth with $n_A$, indicating that, as expected, in these points the correlations cannot be neglected already for the sizes considered here.
21.4 Single Qubit Thermometry

The recent technological progress in manipulating individual quantum systems, has enabled their employment as temperature probes. Indeed, accurate temperature readings at nanoscopic level can find applications in many research areas, ranging from materials science \[60, 61\] to medicine and biology \[62, 63\], and in most of the situations addressed by the all field of quantum thermodynamics \[64–68\] requiring the control of quantum thermal devices. In this section we will tackle different aspects of a quite typical quantum estimation problem: the reconstruction of the unknown temperature of a sample by putting it in thermal contact with an individual quantum probe, acting as a thermometer.

21.4.1 Temperature Discrimination Using a Single Qubit

Given a probe, plainly measuring the temperature is sufficient to discriminate between two temperatures. However, the more elementary thermometric task of discriminating between whether a bath (a sample characterized by a large number of subcomponents) is ‘hot’ or ‘cold’ does not require a numerical temperature scale. In the context of quantum thermometry, it was shown in \[69\] that a quantum two-level system can perform this task. We suppose the bath is at either \(T_h\) or \(T_c\), and we wish to optimally discriminate between these two. A single qubit may be brought into thermal contact with the bath, and after interacting with it for some time \(t\), the state of the qubit is measured.

In this scenario, the Fisher Information is not the relevant measure: we are not attempting to discriminate between a continuum of states, but between two distinct states of the qubit. As such, the trace distance, which is given by the Euclidean distance \(\Delta(\vec{r}_h(t), \vec{r}_c(t))\) between the Bloch vectors \(\vec{r}_h(t)\) and \(\vec{r}_c(t)\) of the possible states of the qubit, determines our ability to discriminate between the two states.

Jevtic et al. \[69\] studied this model as a function of the relative temperatures, the interaction time, and the initial state of the probe qubit. Assuming a Markovian interaction between the qubit and the bath (characterised by a thermalisation rate \(\tilde{\gamma}\)) they find that \(\Delta(\vec{r}_h(t), \vec{r}_c(t))\) is maximised at a finite interaction time, and with the qubit initialised in the ground state. This is shown in the red curve in Fig. 21.5, where time is measured in units of \(\frac{1}{\tilde{\gamma}}\): up until the cusp around \(t \approx \frac{0.1}{\tilde{\gamma}}\), the optimal initial state of the qubit is \(|g\rangle\). Clearly, the maximum value of that curve occurs in this interval, indicating that the globally optimal strategy is to initialise the qubit in the ground state, and run the interaction for \(t \approx \frac{0.06}{\tilde{\gamma}}\). If the interaction time is longer than \(t \approx \frac{0.1}{\tilde{\gamma}}\), the locally optimal initial state is no longer the ground state, but some coherent superposition of ground and excited. Thus quantum coherence provides some enhancement in a limited sense in this temperature discrimination problem.
Fig. 21.5 Trace distance between the state of a probe qubit after thermalising with either a hot bath at temperature $T_h$, or a cold bath at temperature $T_c$. The distance measure $\Delta(\vec{r}_h(t), \vec{r}_c(t))$ is the distance between the Bloch vectors $\vec{r}_h(t)$ and $\vec{r}_c(t)$ of the corresponding qubit states, $\rho_h$ or $\rho_c$, after thermalisation for $t$ units of time. The normalisation $\Delta_\infty$ is the distance at thermal equilibrium, i.e. at $t \to \infty$. The figure is reprinted from S. Jevtic, et al. *Phys. Rev. A* 91, 012331 (2015).

In [69], it was also shown that including an ancilla qubit, which is initialised in a maximally entangled state with the probe qubit yields better performance, as indicated by the blue curve in Fig. 21.5. Clearly it is higher than the red curve at all interaction times, indicating that quantum entanglement is a potentially useful resource in this state discrimination task.

### 21.4.2 Fundamental Limitations on Temperature Estimation with Individual Quantum Probes

We now discuss temperature reconstruction of a reservoir at thermal equilibrium. In standard thermometry, the thermometer is put in contact with the bath and then it is allowed to equilibrate, so that it finally ends up to be in a thermal state $\rho_\beta = e^{-\beta H} / Z_\beta$. Therefore, as seen in the former section the highest achievable accuracy on temperature estimation through optimal measurements on the probe (21.13) is proportional to the its heat capacity, that is to the variance of $H$:

$$\Delta T \geq \frac{1}{\sqrt{N Q(T)}}, \quad Q(T) = \frac{c_v}{k_B T^2} = \frac{1}{k_B^2 T^4} \left( \text{Tr}[\rho_\beta H^2] - \text{Tr}[\rho_\beta H]^2 \right), \quad (21.28)$$

where $N \gg 1$ is the number of probes at disposal, or the repetition of same the estimation procedure. It follows that the optimal choice of the probing system allowing for maximal thermal sensitivity, consists in finding the energy spectrum with the largest possible energy variance at thermal equilibrium. If, without loss of generality, the probing system is assumed to be $M$-dimensional, the solution to this problem
amounts to solve $M$-coupled transcendental equations

$$\frac{\partial}{\partial E_m} \left[ \frac{1}{Z\beta} \sum_i E_i^2 e^{-E_i/(k_B T)} - \frac{1}{Z\beta^2} \left( \sum_i E_i e^{-E_i/(k_B T)} \right)^2 \right] = 0, \quad (21.29)$$

where $H = \sum_i E_i |E_i\rangle \langle E_i|$ is the Hamiltonian spectral decomposition. It can be shown [10, 70] that the optimal quantum probes, acting as thermometers of maximal thermal sensitivity, are given by effective two-level atoms with maximally degenerate excited state and with a temperature dependent energy gap (this is equivalent to saying that for a fixed energy gap of the qubit thermometer there exists a temperature which can be retrieved with optimal accuracy).

### 21.4.3 Single-Qubit Thermometry Through Sequential Measurements

The analysis outlined above hinges upon two hypothesis:

(i) The interaction time is sufficiently long to let the probe thermalize with the bath.

(ii) A certain number $N$ of probes prepared in the same input state, say $\rho_0$, interact with the bath and are measured independently, or equivalently if one has at disposal a single probe it is reinitialized in the same state after each of the $N$ measurement stages. In other words, the whole experiment requires $N$ independent and identically distributed (i.i.d.) measurements leading to the Cramér–Rao bound (21.1).

However, in practice (i) and (ii) can find some limitations. On the one hand, one may need to read the temperature of the outgoing probe before the latter attains full thermalization. This for instance happens if it is not possible to arrange the interaction time with the reservoir to be long enough, or if the bath itself is unstable (e.g. in the low temperature regime when too strong correlations are established between the probe and the sample [71], and fundamental limits emerge in temperature reconstruction [72]). In general if (i) is violated, but it is still possible to fulfill (ii), it has been observed [10] that a convenient choice for $\rho_0$ is represented by the Hamiltonian ground state. On the other hand, also the arbitrary initialization of $N$ independent probing systems, or of the single probe at disposal after each measurement readout, might encounter some obstructions, thus violating condition (ii). In order to attack this limitation, one possibility is relying on sequential measurement schemes [73, 74], where repeated consecutive measurements are performed on a single probe without reinitializing it. For the sake of clarity let us indicate as $E_T^\tau$ the superoperator defining the process that the probe undergoes when interacting with the sample, thus explicitly labelling it with the temperature $T$ of the sample, and with the interaction time $\tau$ between the probe and the bath. Furthermore, in order to provide a simple, but mathematically rigorous, description of the sequential mea-
measurement protocol, it is useful to introduce a description also of the measurement process in terms of superoperators. In general, once a POVM, \( \{ \Pi_\theta \} \), \( \int d\theta \Pi_\theta = I \), has been selected, we can associate to it a family of superoperators \( \{ \mathcal{M}_\theta \} \) fulfilling the normalization condition \( \int d\theta \mathcal{M}_\theta = I \), with \( I \) being the identity superoperator (i.e. \( I(\rho_0) = \rho_0 \)). When applied to an arbitrary state \( \rho \), these superoperators give the outcome \( \theta \) with probability \( p(\theta|\rho) = \text{Tr}[\mathcal{M}_\theta(\rho)] = \text{Tr}[\Pi_\theta \rho] \), and transform \( \rho \) as \( \mathcal{M}_\theta(\rho)/\text{Tr}[\mathcal{M}_\theta(\rho)] \).

In Fig. 21.6 we have provided a pictorial representation of the two temperature estimation protocols we aim to compare.

Let us stress that while in the standard approach the collected data \( \bar{\theta} = \{ \theta_1, \theta_2, \ldots, \theta_N \} \) are independent identically distributed (i.i.d.), this is no more true for the sequential measurement scheme. Therefore, in the first case the global probability distribution of a \( N \)-long sequence \( \bar{\theta} \) reads

\[
p_{\text{i.i.d.}}^{(N)}(\vec{\theta}|T) = \prod_{i=1}^{N} p(\theta_i|T),
\]

with \( p(\theta_i|T) = \text{Tr}[\mathcal{M}_{\theta_i} \circ \mathcal{E}_T^\tau(\rho_0)] \) all independent from each other, and the symbol “\( \circ \)” representing the composition of superoperators. On the contrary, in the second scenario we have

\[
p_{\text{s.m.s.}}^{(N)}(\vec{\theta}|T) = \prod_{i=1}^{N} p(\theta_i|T; \theta_1, \ldots, \theta_{i-1})
\]

with \( p(\theta_i|T; \theta_1, \ldots, \theta_{i-1}) = \text{Tr}[(\mathcal{M}_{\theta_i} \circ \mathcal{E}_T^\tau)(\rho_{[\theta_1, \ldots, \theta_{i-1}]}\rho_{[\theta_1, \ldots, \theta_i]} \rho_{[\theta_1, \ldots, \theta_N]} \rho_{[\theta_1, \ldots, \theta_N]} \rfloor \) the density matrices generated by the measurement stochastic process

\[
\rho_1^{[\theta_1]} = \frac{\mathcal{M}_{\theta_1} \circ \mathcal{E}_T^\tau(\rho_0)}{\text{Tr}[\mathcal{M}_{\theta_1} \circ \mathcal{E}_T^\tau(\rho_0)]} \quad (t = \tau),
\]

\[
\rho_2^{[\theta_1, \theta_2]} = \frac{\mathcal{M}_{\theta_2} \circ \mathcal{E}_T^\tau(\rho_1^{[\theta_1]})}{\text{Tr}[\mathcal{M}_{\theta_2} \circ \mathcal{E}_T^\tau(\rho_1^{[\theta_1]})]} \quad (t = 2\tau),
\]

\[
\vdots
\]

\[
\rho_N^{[\theta_1, \ldots, \theta_N]} = \frac{\mathcal{M}_{\theta_N} \circ \mathcal{E}_T^\tau(\rho_{N-1}^{[\theta_1, \ldots, \theta_{N-1}]})}{\text{Tr}[\mathcal{M}_{\theta_N} \circ \mathcal{E}_T^\tau(\rho_{N-1}^{[\theta_1, \ldots, \theta_{N-1}]})]} \quad (t = N\tau) .
\]

\[
\text{By definition the elements } \Pi_\theta \text{ of a POVM are positive operators. This implies that for each } \Pi_\theta \text{ there exists an other positive operator } M_\theta, \text{ determined up to a unitary transformation, such that } \Pi_\theta = M_\theta^\dagger M_\theta \text{ and } \int d\theta M_\theta^\dagger M_\theta = I. \text{ Therefore the probability of measuring } \theta \text{ on a state } \rho \text{ is given by } p(\theta|\rho) = \text{Tr}[\Pi_\theta \rho] = \text{Tr}[M_\theta \rho M_\theta^\dagger], \text{ and the normalized state of the system after the measurement reads } \rho_\theta = M_\theta^\dagger \rho M_\theta / p(\theta|\rho). \text{ Finally, to each operator } M_\theta \text{ we can associate a superoperator } \mathcal{M}_\theta \text{ such that } \mathcal{M}_\theta(\rho) = M_\theta \rho M_\theta^\dagger \text{ and } \int d\theta \mathcal{M}_\theta = I, \text{ with } I \text{ being the identity superoperator.}
\]
Fig. 21.6  Schematic representation of two estimation temperature schemes realized by letting a probe (behaving as a thermometer) interact with a sample for a time interval $\tau$. Panel a represents the standard scheme relying on $N$ i.i.d. measurements performed on $N$ distinct probes (as in panel a of Fig. 21.1). Panel b refers to $N$ sequential measurements on the same probe which is initialized only once.
Here, we have also assumed to neglect the measurement time. Notice that \( p_{s,m.s.}^{(N)}(\tilde{\theta} | T) \) can be equivalently written as \( p_{s,m.s.}^{(N)}(\tilde{\theta} | T) = \text{Tr}[(M_{\tilde{\theta}} \circ E_T^s \circ M_{\tilde{\theta}} \circ E_T \circ \cdots \circ M_{\tilde{\theta}} \circ E_T^s)(\rho_0)] \).

The difference between the two approaches clearly emerges in the computation of the Cramér–Rao bound. For the case of i.i.d. readouts, we get the scaling in (21.1) given by \( 1/\sqrt{N} \)

\[
\Delta T_{\text{i.i.d.}}^{(N)} \geq \frac{1}{\sqrt{F_{\text{i.i.d.}}^{(N)}(T)}} = \frac{1}{\sqrt{NF(T)}}, \tag{21.33}
\]

where \( F(T) \) is the Fisher Information associated to the selected POVM, i.e.

\[
F_{\text{i.i.d.}}^{(N)} = \int d\tilde{\theta} \frac{1}{p_{\text{i.i.d.}}^{(N)}(\tilde{\theta} | T)} \left( \frac{\partial p_{\text{i.i.d.}}^{(N)}(\tilde{\theta} | T)}{\partial T} \right)^2 = NF(T),
\]

\[
F(T) = \int d\theta \frac{1}{p(\theta | T)} \left( \frac{\partial p(\theta | T)}{\partial T} \right)^2. \tag{21.34}
\]

The same scaling does not hold for sequential measurements since the integral over \( d\tilde{\theta} \) does not factorise, yielding

\[
\Delta T_{\text{s.m.s.}}^{(N)} \geq \frac{1}{\sqrt{F_{\text{s.m.s.}}^{(N)}(T)}}, \quad F_{\text{s.m.s.}}^{(N)}(T) = \int d\tilde{\theta} \frac{1}{p_{\text{s,m.s.}}^{(N)}(\tilde{\theta} | T)} \left( \frac{\partial p_{\text{s,m.s.}}^{(N)}(\tilde{\theta} | T)}{\partial T} \right)^2. \tag{21.35}
\]

Finally, the quantum Cramér–Rao bound can be determined via a maximization over all possible POVMs.

Actually, in what follows we will assume a more practical perspective and present some results [75] dealing with a quite standard model for the reservoir and for the probe-sample interaction, and referring to a specific choice for the readout measurements. In the specific we consider a qubit system initialised in the state \( \rho_0 \) and put in contact, at time \( t = 0 \), with a Bosonic thermal reservoir of unknown temperature \( T \). At \( t > 0 \) the state of probe reads \( \rho_T(t) = E_{T}^t(\rho_0) = e^{tL_T}(\rho_0) \), where \( L_T \) is the Lindblad superoperator defined as

\[
L_T(\cdots) = -\frac{i}{2} \Omega[\sigma_z, \cdots]_\pm + \sum_{s=\pm 1} \gamma_s \left( \sigma_{-s}(\cdots)\sigma_s - \frac{1}{2} [\sigma_s \sigma_{-s}, (\cdots)]_\pm \right), \tag{21.36}
\]

with \([\cdots, (\cdots)]_\pm \) being the commutator \((-\) and anti-commutator \((+) \) brackets, and \( \sigma_\pm = (\sigma_x \pm i\sigma_y)/2 \) being the spin-flip operators. In this expression, the two relaxation constants \( \gamma_- \) (for excitation) and \( \gamma_+ \) (for decay) are related to the temperature \( T \) of the reservoir through the detailed balance condition and are given by

\[
\gamma_+ = (1 + N_{\text{th}})\gamma, \quad \gamma_- = N_{\text{th}}\gamma, \tag{21.37}
\]
Fig. 21.7 Fisher Information for projective measurements on the probe. The panels refer to different values of the number of repetitions $N$ and to an interaction time $\tau = 4\gamma^{-1}$. Thick (black) lines refer to the standard protocol based on i.i.d. measurements while the thin (red) ones refer to sequential measurements (for the latter case the region between the optimal and worst performance ruled by the choice of the initial state of probe is shaded). The figure is reprinted from A. De Pasquale, et al. Phys. Rev. A 96, 012316 (2017).

where $N_{th} = 1/(e^{\beta\Omega} - 1)$ is the average thermal number of Bosonic bath excitations, and $\gamma$ is a temperature-independent parameter gauging the strength of the probe-sample interactions. The qubit acts a thermometer, and $T$ is recovered by monitoring the populations of its two energy levels at time intervals $\tau$. The simplest POVM which can be realized to this end is given by the rank-one projectors $\Pi_{\pm} = (I \pm \sigma_z)/2$ on the energy levels of the probe Hamiltonian $\frac{1}{2} \hbar \Omega \sigma_z$. In Fig. 21.7 the FI associated to the two above mentioned estimation schemes, (21.34) and (21.35), is plotted by setting the number measurements to be equal to 3 and 7, and the probe-sample interaction time as $\tau = 4\gamma^{-1}$ (the full thermalization time of the probes can be considered reached already for $\tau \gtrsim 9.5\gamma^{-1}$). The uppermost and lowest solid lines correspond to the optimal and worst choices of the input state $\rho_0$ (which coincide with the ground state and with the first excited level, respectively) while the dashed lines refer to the average of the FI over uniformly sampled input probe states $\rho_0$ (physically the latter curves correspond to the practical situation in which the experimenter is not able to completely control the probe preparation stage). It results that for the optimal choice of the probe input state the standard protocol based on i.i.d. measurements slightly outperforms the sequential measurement scheme. However a more interesting phenomenon is observed for non-optimal input states: for all temperatures of the bath, the sequential measurement protocol outperforms the standard one, at least on average and for the worst choice of the probe input state. Furthermore, also the gap between the optimal and the worst choice of the probe is smaller for sequential measurements than for i.i.d. ones, thus yielding a higher degree of versatility with respect to the choice of the initial state of the probe. This effect can be explained by observing that in this estimation approach the probe gradually loses the memory of the initial condition, moving towards a fixed-point configuration depending on the bath temperature. It results that even a non-optimal initialization of the probe
Fig. 21.8 Plot of the ratio between $\Delta F_{s.m.s}^{(N)}$ and $\Delta F_{i.i.d.}^{(N)}$, the max-min gap of the FI due to the choice of the initial state for the probe. It results that $\Delta F_{s.m.s}^{(N)}$ shrinks more rapidly then $\Delta F_{i.i.d.}^{(N)}$. The figure is reprinted from A. De Pasquale, et al. Phys. Rev. A 96, 012316 (2017).

can in the end provide a relatively good estimation of the temperature. Figure 21.8 shows that the gap between optimal and worst performances in case of sequential measurements $\Delta F_{s.m.s}^{(N)}$ is lower and closes faster than that yielded in standard case indicated as $\Delta F_{i.i.d.}^{(N)}$. Finally, when the probe thermalization with the bath has taken place, it can be shown that all the above mentioned curves collapse.

21.5 Conclusions

We have discussed the application of techniques from quantum estimation theory and quantum metrology to thermometry.

It results that the Quantum Fisher Information plays an important role, and we have presented a toy model which demonstrates the possibility of Heisenberg-like scaling for thermometry. Then, we have introduced a theoretical approach to temperature locality, aiming at avoiding any restrictive hypothesis on the dimension of the system or on its Hamiltonian ruling the interactions between its subcomponents. This has led to the definition of the so-called Local Quantum Thermal Susceptibility, a functional which operationally highlights the degree at which the thermal equilibrium of the global system is perceived locally, and reduces to the system heat capacity when the global system is probed. Finally, moving from the observation that two-level quantum systems can be exploited as efficient thermometers to establish the temperature of a thermal bath, we have discussed different techniques of single qubit thermometry.
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Part IV
Thermodynamics of Strongly-Coupled Open Systems
Chapter 22
Hamiltonian of Mean Force
for Strongly-Coupled Systems

Harry J. D. Miller

22.1 Introduction

Despite the many paradigm shifts in physics over the last 150 years, thermodynamics has proved to be one of the most robust physical theories in modern science. While it initially grew out of a necessity to design efficient heat engines in the early 18th century, pioneering work by Boltzmann and Gibbs developed thermodynamics into a fundamental theory which has become crucial to our understanding of irreversibility in nature and the flow of time. As Einstein famously remarked, “Thermodynamics is the only physical theory which I am convinced will never be overthrown, within the framework of applicability of its basic concepts.” [1].

One of those basic concepts is the notion of weak coupling. If we consider a macroscopic three-dimensional body interacting with its environment, then simple intuition suggests that the energy contained in this interaction should be sufficiently negligible. This is because interactions will typically only occur along the body’s surface boundary, involving only a small fraction of the atoms making up the system. Compared with the energy contained in the bulk material this is negligible, and the energetics of the system and environment can be partitioned separately. In the standard formulation of thermodynamics this weak-coupling assumption is crucial for a consistent description of heat flow, as any energy lost by the system during a process can simply be equated to energy dissipated into the environment in the form of heat. In addition to energy, this assumption is directly related to fundamental properties of the thermodynamic entropy and heat capacity, as both quantities become extensive with respect to the volume of the system [2].

While traditionally thermodynamics has always been concerned with describing macroscopic systems consisting of a large number of particles, advancements in nano- and meso-scopic physics demonstrate that small systems, such as biopolymers...
and colloidal particles, may exhibit non-trivial thermal behaviour even at sub-micron scales. For example, individual protein molecules can function as tiny motors that convert chemical energy into mechanical work [3], and single strands of RNA that are manipulated using optical tweezers exhibit dissipation and lag much like any macroscopic system governed by the laws of thermodynamics [4]. One may even conceive of quantum thermal machines constructed from individual few-level systems [5], and the analysis regarding the transport of heat and energy at the quantum scale suggests that thermodynamics can be consistently extended beyond the classical, macroscopic setting [6]. At these length scales both stochastic and quantum fluctuations begin to dominate, and current research is now devoted to investigating the potential modifications to thermodynamics that occur at or below the nanoscale.

One major modification is the break-down of the weak coupling approximation. It becomes clear that the heuristic argument used to justify this assumption fails to apply to systems with smaller volumes. If the surface area of the system becomes comparable to its volume then the energetic contributions to the interaction with the environment also become comparable to its own internal energy. When this occurs the thermodynamic properties of the system become dependent on the nature of the interaction, both in and out of equilibrium [7]. One clear example of this behaviour occurs in the collapse transition of a polymer immersed in a solvent, which can become significantly dependent on the structure of the solvent itself rather than just the surrounding temperature [8]. Another example concerns a quantum harmonic oscillator in a black-body radiation field, whereby the free energy of the oscillator shifts by a temperature and coupling-dependent term due to a non-vanishing dipole interaction with the field [9].

In such situations special care needs to be taken when defining notions of heat, work and entropy, as the thermal properties of these small systems cannot generally be determined simply by their respective internal Hamiltonians. It will be shown that this issue stems from the fact that the equilibrium configuration of the system can deviate from the familiar Gibbs distribution when interactions are non-negligible. This invalidates the usual formulas used to compute the associated thermodynamic potentials, such as the free energy, as these are derived from the assumption that the equilibrium state of the system is of Gibbs form. This of course does not mean that thermodynamics breaks down. Instead, one can construct alternative thermodynamic potentials via an effective operator or function known as the Hamiltonian of mean force (HMF). Much like standard methods in statistical mechanics, this mathematical object can be used to compute an effective partition function for the system, which provides the basis for defining the system’s free energy and all resulting equilibrium properties. This effective description of the system in terms of the modified partition function dates back to the early work of Kirkwood in his analysis of the statistical properties of fluid mixtures [10]. Here we will discuss the role played by the HMF in extending thermodynamics beyond the weak-coupling regime in both quantum and classical settings. We will see that the HMF provides a consistent generalisation of the laws of thermodynamics and fluctuation relations, and can be used to define entropy production for out-of-equilibrium processes.
22.2 The Equilibrium State at Strong Coupling

In standard thermodynamics it is customary to describe the equilibrium state of a system \(S\) in contact with a large reservoir \(R\) at inverse temperature \(\beta = T^{-1}\) by the canonical Gibbs state, \(\hat{\pi}_S^{(c)} = e^{-\beta \hat{H}_S} / Z_S\). Here \(\hat{H}_S\) is the internal Hamiltonian, \(Z_S = \text{tr}_S[e^{-\beta \hat{H}_S}]\) is the partition function and we have set the Boltzmann constant to unity \([2]\). However, this description of the system and its associated thermodynamic potentials can only be justified if one neglects the interactions between the system and its surroundings. This issue becomes apparent when we consider the structure of the global equilibrium state of the system and reservoir, which we denote by \(\hat{\pi}_{S \cup R}\). Without loss of generality the total Hamiltonian of \(S \cup R\) can be expressed in the form

\[
\hat{H}_{S \cup R} := \hat{H}_S \otimes \hat{1}_R + \hat{1}_S \otimes \hat{H}_R + \gamma \hat{V}_{S \cup R},
\]

(22.1)

where \(\hat{H}_R\) is the Hamiltonian of the reservoir \(R\), \(\hat{V}_{S \cup R}\) is an arbitrary interaction term shared between \(S\) and \(R\) and \(\gamma\) is a scalar parameter quantifying the relative strength of the interaction. Formally if one considers \(S \cup R\) to be isolated with a fixed total energy \(U_{S \cup R}\) then the composite state is best described by the micro-canonical ensemble \(\hat{\pi}_{S \cup R} \propto \delta(U_{S \cup R} - \hat{H}_{S \cup R})\), with inverse temperature \(\beta = \partial S_{S \cup R} / \partial U_{S \cup R}\) and \(S_{S \cup R}\) the thermodynamic entropy \([11]\). However, by imposing reasonable macroscopic conditions on the reservoir and taking the thermodynamic limit, we can safely replace the micro-canonical ensemble with the canonical one due to ensemble equivalence, so that \(\hat{\pi}_{S \cup R} = e^{-\beta \hat{H}_{S \cup R}} / Z_{S \cup R}\) with \(Z_{S \cup R} = \text{tr}_{S \cup R}[e^{-\beta \hat{H}_{S \cup R}}]\) \([12]\). By taking the partial trace over \(R\), the state of the system at equilibrium is given by \(\hat{\pi}_S = \text{tr}_R[\hat{\pi}_{S \cup R}]\), which can be expressed in the following form:

\[
\hat{\pi}_S = e^{-\beta \hat{H}_S^*} / Z_S^*; \quad Z_S^* := \text{tr}_S[e^{-\beta \hat{H}_S^*}],
\]

(22.2)

where

\[
\hat{H}_S^* := -\frac{1}{\beta} \ln \left( \frac{\text{tr}_R[e^{-\beta \hat{H}_{S \cup R}}]}{\text{tr}_R[e^{-\beta \hat{H}_R}]} \right),
\]

(22.3)

is known as the Hamiltonian of mean force \([13–15]\). This operator can be interpreted as an effective Hamiltonian describing \(S\), and unlike the bare Hamiltonian \(\hat{H}_S\), it implicitly depends on both the temperature \(T\) and interaction \(\hat{V}_{S \cup R}\).

Before we discuss the thermodynamic role played by the HMF, it is worth analysing the dynamical models in which the state (22.2) emerges. The clearest example occurs in the paradigmatic model of Quantum Brownian Motion (QBM) \([16–18]\). In such a situation one wishes to construct a microscopic model for \(S \cup R\) that reproduces a quantum Langevin equation, which is an equation that describes the motion of a damped oscillator in contact with a thermal environment. One particular
model describing QBM, attributed to Caldeira and Leggett [16], consists of a single oscillator \( S \) linearly coupled to a collection of \( N \) harmonic oscillators that make up the reservoir \( R \), and the respective Hamiltonians in (22.1) are given by

\[
\hat{H}_S := \frac{\hat{P}_0^2}{2m_0} + \frac{m_0\omega_0^2}{2}\hat{X}_0^2, \quad \hat{H}_R := \sum_{i=1}^{N} \left( \frac{\hat{P}_i^2}{2m_i} + \frac{m_i\omega_i^2}{2}\hat{X}_i^2 \right),
\]

(22.4)

The interaction term is generically expressed in the linear form

\[
\hat{V}_{S,R} := \sum_{i=1}^{N} \left[ \left( \frac{\gamma_i^2}{2m_i\omega_i^2} \right) \hat{X}_0 - \gamma_i \hat{X}_0 \otimes \hat{X}_i \right].
\]

(22.5)

Here the position and momentum operators are given by \((\hat{X}_0, \hat{P}_0)\) for \( S \) and \((\hat{X}_i, \hat{P}_i)\) for the \( i \)'th oscillator in \( R \), while \( \gamma_i = \gamma C_i \) denotes the coupling constant between the system and each oscillator in the reservoir. Similarly \((m_0, \omega_0)\) and \((m_i, \omega_i)\) denote the mass and frequencies of the respective oscillators in \( S \) and \( R \). To accurately model the reservoir one takes the thermodynamic limit \( N \to \infty \), and \( R \) becomes characterised by an Ohmic spectral density function. Examples of open quantum systems that can be modelled by (22.4) are nanoscale resonators, such as those manipulated in recent quantum control experiments [19]. We remark here that one may construct alternative Hamiltonians that describe QBM, such as the continuum approach adopted in the Huttner–Barnett model, whose thermodynamic properties are explored in [20].

Let us now suppose that prior to interactions the system and reservoir are uncoupled, so that the initial state at time \( t = 0 \) is of the form \( \hat{\rho}_{S,R}(0) = \hat{\rho}_S(0) \otimes \hat{\pi}_R^{(c)} \), where \( \hat{\rho}_S(0) \) is an arbitrary state of \( S \) and the reservoir is assumed to be in canonical equilibrium with respect to \( \hat{H}_R \) at inverse temperature \( \beta \). The benefit of the QBM model is that it is linear, and so the dynamics can be solved through an exact master equation governing the Wigner function of the system, regardless of the strength of the coupling \( \gamma \) [18]. Note that in the high temperature limit the model is equivalent to the classical Fokker-Planck process for a damped harmonic oscillator [17].

Solving the master equation and taking the asymptotic time limit one finds that the steady state of the system is indeed given by the reduced canonical state, so that \( \lim_{t \to \infty} \hat{\rho}_S(t) = \text{tr}_R[\hat{\pi}_{S,R}] \) [17]. The corresponding stationary Wigner function turns out to be of Gaussian form, and thus the resulting HMF for \( S \) takes the form of an effective harmonic oscillator:

\[
\hat{H}^*_{S} := \frac{\hat{P}_0^2}{2m_*} + \frac{m_*\omega_*^2}{2}\hat{X}_0^2,
\]

(22.6)

where \( m_* = m_*(\beta, \gamma) \) and \( \omega_* = \omega_*(\beta, \gamma) \) represent an effective mass and frequency of the oscillator that explicitly depend on both the temperature of \( R \) and the strength of the interaction. In turn these terms can be computed from the equilibrium averages of the squared position and momentum of \( S \), since
\[ \omega_s(\beta, \gamma) = \frac{2}{\beta \hbar} \arccoth \left( \frac{2}{\hbar} \langle \hat{P}_0^2 \rangle \langle \hat{X}_0^2 \rangle \right), \quad m_s(\beta, \gamma) = \omega_s^{-1} \frac{\langle \hat{P}_0^2 \rangle}{\langle \hat{X}_0^2 \rangle}. \] (22.7)

Though not explicitly stated here, the quadratures \( \langle \hat{X}_0^2 \rangle \) and \( \langle \hat{P}_0^2 \rangle \) have a complicated dependence of \( \gamma \) and \( \beta \), and it may be shown that one only recovers the bare mass and frequency \( m_s(\beta, \gamma) = m_0 \) and \( \omega_s(\beta, \gamma) = \omega_0 \) if \( \gamma \ll 1 \) [17]. This clearly demonstrates that the presence of the finite coupling modifies the equilibrium properties of the system, as its mass and frequency become explicitly dependent on the interaction with the reservoir.

For a generic system-reservoir interaction model satisfying the weak-coupling approximation \( \gamma \ll 1 \), a standard textbook calculation shows that \( \hat{H}_S^* \simeq \hat{H}_S \) and the state of the system reduces to the familiar canonical ensemble, \( \hat{\pi}_S \simeq \hat{\pi}_S^{(c)} \) [2]. Furthermore, in this regime correlations between \( S \) and \( R \) can be neglected and the total state factorises into \( \hat{\pi}_{S:R} \simeq \hat{\pi}_S^{(c)} \otimes \hat{\pi}_R^{(c)} \), where \( \hat{\pi}_R^{(c)} = e^{-\beta \hat{H}_R} / Z_R \) and \( Z_R = \text{tr}_R [e^{-\beta \hat{H}_R}] \) is the partition function for the reservoir in the absence of any coupling to \( S \) [21]. It is in this limit at which standard thermodynamics is formulated, and we can identify the energies of \( S \) and \( R \) with their bare Hamiltonians. This leads to a consistent notion of heat; any energy gained by \( R \) is the energy lost by \( S \) [21]. There are also notable cases where we can recover the usual Gibbs distribution even when \( \gamma \) is non-negligible. One example is if the interaction Hamiltonian is constructed from a random-matrix ensemble, in which case it can be rigorously proven that \( \hat{H}_S^* \simeq \hat{H}_S \) regardless of the strength of interaction [22]. Heuristically, due to the random nature of the interaction its influence on \( S \) effectively averages out to zero. For spin and fermionic lattice systems, one can recover the local Gibbs state above a certain critical temperature, at which point correlations between the system and its surroundings decay exponentially [23].

However, in the general case where \( \gamma \) is non-negligible the system remains correlated with \( R \) and its thermodynamic properties are modified through the additional dependence on the coupling. It has been shown that the reduced Gibbs state (22.2) becomes the steady-state solution in more general non-linear system-reservoir interaction models, assuming an initial thermal reservoir uncorrelated with \( S \) [24]. In addition to QBM models, results based on typicality also demonstrate that the equilibrium state (22.2) emerges dynamically out of global pure state evolution for arbitrary interaction strengths [25]. Overall these results clearly motivate the need to generalise thermodynamics beyond weak coupling and canonical equilibrium, and we will see that the HMF provides the theoretic tool to achieve this.

### 22.3 Effective Thermodynamic Potentials

In statistical mechanics the partition function encodes information about how the occupation probabilities are distributed between the different micro-states of \( S \), and it can be used to calculate the relevant thermodynamic potentials such as the free
energy, internal energy and entropy. For a state in canonical equilibrium \( \hat{\pi}_S^{(c)} \), the free energy of \( S \) is given by \( F_S^{(c)} = U_S^{(c)} - T S_S^{(c)} \), with \( U_S^{(c)} = \text{tr}_S[\hat{\pi}_S^{(c)} \hat{H}_S] \) the average internal energy and \( S_S^{(c)} = -\text{tr}_S[\hat{\pi}_S^{(c)} \ln \hat{\pi}_S^{(c)}] \) the von–Neumann entropy. From an information-theoretic perspective the canonical state represents the best possible guess for the configuration of \( S \) given prior knowledge of the system’s energy, as it maximises the the information entropy given a fixed average energy according to the Maximum Entropy principle [26]. We can compute the free energy through knowledge of \( Z_S \) since \( F_S^{(c)} := -\frac{1}{\beta} \ln Z_S \), and similar expressions follow for \( U_S^{(c)} \) and \( S_S^{(c)} \).

On the other hand, in the strong-coupling regime we obtain the alternative partition function \( Z_S^* \). This motivates the following definition for the generalised free energy of the system for finite \( \gamma \):

\[
F_S := -\frac{1}{\beta} \ln Z_S^*,
\]

(22.8)

Of course this definition of free energy requires further justification. Jarzynski has shown that the reversible work required to drive a system quasi-statically through a series of equilibrium states at strong-coupling is exactly given by the change in the free energy function (22.8) [13]. To see this let us parameterise the bare Hamiltonian of the system in (22.1) with some control parameter \( \lambda \), so that \( \hat{H}_S = \hat{H}_S(\lambda) \). For example, if our system is composed of a collection of spins then \( \lambda \) could denote the strength of an applied magnetic field. Now we assume that the parameter is smoothly varied in time between two values \( \lambda_A \rightarrow \lambda_B \), such that the system always remains in the state (22.2) throughout the process whilst strongly interacting with \( \mathcal{R} \). Then the free energy change, denoted \( \Delta F_S := F_S(\lambda_B) - F_S(\lambda_A) \), can be expressed as

\[
\Delta F_S = \int_A^B d\lambda \left\langle \frac{\partial \hat{H}_S(\lambda)}{\partial \lambda} \right\rangle_{\text{eq}}^\lambda,
\]

(22.9)

where \( \langle \ldots \rangle_{\lambda}^{\text{eq}} \) denotes the expectation value with respect to the state (22.2) at some fixed value of \( \lambda \). As the process is quasi-static and only the system degrees of freedom are controlled, (22.9) is nothing but the integrated power over time, or equivalently the integrated rate of change of total energy. This means we can equate \( \Delta F_S = \langle W \rangle \), where \( \langle W \rangle \) is the work done on the system. Crucially this remains consistent with the usual thermodynamic definition of free energy, which quantifies the system’s ability to perform work. We will later see that this notion of free energy can also be applied to more general non-equilibrium processes, in which case one can derive a statement about the second law of thermodynamics at strong coupling.

With the definition of free energy established we can also obtain the respective thermodynamic entropy and internal energy of the strongly-coupled system, which are each related to the free energy according to

\[
S_S := \beta^2 \frac{\partial F_S}{\partial \beta}, \quad U_S := \frac{\partial(\beta F_S)}{\partial \beta}.
\]

(22.10)
We remark that these definitions satisfy the usual relation \( F_S = U_S - TS_S \) which means the thermodynamic potentials are related via the Legendre transform in the usual way. It can be shown that the partition function for \( S \) can be expressed as the ratio \( Z_S^* = Z_{S∪R} / Z_R \), which implies the following additive relation for the thermodynamic potentials [27]:

\[
\chi_S = \chi_{S∪R}^{(c)} - \chi_R^{(c)}, \tag{22.11}
\]

where \( \chi = F, S, U \). In other words, each potential for the system is equivalent to the difference between the potential for the total canonical state of \( S∪R \) and the isolated canonical state of \( R \). This additivity offers an intuitive interpretation of the expressions for \( F_S, S_S, U_S \). For example, the free energy \( F_S \) represents the reversible work required to immerse \( S \) into the composite state in \( S∪R \), which of course is given by the change in total free energy \( F_{S∪R}^{(c)} - F_R^{(c)} \) expressed in (22.11) [7]. We remark here that this definition of internal energy leads to a consistent derivation of the Casimir effect in quantum electrodynamics, where the energy of the electromagnetic field is obtained by subtracting the contributions of the decoupled reservoir fields from the total energy [28].

Since the free energy, entropy and internal energies are defined through the partition function, they are essentially average quantities associated to the thermodynamic ensemble. However, one can also consider the corresponding operator expressions. Let us first note that the derivative of the exponential operator \( e^{-\beta \hat{H}_S^*} \) can be expanded as [29]

\[
\partial_\beta e^{-\beta \hat{H}_S^*} := -\int_0^1 ds e^{-(1-s)\beta \hat{H}_S^*} [\partial_\beta (\beta \hat{H}_S^*)] e^{-s\beta \hat{H}_S^*}. \tag{22.12}
\]

Denoting expectation values by \( \langle \ldots \rangle_{\text{eq}} = \text{tr}[(\ldots)\hat{\pi}_S] \) and using (22.12), the internal energy \( U_S = -\partial_\beta \ln Z_S^* \) can thus be rewritten as [27, 30]:

\[
U_S = \langle \hat{E}_S^* \rangle_{\text{eq}}; \quad \hat{E}_S^* := \partial_\beta (\beta \hat{H}_S^*). \tag{22.13}
\]

Thus we can interpret \( \hat{E}_S^* \) as the internal energy operator for the strongly-coupled system. As discussed in [30], this operator is not equivalent to \( \hat{H}_S^* \) due to the additional term \( \partial_\beta \hat{H}_S^* \) in (22.13). It is only in exceptional cases where the HMF becomes temperature-independent, such as in the bilinear coupling model for Brownian motion formulated in [31], that one has \( \hat{E}_S^* \simeq \hat{H}_S^* \). In general this in-equivalence has interesting quantum-mechanical consequences, as it implies that the temperature-dependence of the HMF is responsible for the presence of energy coherences in the equilibrium state [30]. This follows from the fact that in general, one has \( [\hat{E}_S^*, \hat{\pi}_S] \neq 0 \) outside of the weak-coupling limit, leading to additional quantum uncertainty in the energy. One notable consequence of this is that the fluctuations in internal energy are generally not accessible via projective measurements of the operator \( \hat{E}_S^* \), as these measurements remove coherences with respect to this observable and disturb the
evolution of the system. The thermodynamic implications of this fact remain to be explored.

Turning to the entropy, it can be similarly shown that

$$S_S = -\langle \ln \hat{\pi}_S \rangle^\text{eq} + \beta^2 \langle \partial_\beta \hat{H}_S \rangle^\text{eq}. \quad (22.14)$$

We recognise the first contribution as the von-Neumann entropy for the system, while the second term again stems from the temperature-dependence of the HMF. This implies that the thermodynamic entropy is not generally equivalent to the information contained in the equilibrium state when interactions are present. However, we can obtain a connection to information theory by looking at the expression for the free energy. This is determined by simply combining (22.13) and (22.14) to give

$$F_S = \langle \hat{H}_S \rangle^\text{eq} + \beta^{-1} \langle \ln \hat{\rho}_S \rangle^\text{eq}. \quad (22.15)$$

A simple calculation then shows that the equilibrium and non-equilibrium free energies are related to each other via the following expression:

$$\tilde{F}_S = F_S + S(\hat{\rho}_S || \hat{\pi}_S), \quad (22.16)$$

where

$$S(\hat{\rho}_S || \hat{\pi}_S) := \text{tr}[\hat{\rho}_S \ln \hat{\rho}_S] - \text{tr}[\hat{\rho}_S \ln \hat{\pi}_S], \quad (22.17)$$

is the \textit{quantum relative entropy}. The relative entropy is a state distinguishability measure and here quantifies the additional information needed to specify the non-equilibrium state. Note from the positivity of the relative entropy one has \(\tilde{F}_S \geq F_S\) for any state \(\hat{\rho}_S\). From (22.16) we conclude that the equilibrium state \(\hat{\pi}_S\) minimises the free energy function \(\tilde{F}_S\), much like the standard definition of the non-equilibrium free energy in the thermodynamics of weakly-coupled systems [32].

### 22.4 Specific Heat Capacity

The specific heat capacity \(C_S\) of a thermal system at constant volume quantifies the susceptibility of the system to change its energy with respect to variations in temperature, and is formally defined as

$$C_S := \frac{\partial U_S}{\partial T}. \quad (22.18)$$
In the weak-coupling limit it is well known that $C_S$ is proportional to the variance in internal energy, i.e., $C_S = \beta^2 \Delta U_S^2$ [2]. This standard result is a form of fluctuation-dissipation relation; the rate of change of the system’s energy with temperature is directly linked to the resulting energy fluctuations at equilibrium. Notably since the variance of a random variable is strictly non-negative, this implies $C_S \geq 0$. This result tells us a basic fact about systems in thermal equilibrium, namely that heating up the system will increase its energy.

On the other hand, for finite coupling $\gamma$ there are open quantum systems that may exhibit a negative specific heat at low temperatures, meaning that the fluctuation-dissipation relation cannot generally hold in this regime. Examples of such systems are the one-dimensional isotropic XY spin chain [33], a damped free particle [34], and a qubit coupled to a single bath resonator [35]. While perhaps unintuitive, the fact that $C_S < 0$ is permissible implies that there are regions of temperature for which the system’s energy actually increases as its cooled down. The reason that one may obtain a negative heat capacity is because coupling the system to the reservoir may actually decrease the overall heat capacity due to the presence of non-vanishing interactions [34]. Analogously to (22.11), the heat capacity also satisfies the following additive relation:

$$C_S = C^{(c)}_{S, R} - C^{(c)}_R,$$

which clearly shows that $C_S$ can be negative if the total heat capacity decreases when the system is immersed in the reservoir.

While the standard fluctuation-dissipation relation is not generally fulfilled for finite $\gamma$, one can still derive a relation between the heat capacity and fluctuations in energy [30]. Let us denote the variance in the internal energy by $\Delta U_S^2 = \langle (\delta \hat{E}_S^*)^2 \rangle_{eq}$ with $\delta \hat{E}_S^* = \hat{E}_S^* - \langle \hat{E}_S^* \rangle_{eq}$. It can be proven that the following modified fluctuation-dissipation relation holds [30]:

$$C_S = \beta^2 \Delta U_S^2 - \beta^2 Q_S[\hat{E}_S^*, \hat{\pi}_S] + \langle \partial_T \hat{E}_S^* \rangle_{eq},$$

where

$$Q_S[\hat{E}_S^*, \hat{\pi}_S] := -\frac{1}{2} \int_0^1 d\alpha \text{ tr}_S[[\hat{E}_S^*, \hat{\pi}_S^{\alpha}][\hat{E}_S^*, \hat{\pi}_S^{1-\alpha}]],$$

is known as the average Wigner-Yanase-Dyson skew information with respect to the observable $\hat{E}_S^*$ [36]. This function quantifies the quantum fluctuations in energy, which are separated from contributions to the total variance due to classical mixing. In other words, the first correction term $Q_S[\hat{E}_S^*, \hat{\pi}_S]$ stems from the non-commutativity between the energy operator $\hat{E}_S^*$ and the system’s equilibrium state $\hat{\pi}_S$. In addition to this, the second correction term $\langle \partial_T \hat{E}_S^* \rangle_{eq}$ quantifies the temperature dependence of $\hat{E}_S^*$, and clearly remains in the classical limit. Note that in the weak coupling limit one has $\hat{E}_S^* \simeq \hat{H}_S$, and thus the correction terms vanish, meaning the heat capacity simply becomes proportional to the energy variance as expected [30].
22.5 Work Fluctuation Relations at Strong-Coupling

Thus far we have only considered the properties of static equilibrium states of the form (22.2). However, the HMF also plays an important role in the description of processes operating away from equilibrium. The celebrated work fluctuation relations refine the standard laws of thermodynamics for states driven out of equilibrium [37]. It will be shown in this section that the HMF and its associated free energy function (22.8) can be used to generalise both the Crooks relation [38] and the Jarzynski equality [39] in the strong-coupling regime, and in turn arrive at an expression for the second law of thermodynamics valid at all coupling strengths.

To see this suppose that the Hamiltonian of \( S \) is varied in time according to \( \hat{H}_S(t) \) over the interval \( t \in [t_i, t_f] \), and assume that the initial state of \( S \cup R \) is in a global canonical equilibrium state. We also denote \( \hat{H}_{S\cup R} = \hat{H}_{S\cup R}(t) \), \( Z^*_S(t) \) and \( \hat{\pi}_{S\cup R}(t) \) with the variable \( t \) due to the fact that \( \hat{H}_S(t) \) depends on time. It is assumed that \( S \) remains strongly coupled to \( R \) throughout the evolution, with the interaction \( \hat{V}_{S\cup R} \) held fixed. Due to the change in the total Hamiltonian, work is done on the system and it is driven away from equilibrium. The resulting unitary for driving of the Hamiltonian is given by

\[
\hat{U}_{t_i \rightarrow t_f} := \exp \left[ -\frac{i}{\hbar} \int_{t_i}^{t_f} dt \, \hat{H}_{S\cup R}(t) \right]
\]

Furthermore let us denote the instantaneous spectral decomposition of the total Hamiltonian by

\[
\hat{H}_{S\cup R}(t) = \sum_n \epsilon_n(t) \, \vert \epsilon_n(t) \rangle \langle \epsilon_n(t) \vert.
\]

For a single run of the process, the work done on the system is a fluctuating variable and is given by the change in total energy after projecting onto the energy basis of the joint system and reservoir at times \( t_i \) and \( t_f \) [40]. The resulting work probability distribution is thus given by the following:

\[
\overrightarrow{P}(W) := \sum_{n,m} \delta[W - \epsilon_m(t_f) + \epsilon_n(t_i)] P[\epsilon_m(t_f) \vert \epsilon_n(t_i)] P[\epsilon_n(t_i)],
\]

where

\[
P[\epsilon_n(t_i)] := \langle \epsilon_n(t_i) \vert \hat{\pi}_{S\cup R}(t_i) \vert \epsilon_n(t_i) \rangle; \quad P[\epsilon_m(t_f) \vert \epsilon_n(t_i)] := \left| \langle \epsilon_m(t_f) \vert \hat{U}_{t_i \rightarrow t_f} \vert \epsilon_n(t_i) \rangle \right|^2.
\]

It is assumed that after time \( t_f \) the total system is allowed to reach equilibrium with respect to Hamiltonian \( \hat{H}_{S\cup R}(t_f) \). During this thermalisation process no work is done as the Hamiltonian is kept constant. Let us now compare these statistics.
with a hypothetical process moving backwards in time. In this case the Hamiltonian is driven back to its original configuration, and assuming time-reversal invariance this generates the unitary \( \hat{U}_{t_f \rightarrow t_i} = \hat{U}^\dagger_{t_i \rightarrow t_f} \). The work distribution for the backwards process is given by

\[
\hat{P}(W) := \sum_{n,m} \delta[W + \epsilon_m(t_f) - \epsilon_n(t_i)]P[\epsilon_m(t_f)|\epsilon_n(t_i)]P[\epsilon_n(t_f)],
\]

where \( P[\epsilon_n(t_f)] = \langle \epsilon_n(t_f) | \hat{\pi}_{S \cup R}(t_f) | \epsilon_n(t_f) \rangle \) and we note that the conditional probability to observe an energy transition along the backwards process is equal to the forward probability due to the unitarity of the evolution. Campisi et al. [15] prove that the Crooks relation and Jarzynski equality remain valid regardless of the coupling strength:

\[
\rightarrow P(W) = \left\langle e^{-\beta W} \right\rangle = e^{-\beta \Delta F_S},
\]

where \( \Delta F_S = -\beta^{-1} \ln Z^*_S(t_f)/Z^*_S(t_i) \) is the change in equilibrium free energy. As expected these relations also hold true in the classical limit [13].

Through the use of the Jensen inequality, the Jarzynski equality \((22.27)\) leads to the bound \( \langle W \rangle \geq \Delta F_S \). This can be interpreted as a statement of the second law of thermodynamics; one cannot extract more work from a system than the associated decrease in free energy. The crucial point here is that this form of the second law and fluctuation relation are directly expressed in terms of the chosen free energy definition \((22.8)\), which was defined through the effective partition function \( Z^*_S \) that depends on the coupling to the reservoir.

### 22.6 Entropy Production and Effective Potentials Away from Equilibrium

In the previous section we considered states that are driven away from initial global canonical equilibrium. However, one may go a step further and derive fluctuation relations for more general processes involving transitions between different non-equilibrium states [27, 41]. The caveat here is that we will restrict our attention to classical systems, which are described in terms of phase space rather than operators on a Hilbert space. We begin by considering the following global Hamiltonian function analogous to \((22.1)\), that depends on some external time-dependent parameter \( \lambda_t \):

\[
H_{S \cup R}(z_t; \lambda_t) := H_S(x_t; \lambda_t) + H_R(y_t) + \gamma V_{S \cup R}(z_t),
\]

(22.28)
where \( z_t = (x_t, y_t) \) denotes the collective phase-space coordinate of \( S \) and \( R \) respectively at time \( t \). Denote the global canonical state with respect to a fixed value of \( \lambda_t \) by

\[
\pi^{(c)}_{S∪R}(z_t; \lambda_t) = \frac{1}{Z_{S∪R}(\lambda_t)} e^{-\beta H_{S∪R}(z_t; \lambda_t)}. \tag{22.29}
\]

Analogous to the quantum HMF (22.3), the corresponding classical HMF for \( S \) can be expressed as

\[
H^*_S(x_t; \lambda_t) := H_S(x_t; \lambda_t) - \frac{1}{\beta} \ln \langle e^{-\beta \gamma V_{S∪R}(z_t)} \rangle^\text{eq}, \tag{22.30}
\]

where \( \langle [..] \rangle^\text{eq} = \int dy_t \pi^{(c)}_{R}(y_t)[..] \) represents an average with respect to the canonical state of the reservoir in the absence of any coupling. Here in the classical case we can interpret the additional contribution to the Hamiltonian in (22.30) as the work required to turn on the interaction for a fixed configuration of \( S \) [7].

We will now restrict our attention to a class of non-equilibrium states in \( S∪R \), denoted \( \sigma_{S∪R}(z_t) \in \mathcal{N}_\beta \), referred to as the stationary preparation class with respect to inverse temperature \( \beta \) [42]. These states take the following form:

\[
\sigma_{S∪R}(z_t; t) := \rho_S(x_t; t) \pi_{R}(y_t|x_t); \quad \pi_{R}(y_t|x_t) := \frac{\pi^{(c)}_{S∪R}(z_t; \lambda_t)}{\int dx_t \pi^{(c)}_{S∪R}(z_t; \lambda_t)}. \tag{22.31}
\]

Here the state of \( S \) is arbitrary, whilst the reservoir behaves as if the whole configuration is in canonical equilibrium conditioned on some micro-state of \( S \), which simply follows from Bayes’ theorem. Note that this conditional probability is independent of \( \lambda_t \). From a dynamical perspective, it can be shown that the set of states (22.31) naturally emerge if the thermalisation time-scale of \( R \) is much faster than that of \( S \), as shown by Strassberg and Esposito in [43]. In the weak coupling limit, (22.31) reduces to the uncorrelated state \( \rho_S(x_t; t)\pi^{(c)}_{R}(y_t) \) whilst for finite coupling \( \gamma \) the system and reservoir remain correlated.

Suppose now that \( S∪R \) is initialised in some state \( \sigma_{S∪R}(z_t; t_i) \in \mathcal{N}_\beta \) at time \( t_i \), and is subsequently driven via changing the parameter \( \lambda_t \) to some final configuration \( \rho_{S∪R}(z_t; t_f) \) at later time \( t_f > t_i \). As before it is assumed the global evolution is closed and governed by \( \partial_t \rho_{S∪R}(z_t; t) = \mathcal{L}[\rho_{S∪R}(z_t; t)] \), where \( \mathcal{L}[(..)] \) is the Liouvillian determined by Hamilton’s classical equations of motion. For a generic process operating away from equilibrium, with \( S \) coupled to \( R \) at inverse temperature \( \beta \), the entropy and internal energy of \( S \) undergo stochastic fluctuations. These fluctuating non-equilibrium potentials can be defined via the HMF in analogy to the operator expressions given in (22.13) and (22.14) [27], so that

\[
\tilde{u}_S(x_t; \lambda_t) := \partial_\beta [\beta H^*_S(x_t; \lambda_t)], \tag{22.32}
\]

\[
\tilde{s}_S(x_t; \lambda_t) := -\ln \rho_S(x_t; t) + \beta^2 \partial_\beta H^*_S(x_t; \lambda_t). \tag{22.33}
\]
Here the equilibrium averages of the internal energy, \( \langle \tilde{u}(x_t; \lambda_t) \rangle^{\text{eq}} \), and entropy \( \langle \tilde{s}(x_t; \lambda_t) \rangle^{\text{eq}} \), reduce to the expressions (22.10) as expected. It should be stressed here that the average fluctuating entropy \( \langle \tilde{s}_S(x_t; \lambda_t) \rangle \) is not equivalent to the Shannon information entropy due to the temperature dependence of the mean force Hamiltonian. According to the first law of thermodynamics heat dissipated into \( \mathcal{R} \) is given by the work done on \( S \) minus the change in internal energy. Using (22.32), the fluctuating heat up to time \( t_f \) can be expressed as follows:

\[
\tilde{q}_S(z_{t_f}, t_f) := \tilde{u}_S(x_{t_f}; \lambda_{t_f}) - \tilde{u}_S(x_{t_i}; \lambda_{t_i}) + \int_{t_i}^{t_f} dt \partial_t \tilde{u}_S(x_t; \lambda_t),
\]

(22.34)

where the second term represents the integrated power over time, which equates to the work done on \( S \).

In standard stochastic thermodynamics, where the weak-coupling limit applies, the entropy production is a quantity used to quantify the irreversibility of a process, and is necessarily non-negative on average [44, 45]. One can also define a fluctuating entropy production for the situation considered here, formally given by the sum of dissipated heat and entropy change [27]:

\[
\tilde{\Sigma}_S(z_t; t) := \tilde{s}_S(x_t; \lambda_t) - \tilde{s}_S(x_{t_i}; \lambda_{t_i}) + \beta \tilde{q}_S(z_t, t),
\]

(22.35)

The statistics of entropy production up to time \( t_f \) are then given by the following distribution:

\[
\hat{P}(\tilde{\Sigma}_S) := \int dz_{t_i} \sigma_{S \cup R}(z_{t_i}; t_i)\delta[\tilde{\Sigma}_S - \tilde{\Sigma}_S(z_{t_f}; t_f)],
\]

(22.36)

where we note that \( \tilde{\Sigma}_S(z_{t_f}; t_f) \) implicitly depends on the sampling of the initial phase space point \( z_{t_i} \). Computing the average of (22.35) leads to the following equality [41]:

\[
\langle \tilde{\Sigma}_S \rangle = S(\rho_{S\cup R}(z_{t_f}; t_f) | | \sigma_{S\cup R}(z_{t_f}; t_f)) \geq 0,
\]

(22.37)

where \( S(\rho(z_{t_f}; t_f) | | \sigma_{S\cup R}(z_{t_f}; t_f)) \) is the Kullback–Liebler divergence, the classical analogue to the quantum relative entropy. From an information theoretic perspective we can interpret \( \langle \Sigma_S \rangle \) as a measure of distinguishability between the final configuration and the corresponding state \( \sigma_{S\cup R}(z_{t_f}; t_f) \in \mathcal{N}_\beta \) for a given temperature. The fact that entropy production is non-negative if and only if \( S \cup R \) is driven away from the class of states in \( \mathcal{N}_\beta \) can be taken as a generalised statement of the second law of thermodynamics for non-equilibrium processes, taking into account strong-interactions and correlations between \( S \) and \( R \). In other words, (22.37) is equivalent to the Clausius inequality; dissipated heat is always greater than the corresponding decrease in entropy multiplied by the temperature. We remark that if one maintains the standard canonical definitions of heat and entropy, then the above process can result in supposed violations of the Clausius inequality if correlations exist between \( S \) and \( R \) due to strong interactions [46]. However, adopting the HMF and its ther-
modynamic potentials as the true description of thermodynamics at strong coupling
indeed resolves these apparent paradoxes. Indeed, \((22.37)\) can be rewritten as a
strong-coupling extension of the Clausius inequality:

\[
\langle \tilde{q}_S \rangle \geq -T \Delta \langle \tilde{s}_S \rangle,
\]

so that the heat dissipated in \(\mathcal{R}\) is always greater than the corresponding decrease in
the entropy of \(S\), multiplied by the temperature.

It is also possible to derive fluctuation relations for this process. Firstly, comput-
ing the exponentiated entropy production along the forward trajectory leads to the
following fluctuation relation \([27]\):

\[
\langle e^{-\tilde{\Sigma}_S(\tilde{z}; t)} \rangle = 1,
\]

which is the strong-coupling analogue to the integral fluctuation relation \([47]\). To
obtain a generalised form of the Crooks relation, one can consider a conjugate process
moving backwards in time in which the total configuration is prepared in the state
\(\sigma_{S \cup \mathcal{R}}(z^*_f, t_f)\), where the superscript denotes the fact that the time-reversal operation
has been applied to each phase space point. By using the time-reversed form of the
Liouville equation governing the forward process, one obtains the following Crooks-
lke relation between the forward and backward statistics for entropy production \([41]\):

\[
\frac{P(\hat{+} \tilde{\Sigma}_S)}{P(\hat{-} \tilde{\Sigma}_S)} = e^\tilde{\Sigma}_S.
\]

The reason that \((22.40)\) holds is because the entropy production given by \((22.35)\) can
alternatively be represented as the log-ratio of the initial phase space configurations
of \(S \cup \mathcal{R}\) for the process and its time-reverse \([48]\). The relation \((22.40)\) can be
interpreted as a stronger statement of the second law, as it implies that positive
entropy production along the forwards process is exponentially favoured against
the equivalent decrease in entropy production along the backwards process. This
highlights the connection between entropy production and time-asymmetry in the
strong-coupling regime \([41]\).

22.7 Volume, Pressure and Alternative Approaches

In the formalism presented thus far, the volume of the system has been assumed to be
fixed. However, by taking into account fluctuations in the volume, one can obtain an
alternative interpretation of the mean force Hamiltonian in terms of enthalpy \([7]\). Let
us first suppose that the state of \(S \cup \mathcal{R}\) is given by the isothermal–isobaric ensemble:

\[
Q_{S \cup \mathcal{R}}(x, y; \lambda) := \frac{1}{Z_{S \cup \mathcal{R}}} e^{-\beta[H_{S \cup \mathcal{R}}(x, y; \lambda) + P y_{\mathcal{R}}(y)]}.
\]

(22.41)
Here we assume the Hamiltonian of \( S \cup R \) is given as before by (22.28) and again denote \( z = (x, y) \) as the collective phase space points of \( S \) and \( R \) respectively. In this situation one assumes that the volume of \( R \), denoted \( V_R(y) \), fluctuates around equilibrium at fixed pressure \( P \). This contrasts with the canonical ensemble (22.29), which has a fixed volume. As shown in [7], in the thermodynamic limit the canonical and isothermal–isobaric ensembles become indistinguishable due to ensemble equivalence, which removes any ambiguity in the particular choice of ensemble for \( S \cup R \). After integrating over the reservoir degrees of freedom, the reduced state of \( S \) can be expressed as follows:

\[
\varrho_S(x; \lambda) = \frac{1}{Z^*_S(\lambda)} e^{-\beta[H_S(x, \lambda)+\phi_S(x)]},
\]

(22.42)

where

\[
\phi_S(x) := -\frac{1}{\beta} \ln \langle e^{-\beta V_{S \cup R}(z)} \rangle^\text{eq}_R,
\]

(22.43)

is referred to as the solvation Hamiltonian of mean force [7]. Here \( \langle [..] \rangle^\text{eq}_R = \int dy \varrho_R(y)[..] \) is now an average with respect to the bare isothermal–isobaric reservoir. Note that \( \phi_S(x) \) is independent of the external parameter \( \lambda \), but implicitly depends on the pressure \( P \) of the surrounding reservoir.

Of course the volume of \( S \) also fluctuates at pressure \( P \), and one can use \( \phi_S(x) \) to obtain a thermodynamic definition of its volume. However, the interesting point here is that there are two separate approaches to defining the volume, and this further leads to ambiguity in the definition of both the entropy and internal energy of \( S \). One approach, referred to in [7] as the partial molar representation, follows the same framework that has been presented so far. In this case, the volume of \( S \) is defined from the solvation HMF according to

\[
\tilde{v}_S(x) := \frac{\partial \phi_S(x)}{\partial P}.
\]

(22.44)

In this representation it can be shown that the average volume of \( S \) is equivalent to the difference between the total volume of \( S \cup R \) minus the volume of the bare reservoir in the absence of any coupling to \( S \). This follows the same form for the internal energy, entropy and free energy expressed in the additive relation (22.11) for the canonical ensemble. To be more specific, the average volume of \( S \cup R \) is given by \( \gamma_{S \cup R} = \int dz \varrho_{S \cup R}(x, y; \lambda) \gamma_R(y) \), while the average volume of \( S \) is given by \( \gamma_S = \int dx \varrho_S(x; \lambda) \tilde{v}_S(x) \). It can then be shown that

\[
\gamma_S = \gamma_{S \cup R} - \langle \gamma_R(y) \rangle^\text{eq}_R.
\]

(22.45)

As with (22.32), the fluctuating internal energy and entropy of \( S \) are defined by

\[
\tilde{u}_S(x, \lambda) := H_S(x, \lambda) + \beta \frac{\partial \phi_S(x)}{\partial \beta} - P \tilde{v}_S(x),
\]

(22.46)
where we note that the internal energy now contains an additional pressure term. The fluctuating enthalpy, which is used to quantify the work done on $S$ due to variations in both the parameter $\lambda$ and changes in the volume, is subsequently given by

$$\tilde{h}_S(x, \lambda) := \tilde{u}_S(x, \lambda) + P \tilde{v}_S(x).$$  \hfill (22.48)$$

If one consider variations in the parameter $\lambda_t$ as a function of time $t \in [t_i, t_f]$, then the first law of thermodynamics at the stochastic level can be expressed as

$$\tilde{q}_S(z_{t_f}, t_f) := \tilde{h}_S(x_{t_i}; \lambda_{t_i}) - \tilde{h}_S(x_{t_f}; \lambda_{t_f}) + \int_{t_i}^{t_f} dt \partial_t \tilde{h}_S(x_t; \lambda_t).$$  \hfill (22.49)$$

Here $\tilde{q}_S(z_{t_f}, t_f)$ is the fluctuating heat dissipated into $\mathcal{R}$ up to time $t_f$, which consists of the total decrease in enthalpy of $S$ plus the work done along the process. The second term in (22.49) is the work done on $S$, and is given by the integrated rate of change of enthalpy. If the system is initially in equilibrium, then it can be shown that the average dissipated heat resulting from changes in parameter $\lambda_t$ leads to the second law of thermodynamics; $\langle \tilde{q}_S \rangle \geq -T \Delta \langle \tilde{s}_S \rangle$ \cite{7}. Similar consistency with the Jarzynski and Crooks fluctuation relations can also be proven.

If one neglects the pressure term and sets $P = 0$ then the above formalism reduces to that presented in the previous section, with the enthalpy equivalent to the internal energy. However, an alternative bare representation can also be conceived that also remains consistent with the first and second law of thermodynamics. Contrasting with the previous approach, one can instead use the solvation HMF to define the volume of $S$ according to

$$\tilde{v}_S'(x) := \tilde{\phi}_S(x),$$  \hfill (22.50)$$

which is not equivalent to the volume (22.44) unless the interaction can be neglected. Furthermore, the internal energy can be equated to the bare Hamiltonian:

$$\tilde{u}_S'(x, \lambda) := H_S(x, \lambda),$$  \hfill (22.51)$$

and the entropy is simply the log-likelihood of the system’s configuration:

$$\tilde{s}_S'(x, \lambda) := -\ln \tilde{q}_S(x; \lambda),$$  \hfill (22.52)$$

which is equal to the Shannon information entropy on average. Taking these definitions together, the enthalpy of $S$ in the bare representation becomes $\tilde{h}_S'(x, \lambda) := \tilde{u}_S'(x, \lambda) + P \tilde{v}_S'(x)$. Finally, an alternative definition of heat, denoted $\tilde{q}_S'(z_{t_f}, t_f)$, follows from replacement $\tilde{h}_S(x_t, \lambda_t) \rightarrow \tilde{h}_S'(x_t, \lambda_t)$ in (22.49). Surprisingly, it is shown in \cite{7} that these definitions of heat and entropy are also consistent with the second law
of thermodynamics, namely $\langle \tilde{q}'_S \rangle \geq -T \Delta \langle \tilde{s}'_S \rangle$, and the Jarzynski and Crooks fluctuation relations continue to hold. The reason that these work fluctuation relations remain valid is because the rate of change of enthalpy in both the partial molar and bare representations are the same, thus the total work done on $S$ remains unchanged in both frameworks.

It is important to note that both the partial-molar and bare representations become equivalent in the weak-coupling limit $\gamma \ll 1$. Thus this apparent ambiguity in the thermodynamic formalism stems from the presence of non-negligible interactions between $S$ and $R$. As there is no clear energetic division between the system and reservoir, this leaves the definition of the system’s volume somewhat ambiguous. While both representations lead to a consistent thermodynamic framework, there is currently no physical principle to discriminate between the two. It is further argued in [42] that while the notion of work is clearly well-defined regardless of the coupling $\gamma$, as work is always given by the total change in energy of $S \cup R$, the dissipated heat is an ambiguous quantity at both the ensemble and stochastic level. This again stems from the non-unique definition of the system’s internal energy. It remains an open question as to whether or not a more solid definition of heat can be formulated in the strong-coupling regime.

### 22.8 Conclusion

In this chapter we have presented an overview of the thermodynamics of strongly-coupled quantum and classical systems. We have seen that the presence of a finite interaction between the system and its reservoir, which can occur when the system’s volume is significantly small, imposes significant modifications to the equilibrium properties of the system. In order to account for the coupling between $S$ and $R$, the Hamiltonian of mean force can be introduced in order to describe the effective thermodynamics of $S$ through a modified partition function. This allows one to define effective forms of entropy, internal and free energy that remain consistent with the laws of thermodynamics, and this unified approach is able to successfully interpolate between the weak and strong-coupling regimes. Furthermore, while the HMF is derived from standard equilibrium thermodynamics, we have also seen that it can even be applied to non-equilibrium processes in both quantum and classical settings. In particular, the HMF not only generalises the standard second law, but also the Jarzynski and Crooks fluctuation relations. Overall, the HMF proves to be a fundamental tool that can be used to describe thermodynamic processes in which the weak-coupling approximation breaks down.
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23.1 Introduction

The standard formulation of thermodynamics is based around the assumption of vanishingly weak interactions between the system of interest and any thermal reservoirs to which it is attached. Under these conditions, a system that is put into contact with a single heat reservoir will customarily thermalise to a canonical Gibbs state, with the reservoir itself assumed to remain in thermal equilibrium at a given temperature. A weak coupling approximation is generally very well justified on macroscopic scales, whereby only a small fraction of the system and reservoir constituent degrees of freedom are usually in contact. On nanoscales, however, such a simplification becomes much more questionable, perhaps particularly so when the system and reservoir are quantum mechanical in nature and the generation of non-classical correlations between the two may then play a prominent role.

Several attempts have therefore been made to move beyond weak coupling in this context [1–28]. Examples include consideration of the Hamiltonian of mean force, which was reviewed in the previous chapter, the hierarchical equations of motion technique to be reviewed in the following chapter, and unitary transform methods [13, 16]. Here we consider another established but powerful approach [29–32] that was recently put forward in a thermodynamic context [11, 18, 22, 33–35], namely the reaction coordinate mapping. This technique aims to explicitly account for the most prominent reservoir influences by defining a collective degree of freedom of the reservoir (the reaction coordinate) that is then absorbed into an enlarged supersystem.
The remaining reservoir degrees of freedom are then treated in the usual manner as being weakly coupled to the supersystem. As we shall see, one advantage of such a formalism is that it allows us to apply much of the intuition of standard weak-coupling thermodynamics, though now without the restriction to vanishingly weak system-reservoir interactions. Furthermore, dynamical and steady-state benchmarking of the reaction coordinate technique has demonstrated that it is extremely accurate in a number of situations of practical interest, in particular when non-Markovian and strong system-reservoir correlation effects become important [11, 36].

The chapter is organised as follows. In the next section we summarise the main ideas behind the reaction coordinate mapping and give the essential details pertaining to both bosonic and fermionic reservoirs. We then analyse the stationary state of the mapped system, explain how it differs from a Gibbs state of the original unmapped system, and outline its connection to the Hamiltonian of mean force. Subsequently, we discuss applications of the reaction coordinate formalism to discrete stroke heat engines such as the Otto cycle, and then continuously operating thermo-machines through the example of a single-electron transistor. Finally, we present an outlook on potential future applications of the reaction coordinate technique to related problems where accounting for strong system-reservoir coupling is of crucial importance. For completeness, mathematical details are presented in appendices.

### 23.2 The Reaction Coordinate Mapping

Many typical system-reservoir setups employ simple non-interacting Hamiltonians for the reservoirs and assume that they are coupled linearly to the system. This means that the reservoir Hamiltonian is generally quadratic in bosonic or fermionic creation and annihilation operators, whereas these operators enter the interaction Hamiltonian only linearly, e.g. as absorption/emission or tunneling terms. Such systems can be treated with the approach that we shall now discuss.

A schematic of the reaction coordinate mapping is shown in Fig. 23.1. Formally, such mappings can be realized as Bogoliubov transforms, whereby bosonic (or

![Fig. 23.1](image-url) Sketch of the reaction coordinate mapping. A collective degree of freedom of the reservoir is joined with the system to form the supersystem. This transforms the spectral density $\Gamma^{(0)}(\omega)$ to $\Gamma^{(1)}(\omega)$. The mapping can be applied recursively, converting a star configuration into a chain, but also other mappings are conceivable [37].
fermionic) annihilation operators $a_k$ are linearly transformed to new bosonic (or fermionic) modes $b_q$. The reaction coordinate is then selected as one of these new modes $b = b_1$:

$$a_k = u_{k1} b + \sum_{q > 1} u_{kq} b_q + v_{k1} b_q^\dagger + \sum_{q > 1} v_{kq} b_q^\dagger.$$  

(23.1)

To preserve the bosonic (fermionic anti-) commutation relations, the Bogoliubov transform needs to be symplectic, i.e., the matrices formed by the complex-valued coefficients $U = (u_{kq})$ and $V = (v_{kq})$ have to obey the relations $UU^\dagger = VV^\dagger = 1$ and $UV^T \pm VU^T = 0$, where the $-$ sign accounts for bosons and the $+$ sign for fermions, respectively. For example, when the transform does not mix creation and annihilation operators ($V = 0$), $U$ just needs to be a unitary matrix. As another example, one can construct a bosonic symplectic transform which mixes between annihilation and creation operators from a given orthogonal transform via $u_{kq} = \frac{1}{2} (\bar{a}_k \bar{b}_q + \bar{b}_q \bar{a}_k) \Lambda_{kq}$ and $v_{kq} = \frac{1}{2} (\bar{a}_k \bar{b}_q - \bar{b}_q \bar{a}_k) \Lambda_{kq}$ where $\bar{a}_k$ and $\bar{b}_q$ are real parameters and the orthogonality relation just imposes the constraint $\sum_q \Lambda_{kq} \Lambda_{k'q} = \delta_{kk'}$. In general, there is an infinite number of such transformations, and we are interested in the ones giving rise to special mappings between Hamiltonians as considered below.

### 23.2.1 Spectral Bounds

Many generic bosonic Hamiltonians are specifically designed for the weak-coupling limit. When these are naively extrapolated towards strong couplings, it may happen that the spectrum of the complete system is no longer bounded from below, leading to unphysical artifacts. This problem can be circumvented by writing the initial Hamiltonian as a sum of positive definite terms, which upon expansion leads to a renormalized system Hamiltonian. In our considerations below, we will assume that a decomposition of the total Hamiltonian into completed squares has initially been performed, such that the spectrum is always bounded from below for any value of the coupling strength.

### 23.2.2 Mappings for Continuous Bosonic Reservoirs

#### 23.2.2.1 Phonon Mapping

We would like to obtain a map satisfying
\[ H = H_S + S \sum_k (h_k a_k + h_k^* a_k^\dagger) + \sum_k \omega_k a_k^\dagger a_k \]
\[ = H_S + \lambda S (b + b^\dagger) + \Omega b^\dagger b + (b + b^\dagger) \sum_k \tilde{\omega}_k b_k^\dagger b_k + \sum_k \omega_k b_k^\dagger b_k, \]
(23.2)

where \( S \) denotes a dimensionless operator acting in the system Hilbert space only, which need not necessarily be bosonic. We term this the phonon mapping due to the position-like couplings both before and after the transformation [32]. In the second line the symbol \( \sum \) indicates that the mapped reservoir terms contain one mode less (we may not consistently use this in the following, as the number of modes should become clear from the context). We further note that we have chosen \( \lambda > 0 \), as a possible phase can be absorbed into the \( b \) and \( b_k \) operators, eventually only leading to a phase in the \( H_k \) coefficients. With the same argument, we can choose the \( h_k \) coefficients to be real-valued from the beginning. We follow the conventions of defining the corresponding spectral (coupling) densities as

\[ \Gamma^{(0)}(\omega) = 2\pi \sum_k |h_k|^2 \delta(\omega - \omega_k), \quad \Gamma^{(1)}(\omega) = 2\pi \sum_k |H_k|^2 \delta(\omega - \Omega_k). \]
(23.3)

In our units, these have dimensions of energy.

In terms of Bogoliubov transforms, the mapping (23.2) can be realized with a normal-mode transformation, where

\[ u_{kq} = \frac{1}{2} \left( \sqrt{\frac{\omega_k}{\Omega_q}} + \sqrt{\frac{\Omega_q}{\omega_k}} \right) \Lambda_{kq}, \quad v_{kq} = \frac{1}{2} \left( \sqrt{\frac{\omega_k}{\Omega_q}} - \sqrt{\frac{\Omega_q}{\omega_k}} \right) \Lambda_{kq}, \]
(23.4)

with real-valued orthogonal matrix \( \Lambda_{kq} \), and where the \( \omega_k \) are the natural frequencies of the original modes \( a_k \) and the \( \Omega_q \) the energies of the transformed modes; specifically \( \Omega_1 = \Omega \) is the reaction coordinate energy. Some algebra shows that the first column of the orthogonal matrix is fixed by the original system-reservoir coupling \( \Lambda_{k1} = \frac{h_k}{\lambda} \sqrt{\frac{\omega_k}{\Omega}} \). With this, one obtains the new coupling strength from the old spectral density via

\[ \chi^2 = \frac{1}{2\pi \Omega} \int_0^\infty \omega \Gamma^{(0)}(\omega) d\omega, \]
(23.5)

where the energy of the reaction coordinate is determined by

\[ \Omega^2 = \frac{\int_0^\infty \omega^3 \Gamma^{(0)}(\omega) d\omega}{\int_0^\infty \omega \Gamma^{(0)}(\omega) d\omega}, \]
(23.6)
such that both $\lambda$ and $\Omega$ have dimensions of energy, see Refs. [18, 31] (note the
different factor of two in the definition of the spectral densities).

With the mapping (23.2), manipulations on the Heisenberg equations of motion
(see Appendix A) tell us that under appropriate conditions the transformed spectral
density can be obtained from the old one by the following transformation:

$$
\Gamma^{(1)}(\omega) = \frac{4\lambda^2 \Gamma^{(0)}(\omega)}{\left[ \frac{1}{\pi} \mathcal{P} \int \frac{\Gamma^{(0)}(\omega')}{\omega' - \omega} d\omega' \right]^2 + \left[ \Gamma^{(0)}(\omega) \right]^2},
$$

(23.7)

where $\mathcal{P}$ denotes the Cauchy principal value, and we see that $\Gamma^{(1)}(\omega)$ also has units
of energy. In this relation, the analytic continuation of the spectral density to the
complete real axis $\Gamma(-\omega) = -\Gamma(+\omega)$ is understood. This is again compatible with
previous discussions [31] when the factor of two in the definition of the spectral
densities and the correct dimensionality of coupling coefficients in each representa-
tion are taken into account. Further, the mapping can be applied recursively, e.g.
in the next step we have $S = b + b^\dagger$, and its convergence properties have been
thoroughly investigated [31, 32]. It is straightforward to see that when rescaling
$\Gamma^{(0)}(\omega) \rightarrow \alpha \Gamma^{(0)}(\omega)$ with some dimensionless constant $\alpha > 0$, we will just modify
the transformed system-reaction coordinate coupling $\lambda \rightarrow \sqrt{\alpha} \lambda$, but the residual
spectral density $\Gamma^{(1)}(\omega)$ will remain unaffected. This already tells us that the method
can be used to explore the strong-coupling limit of extremely large $\alpha$ whenever the
residual coupling is small. We furthermore see that the spectrum of the supersystem
Hamiltonian is bounded from below for any value of $\lambda$ when one can decompose
$H_S = H_0^S + \lambda S^2$, where $H_0^S$ is bounded from below.

In Table 23.1 we summarize a few spectral densities for which an analytic com-
putation of the mapping relations according to Eqs. (23.5)–(23.7) is possible. One
can see that without a rigid cutoff, one may soon obtain spectral densities that do not
decay fast enough to allow for another recursive mapping. With a rigid cutoff, we
can however observe convergence towards a stationary Rubin-type spectral density
as in the bottom right of Table 23.1, see also Fig. 23.2 (left panel).

### 23.2.2.2 Particle Mapping

In analogy with the phonon mapping case, we let the particle mapping be given by

$$
H = H_S + S \sum_k h_k^a a_k^\dagger + S^\dagger \sum_k h_k a_k + \sum_k \omega_k a_k^\dagger a_k
$$

$$
= H_S + \lambda S b^\dagger + \lambda S^\dagger b + \Omega b^\dagger b + b \sum_k H_k^a b_k^\dagger + b^\dagger \sum_k H_k b_k + \sum_k \Omega_k b_k^\dagger b_k.
$$

(23.8)
Table 23.1  Phonon-type mappings for selected spectral densities according to Eqs. (23.5), (23.6), and (23.7) with either a soft or a rigid ultraviolet cutoff. All spectral densities are – when analytically continued to the complete real axis – odd functions of $\omega$. All parameters have dimension of energy.

<table>
<thead>
<tr>
<th>$\Gamma^{(0)}(\omega)$</th>
<th>$\Lambda^2$</th>
<th>$\Omega$</th>
<th>$\Gamma^{(1)}(\omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8\pi^3\delta^4\pi\varepsilon_0 \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \omega^2 + \delta^2 + \omega^2 \right]$</td>
<td>$\frac{\Gamma_{5\pi}}{4\sqrt{\omega^2 + \delta^2 + \omega^2}}$</td>
<td>$\sqrt{\omega^2 + \delta^2 + \omega^2}$</td>
<td>$\frac{8\pi^3\delta^4\pi\varepsilon_0 \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \omega^2 + \delta^2 + \omega^2 \right]}{\sqrt{\omega^2 + \delta^2 + \omega^2}}$</td>
</tr>
<tr>
<td>$4\pi^3\delta^3\pi\varepsilon_0 \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \omega^2 + \delta^2 + \omega^2 \right]$</td>
<td>$\frac{\Gamma_{5\pi}}{16\sqrt{\omega^2 + \delta^2 + \omega^2}}$</td>
<td>$\sqrt{\omega^2 + \delta^2 + \omega^2}$</td>
<td>$\frac{16\pi^3\delta^3\pi\varepsilon_0 \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \left( \omega^2 + \delta^2 + \omega^2 \right)^2 \right] \left[ \omega^2 + \delta^2 + \omega^2 \right]}{\sqrt{\omega^2 + \delta^2 + \omega^2}}$</td>
</tr>
<tr>
<td>$\Gamma_{\omega_m} \Theta(\omega_m - \omega)$</td>
<td>$\frac{1}{\sqrt{2}} \sqrt{\frac{\pi}{3}} \Gamma \omega_m$</td>
<td>$\sqrt{\frac{\pi}{3}} \omega_m$</td>
<td>$\frac{2\sqrt{\frac{2}{3}} \pi \omega_m \omega_m \Theta(\omega_m - \omega)}{3 \left[ \Theta(\omega_m - \omega) \arctanh \left( \frac{\omega_m}{\omega_m} \right) \right] - 2 \omega_m + \frac{4}{3} \omega_m}$</td>
</tr>
<tr>
<td>$\Gamma_{\omega_m} \sqrt{1 - \frac{\omega_m^2}{\omega_m^2}} \Theta(\omega_m - \omega)$</td>
<td>$\frac{\Gamma_{\omega_m}}{16\sqrt{2}} \sqrt{\frac{\pi}{2}} \omega_m$</td>
<td>$\frac{\omega_m}{\sqrt{2}}$</td>
<td>$\frac{\omega_m}{\sqrt{2}} \sqrt{1 - \frac{\omega_m^2}{\omega_m^2}} \Theta(\omega_m - \omega)$</td>
</tr>
</tbody>
</table>

Fig. 23.2 Left: Numerical bosonic phonon mapping of an initially linear spectral density with a rigid cutoff at $\omega_c = 10$. The light blue curve in the background corresponds to the analytic Rubin spectral density in the bottom right of Table 23.1. Right: Numerical fermionic particle mapping of an initially box-shaped spectral density with rigid cutoffs at $\omega_{ct,1} = -2$ and $\omega_{ct,2} = 8$. The light blue curve in the background corresponds to the semicircular spectral density in the bottom right of Table 23.2 ($\delta = 5$ and $\epsilon = 3$).

Here, $S$ is again some dimensionless system operator, which need not necessarily be Hermitian, and it suffices to choose the Bogoliubov transform as unitary ($u_{kq} = 0$), see also Ref. [32] for examples. Then, from identifying $\lambda b = \sum_k h_k a_k$ and demanding bosonic commutation relations, we must have

$$\chi^2 = \sum_k |h_k|^2 = \frac{1}{2\pi} \int_0^\infty \Gamma^{(0)}(\omega) d\omega.$$

Second, we see that the relations $\sum_k h_k u_{k1} = \sum_k h_k^* u_{k1}^* = \lambda$ together with the unitarity relation $\sum_k |u_{k1}|^2 = 1$ fix the first coefficients $u_{k1} = h_k^* / \lambda$, which when inserted into the energy of the reaction coordinate $\Omega = \sum_k \omega_k |u_{k1}|^2$ eventually yields
\[
\Omega = \frac{1}{2\pi \lambda^2} \int_0^\infty \omega \Gamma^{(0)}(\omega) d\omega ,
\]
(23.10)
such that \( \Omega \) also has dimensions of energy.

The Heisenberg equations (see Appendix B) tell us that the following spectral density mapping relation should hold
\[
\Gamma^{(1)}(\omega) = \frac{4\lambda^2 \Gamma^{(0)}(\omega)}{\left[ \frac{1}{\pi} \int_0^\infty \frac{\Gamma^{(0)}(\omega')}{\omega' - \omega} d\omega' \right]^2 + \left[ \Gamma^{(0)}(\omega) \right]^2} .
\]
(23.11)

Here, the difference to the phonon mapping is that \( \Gamma^{(n)}(\omega) \) are not analytically continued to the complete real axis, as \( \omega > 0 \) is assumed throughout. The convergence properties of related recursion relations have been discussed in great detail [32, 38, 39].

As with the previous treatment, the structure of the Hamiltonian (bosonic tunneling) is similar before and after the transformation, we just need to redefine the system and reservoir. Therefore, it can also be applied recursively. This way, we can understand the reaction coordinate mapping as the sequential application of multiple Bogoliubov transformations. In practise, one would truncate the resulting chain at some point, using a perturbative approach such as the master equation [11, 36].

Now, the spectrum of the supersystem Hamiltonian is bounded from below for any value of \( \lambda \) when one can decompose it as
\[
H= H_0^S + \lambda S^\dagger S ,
\]
where \( H_0^S \) is bounded from below. We finally note that by choosing \( S = a + a^\dagger \) we can switch from a phonon-type representation to a particle-type representation.

### 23.2.3 Fermionic Particle Mapping

We can also investigate these problems for fermions, where the mapping reads
\[
H = H_S + c \sum_k t_k^* c_k^\dagger - c^\dagger \sum_k t_k c_k + \frac{\lambda}{2} c^\dagger c c^\dagger
= H_S + \lambda c d^\dagger - \lambda c^\dagger d + \epsilon d^\dagger d + d \sum_k T_k^* d_k^\dagger - d^\dagger \sum_k T_k d_k + \sum_k \epsilon_k d_k^\dagger d_k .
\]
(23.12)

The difference is that the spectral densities can be defined also for negative frequencies, such that no analytic continuation is necessary. Now, we obtain the reaction coordinate coupling and energy from integrals over the complete energies
\[
\lambda^2 = \frac{1}{2\pi} \int \Gamma^{(0)}(\omega) d\omega , \quad \epsilon = \frac{1}{2\pi \lambda^2} \int \omega \Gamma^{(0)}(\omega) d\omega .
\]
(23.13)
Table 23.2  Selected mappings for spectral densities according to Eqs. (23.13) and (23.14), using \( \Theta(x, a, b) = \Theta(x - a) \Theta(b - x) \) and \( \text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt \). For the evaluation of the first row reaction coordinate energy \( \epsilon \), the principal value has to be taken, as the ordinary integral does not converge. As a rule of thumb, the width of the old spectral density becomes the coupling strength of the new spectral density, and only a rigid cutoff will survive recursive transformations. When the original spectral density strictly vanishes for negative \( \omega \) (accessible with the last three rows for suitable parameters), we recover the bosonic particle mapping from Eqs. (23.9)–(23.11).

<table>
<thead>
<tr>
<th>( \Gamma^{(0)}(\omega) )</th>
<th>( \lambda^2 )</th>
<th>( \epsilon )</th>
<th>( \Gamma^{(1)}(\omega) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{d^2}{(\omega - \epsilon)^2 + \delta^2} )</td>
<td>( \frac{\delta^2}{\pi} )</td>
<td>( \epsilon )</td>
<td>( 2 \delta )</td>
</tr>
<tr>
<td>( \frac{d^2}{(\omega - \epsilon)^2 + \delta^2} )</td>
<td>( \frac{\delta^2}{\pi} )</td>
<td>( \epsilon )</td>
<td>( \frac{\delta^2}{\pi} \omega^2 + (\delta^2)^2 )</td>
</tr>
<tr>
<td>( \frac{d^2}{\omega^2} )</td>
<td>( \frac{\delta^2}{\pi} )</td>
<td>( \epsilon )</td>
<td>( \frac{2\delta^2}{\pi} \omega^2 + (\delta^2)^2 \sqrt{\pi[1 - \text{erf}(\frac{\omega}{\sqrt{\delta^2})]} )</td>
</tr>
<tr>
<td>( \Gamma(\omega, \epsilon - \delta, \epsilon + \delta) )</td>
<td>( \frac{\delta^2}{\pi} )</td>
<td>( \epsilon )</td>
<td>( \frac{4\pi \delta}{\pi} \omega^2 + 4\arctan^2 \left( \frac{\omega}{\delta} \right) \Theta(\omega, \epsilon - \delta, \epsilon + \delta) )</td>
</tr>
<tr>
<td>( \Gamma \left[ 1 - \left( \frac{\omega}{\delta} - \frac{\omega}{\delta} \right)^2 \right] \Theta(\omega, \epsilon - \delta, \epsilon + \delta) )</td>
<td>( \frac{\delta^2}{\pi} )</td>
<td>( \epsilon )</td>
<td>( \frac{4\pi \delta}{\pi} \omega^2 + 4\arctan^2 \left( \frac{\omega}{\delta} \right) \Theta(\omega, \epsilon - \delta, \epsilon + \delta) )</td>
</tr>
<tr>
<td>( \Gamma \left[ 1 - \left( \frac{\omega}{\delta} - \frac{\omega}{\delta} \right)^2 \right] \Theta(\omega, \epsilon - \delta, \epsilon + \delta) )</td>
<td>( \frac{\delta^2}{\pi} )</td>
<td>( \epsilon )</td>
<td>( \delta \left[ 1 - \left( \frac{\omega}{\delta} - \frac{\omega}{\delta} \right)^2 \right] \Theta(\omega, \epsilon - \delta, \epsilon + \delta) )</td>
</tr>
</tbody>
</table>

The Heisenberg equations (see Appendix C) tell us that the following mapping relations should hold

\[
\Gamma^{(1)}(\omega) = \frac{4\lambda^2 \Gamma^{(0)}(\omega)}{\left[ \frac{1}{\pi} \mathcal{P} \int \frac{\Gamma^{(0)}(\omega')}{\omega' - \omega} d\omega' \right]^2 + \left[ \Gamma^{(0)}(\omega) \right]^2},
\]  

(23.14)

where we again stress that the spectral density is defined also for negative energies. When we consider the case that it strictly vanishes for negative energies, we recover the case of bosonic particle mappings from Eqs. (23.9)–(23.11).

Table 23.2 provides some examples of spectral densities and their mappings according to Eqs. (23.13) and (23.14). The functional form of the mapping implies that convergence of all integrals is ensured only for a hard cutoff. In particular, the limiting case for particle mappings with a rigid cutoff is a semicircle, see the bottom right entry in Table 23.2, which we also observe numerically in Fig. 23.2 (right panel).

### 23.2.4 General Properties: Stationary State of the Supersystem

In the strong-coupling limit, we no longer expect the local Gibbs state \( e^{-\beta H_S} / Z_S \) to be the stationary state of the system. Rather, one might expect it to be given by the reduced density matrix of the total Gibbs state [28, 40].
\[ \bar{\rho}_S \approx \text{Tr}_B \left\{ \frac{e^{-\beta (H_S + H_B + H_I)}}{Z} \right\}, \quad (23.15) \]

which would only coincide with the system-local Gibbs state when \( H_I \to 0 \) (vanishingly weak coupling). Since the reaction coordinate mappings allow for arbitrarily strong coupling between the original system and reservoir, we can test when the resulting stationary state in the supersystem is consistent with these expectations.

In particular, we assume here that the coupling between the supersystem and residual reservoir is small, such that we can apply the master equation formalism to the supersystem \([11, 36]\)

\[ H'_S = H_S + H_{RC} + H_I, \quad (23.16) \]

composed of system and reaction coordinate. For the standard quantum-optical master equation (based in general on Born–Markov and secular approximations) it is known that for a single reservoir the stationary state will approach the system-local Gibbs state \([41, 42]\), now associated with the supersystem \([11]\)

\[ \bar{\rho}'_S = e^{-\beta H'_S} \text{Tr}_S \left\{ e^{-\beta H'_S} \right\}. \quad (23.17) \]

We define a Hamiltonian of mean force \( H^* \) – see also the previous chapter – via the relation

\[ e^{-\beta H^*} = \frac{\text{Tr}_B \left\{ e^{-\beta (H'_S + H'_I + H'_B)} \right\}}{\text{Tr}_B \left\{ e^{-\beta H'_B} \right\}}. \quad (23.18) \]

It can be seen as an effective Hamiltonian for the system in the strong coupling limit. In the weak-coupling limit \((H_I \to 0)\) we get \( H^* \to H_S \). By construction, the Hamiltonian of mean force obeys

\[ e^{-\beta H^*} = \frac{\text{Tr}_{RC,B'} \left\{ e^{-\beta (H'_S + \tilde{\lambda} H'_I + H'_B)} \right\}}{\text{Tr}_{RC,B'} \left\{ e^{-\beta (H_{RC} + \tilde{\lambda} H'_I + H'_B)} \right\}} = \frac{\text{Tr}_{RC} \left\{ e^{-\beta H'_S} \right\}}{\text{Tr}_{RC} \left\{ e^{-\beta H_{RC}} \right\}} + O(\tilde{\lambda}). \quad (23.19) \]

Here, \( \tilde{\lambda} \) serves as a dimensionless bookkeeping parameter for the coupling between the reaction coordinate and the residual reservoir. With Eq. (23.17), this implies that the reduced steady state of the original system becomes

\[
\bar{\rho}_S = \text{Tr}_{RC} \left\{ \bar{\rho}'_S \right\} = \frac{\text{Tr}_{RC} \left\{ e^{-\beta H'_S} \right\}}{\text{Tr}_{S,RC} \left\{ e^{-\beta H'_S} \right\}} = \frac{e^{-\beta H^*}}{\text{Tr}_{S,RC} \left\{ e^{-\beta H'_S} \right\}} + O(\tilde{\lambda})
= \frac{e^{-\beta H^*}}{\text{Tr}_S \left\{ e^{-\beta H^*} \right\}} + O(\tilde{\lambda}), \quad (23.20)
\]
where the last equality follows directly from performing $\text{Tr}_S \{ e^{-\beta H^*} \}$. That is, when the coupling $\tilde{\lambda}$ between the supersystem and the residual reservoir (i.e. the transformed spectral density) is small, the approach recovers the reduced steady state ($23.15$) of the global Gibbs state [11, 18].

### 23.3 Applications to Thermal Machines

Heat engines generate useful work by harnessing heat flow between hot and cold reservoirs. Usually, heat engine models are analysed under the simplifying assumption of negligibly weak interactions between the working system and the reservoirs. However, as argued earlier, for heat engines operating at the quantum scale such an approximation may not be well justified, since interaction energies potentially become comparable with system and reservoir self-energy scales. The treatment becomes even more challenging when one allows for driven heat engines, where the coupling strength between the system and reservoir is modified periodically. In such cases, even the correct partition of the time-dependent system-reservoir driving into heat and work contributions is generally a challenging task, where the reaction coordinate treatment is indeed helpful [35]. For conceptual simplicity, however, we shall put the simultaneous treatment of driving and dissipation aside and therefore review two types of heat engine model in this section – discrete stroke and continuous – that have recently been analysed beyond weak system-reservoir coupling by employing the reaction coordinate formalism outlined above.

#### 23.3.1 Discrete Stroke Engines: The Otto Cycle

Discrete stroke heat engines operate in closed cycles that are divided into individual sections (strokes) in which particular operations such as heat exchange, expansion, compression, or combinations, take place. The working system returns to its original state at the end of the cycle and in order to produce a finite power output, each stroke must be performed within a finite time. Nevertheless, the study of infinite time cycles (which produce work but zero power output) has been crucial in identifying fundamental thermodynamic bounds on heat engine performance, and indeed led to Carnot’s principle. Furthermore, the identification of a closed cycle is made easier in the infinite time limit due to the knowledge of the state (whether within the weak-coupling or reaction coordinate approaches) after equilibration between the system and the hot or cold reservoir. Thus, zero power cycles provide a natural setting in which to begin exploring extensions of heat engine models beyond the weak system-reservoir coupling regime.

Here we shall review the reaction coordinate analysis of a discrete stroke quantum Otto cycle beyond weak reservoir coupling as presented in Ref. [22]. This cycle is
a quantum analogy of a four-stroke internal combustion engine model. It has the advantage of separating strokes in which energy is exchanged between the system and the reservoirs from those in which work is either extracted from or done on the system with the reservoirs uncoupled. In this way, we seek to avoid the complications of defining work and heat at strong-coupling for strokes in which both may be important, as encountered for example within the Carnot cycle.

The strokes of our quantum Otto cycle are depicted schematically in Fig. 23.3. We consider a two-level working system with ground state $|g\rangle$ and excited state $|e\rangle$, split by an energy $\mu$. The system may be coupled to and decoupled from two reservoirs, one hot and one cold. In the standard approach assuming negligibly weak system-reservoir interactions these coupling and decoupling steps make no energetic contribution to the cycle. This can be seen, for example, if we consider the system to couple linearly to bosonic reservoirs that remain in thermal equilibrium (factorised from the system state) throughout the cycle, in which case the trace of the interaction Hamiltonian evaluates to zero. Under these conditions, the Otto cycle consists of four strokes, two isentropes in which the system Hamiltonian is varied in time in the absence of any reservoir coupling, and two isochores in which the system equilibrates with either the hot or cold reservoir without any variations in the system Hamiltonian. However, for the case of finite reservoir coupling that is of interest here, there is no reason to believe that the coupling and decoupling steps can be neglected. We must therefore enlarge the cycle to include these contributions as well, leading to the primed points in Fig. 23.3.

Let us now analyse the cycle in more detail, contrasting the reaction coordinate and weakly-interacting approaches. Starting, arbitrarily, at point $A'$ in Fig. 23.3, the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig_23.3}
\caption{Schematic of a quantum Otto cycle for a two-level system with splitting $\mu$ (vertical axis) and excited state population $P_e$ (horizontal axis), which may be coupled to and decoupled from hot and cold reservoirs (red and blue shaded areas, respectively). The depicted cycle strokes are: isochoric equilibration $A' \rightarrow B$, decoupling from the hot reservoir $B \rightarrow B'$, isentropic expansion $B' \rightarrow C$, coupling to the cold reservoir $C \rightarrow C'$, isochoric equilibration $C' \rightarrow D$, decoupling from the cold reservoir $D \rightarrow D'$, isentropic compression $D' \rightarrow A$, and coupling to the hot reservoir $A \rightarrow A'$. Reprinted with permission from D. Newman, F. Mintert, and A. Nazir, Physical Review E 95, 032139 (2017), https://dx.doi.org/10.1103/PhysRevE.95.032139. Copyright (2017) by the American Physical Society.}
\end{figure}
system and hot reservoir have just been coupled. They are allowed to equilibrate along the subsequent stroke, known as the hot isochore, which means that within the weak-coupling limit the state of the system plus hot reservoir is given at point $B$ by

$$\bar{\rho}^0_S \otimes \rho_h = \frac{e^{-\beta_h H_S}}{\text{Tr}_S \{ e^{-\beta_h H_S} \}} \otimes \frac{e^{-\beta_h H_B}}{\text{Tr}_S \{ e^{-\beta_h H_B} \}}. \quad (23.21)$$

Here, $\beta_h = 1/T_h$ is the inverse temperature of the hot reservoir with internal Hamiltonian $H_B$. For weak coupling, the system simply thermalises along the stroke with respect to its internal Hamiltonian $H_S$. The system-reservoir coupling strength thus plays no role in the infinite time weak-coupling limit. In contrast, within the reaction coordinate formalism the state at the end of the stroke is given by

$$\bar{\rho}'_S \otimes \tilde{\rho}_h = \bar{\rho}'_S \otimes \frac{e^{-\beta_h \tilde{H}_B}}{\text{Tr}_S \{ e^{-\beta_h \tilde{H}_B} \}}, \quad (23.22)$$

where $\bar{\rho}'_S$ is now a Gibbs (thermal) state of the supersystem comprised of both the original two-level system and the reaction coordinate, as defined in Eq. (23.17) with $\beta \to \beta_h$. This encodes correlations due to finite interactions between the system and reservoir, and thus has a natural dependence on the system-reservoir coupling strength as well as the reservoir temperature. Note that the factorisation in Eq. (23.22) is made only with respect to the mapped residual bath with internal Hamiltonian $\tilde{H}_B$, given for example by the final terms in Eqs. (23.2) and (23.8). It is not, therefore, equivalent to a weak-coupling approximation between the system and the full reservoir as in Eq. (23.21). Accordingly, numerical benchmarking of the reaction coordinate method has shown it to be accurate over a very wide range of system-environment coupling strengths [11, 36].

The quantity of interest for analysing the cycle performance is the energy expectation value at the end of each stroke. In the weak coupling limit only changes to the two-level system energy are tracked, and so we consider

$$\langle H \rangle_{\text{weak}} = \text{Tr}\{ H_S \bar{\rho}^0_S \}. \quad (23.23)$$

In the reaction coordinate approach, on the other hand, changes to both the system and reaction coordinate are monitored, and so we have

$$\langle H \rangle = \text{Tr}\{ H'_S \bar{\rho}'_S \}, \quad (23.24)$$

which includes additional contributions from the reaction coordinate and system-reaction coordinate Hamiltonians through $H'_S$, as well as correlation effects through $\bar{\rho}'_S$.\(^1\)

\(^1\)Note that there is a subtlety in the strong-coupling cycle. When coupled, the interaction between the system and the reservoir pushes the latter out of thermal equilibrium. We assume that once the
At point $B$ the interaction between the system and hot reservoir is now turned off to reach point $B'$, which we must explicitly account for within the reaction coordinate analysis. For simplicity we shall assume this happens suddenly, such that the full state does not change, and hence define a work cost associated with decoupling of

$$\text{Tr}\{(H_S + H_{RC} - H_S')\rho_S'\} = -\text{Tr}\{H_I\rho_S'\}. \quad (23.25)$$

This cost impacts adversely on the total work output of the cycle. In Ref. [22] it is shown that part (though not all) of the work cost can be mitigated by decoupling the system and reservoir slowly (i.e. in the adiabatic limit), see also Fig. 23.4.

From point $B'$ to $C$ the system Hamiltonian is changed such that the splitting is reduced ($\mu_{B'} > \mu_C$) in the absence of any reservoir coupling, with the stroke thus being termed isentropic expansion. For changes that are slow enough to justify use of the quantum adiabatic theorem, the average system energy along the stroke is given simply by

$$\langle H_S(t) \rangle = \frac{\mu(t)}{\mu(0)} \langle H_S(0) \rangle, \quad (23.26)$$

system and reservoir are decoupled at the end of the stroke, the reservoir rapidly relaxes back to equilibrium. Hence, when the system comes to be coupled to the reservoir again on the next cycle, the reservoir is thermal once more. The re-thermalisation of the reservoirs entails accounting for some extra energetic contributions around the cycle, as described in detail in [22].
where \( t = 0 \) refers to the start of the stroke, \( \langle H_S(0) \rangle = \text{Tr}\{H_S(0)\tilde{\rho}_S^0(0)\} \) in the weak-coupling case, and \( \langle H_S(0) \rangle = \text{Tr}\{H_S(0)\tilde{\rho}_S^0(0)\} \) in the reaction coordinate treatment. Thus, the work output of the stroke becomes

\[
W_{\text{stroke}} = \left( \frac{\mu_C}{\mu_{B'}} - 1 \right) \langle H_S(0) \rangle, \tag{23.27}
\]

which is negative by convention.

The coupling to the cold reservoir is now switched on (\( C \rightarrow C' \)). We assume the reservoirs relax back to thermal equilibrium when decoupled from the system, and so there is no work contribution associated with this step in either treatment as the trace of the interaction Hamiltonian is then zero. The system and cold reservoir now equilibrate along the subsequent stroke (\( C' \rightarrow D \)), which we may analyse in the same way as the hot isochore. They are then decoupled (\( D \rightarrow D' \)) once more incurring a work cost in the reaction coordinate treatment. Subsequently, we do work on the system during an isentropic compression (\( D' \rightarrow A \)). Here, the system splitting is adiabatically increased back to its earlier value, such that \( \mu_A = \mu_{B'} \). Finally, the system and hot reservoir are coupled (\( A \rightarrow A' \), no work cost) and the cycle is complete.

In Fig. 23.4 we show some example parametric plots of the efficiency and work output of the Otto cycle as treated within both the weak-coupling and reaction coordinate frameworks. To generate these curves the difference in splittings between the start and end of the isentropic strokes is varied. In the weak-coupling case, the net work output is simply the difference in work along the two isentropic strokes, whereas in the reaction coordinate treatment we must include the decoupling costs as well. In both cases, we define the efficiency in the standard way as

\[
\eta = \frac{W}{Q_{A' B}}, \tag{23.28}
\]

where \( W \) is the cycle net work output and \( Q_{A' B} \) is the energy change along the hot isochore. For the weak-coupling case this can be expressed in the simple form \( \eta_{\text{weak}} = 1 - \mu_C / \mu_{B'} \), which depends only on the ratio of the two-level splittings. We can see from Fig. 23.4 that the weak-coupling efficiency reaches a maximum at the point at which the work output vanishes. Here, the ratio of splittings becomes equal to the ratio of cold to hot reservoir temperatures, \( T_c / T_h \), and so the weak-coupling efficiency reaches the Carnot bound. The behaviour of the cycle is qualitatively different, and inferior, in the reaction coordinate case. The maximum efficiency occurs at finite work output, though takes values well below the Carnot bound, and the efficiency also falls to zero as the work output vanishes at larger ratios of the two-level splittings. The decoupling cost contributions are the primary cause for the reduced engine performance at strong-coupling, with a small reduction in energy absorbed along the hot isochore insufficient to overcome their detrimental effect to the efficiency [22]. Finally, we note that an adiabatic decoupling protocol can improve both efficiency and work output (though not up to the idealised weak-coupling limit),
and should thus be an important consideration in optimising the performance of nanoscale (quantum) engine cycles where the presence of non-negligible reservoir couplings is expected [43–46].

23.3.2 Continuously Operating Thermo-Machines

For continuously operating heat engines (or refrigerators), the system of interest is coupled to multiple reservoirs that are held at different local thermal equilibrium states throughout [47]. It is then possible to use, for example, a thermal gradient between the reservoirs to extract (chemical) work by transporting electrons against a bias (heat engine) or to cool the coldest reservoir by investing work (chemical work or the energy provided by a so-called work reservoir). In this section, we shall exemplarily benchmark the reaction coordinate treatment of an exactly-solvable two-terminal model.

The single-electron transistor (SET) with Hamiltonian

\[
H = \epsilon d^\dagger d + \sum_{k\alpha} t_{k\alpha} dc_{k\alpha}^\dagger + \text{h.c.} + \sum_{k\alpha} \epsilon_{k\alpha} c_{k\alpha}^\dagger c_{k\alpha}
\]  

(23.29)

describes a single quantum dot \(d\) with on-site energy \(\epsilon\) that is coupled via tunneling amplitudes \(t_{k\alpha}\) to two fermionic leads \(\alpha \in \{L, R\}\). Letting the leads become continuous, we introduce the original lead spectral densities \(\Gamma^{(0)}_\alpha(\omega) = 2\pi \sum_k |t_{k\alpha}|^2 \delta(\omega - \epsilon_{k\alpha})\). The model can be analyzed as a heat engine with a perturbative treatment of the \(t_{k\alpha}\) [48]. However, an exact solution can also be derived [49] and analyzed from a thermodynamic viewpoint [50]. We consider reservoirs described by inverse temperatures \(\beta_\alpha\) and chemical potentials \(\mu_\alpha\) and use conservation of energy and matter currents at steady state throughout.

One observable of interest is then the chemical work rate extracted from the system

\[
P = -(\mu_L - \mu_R) I_M,
\]  

(23.30)

where \(I_M\) denotes the electronic matter current counting positive from left to right. For \(P > 0\), this process can be interpreted as electric power used to transport electrons against a bias voltage \(V = \mu_L - \mu_R\). Furthermore, we define the stationary heat currents entering the system as

\[
\dot{Q}_L = I_E - \mu_L I_M, \quad \dot{Q}_R = -(I_E - \mu_R I_M),
\]  

(23.31)

where \(I_E\) denotes the energy current counting positive from left to right. Without loss of generality, we consider setups where \(\mu_L > \mu_R\) and \(\beta_L > \beta_R\) (implying \(T_L < T_R\) for the temperatures). Then, the efficiency of generating electric power \(P > 0\) from the heat coming from the hot reservoir \(\dot{Q}_R > 0\) becomes
\[ \eta = \frac{P \Theta(P)}{Q_R} \leq 1 - \frac{T_L}{T_R} = \eta_{Ca}, \quad (23.32) \]

where \( \Theta(P) \) denotes the Heaviside-\( \Theta \) function. Here, the upper bound by Carnot efficiency follows from the positivity of the entropy production rate, which at steady state reduces to \( \dot{S}_i = -\beta_L \dot{Q}_L - \beta_R \dot{Q}_R \geq 0 \) [50]. With the same argument, the coefficient of performance (COP) for cooling the cold reservoir \( \dot{Q}_L > 0 \) by investing chemical work \( P < 0 \),

\[ \text{COP} = \frac{\dot{Q}_L \Theta(\dot{Q}_L)}{-P} \leq \frac{T_L}{T_R - T_L} = \text{COP}_{Ca}, \quad (23.33) \]

must also obey a Carnot bound.

We can exactly evaluate energy and matter currents for the SET model using for example nonequilibrium Green’s function techniques [49, 51] or other approaches [50], which eventually allows for an exact evaluation of heat engine efficiency (23.32) and COP (23.33) for arbitrary system-reservoir coupling strengths. Alternatively, we can apply the fermionic reaction coordinate mapping [34], which – when we use a separate reaction coordinate for every reservoir – transforms the SET to a triple quantum dot that is tunnel-coupled to two residual leads [33]

\[ H = \varepsilon d^\dagger d + \sum_{\alpha} \lambda_{\alpha} (d d^\dagger_{\alpha} + d_{\alpha} d^\dagger) + \sum_{\alpha} \epsilon_{\alpha} d^\dagger_{\alpha} d_{\alpha} + \sum_{k\alpha} [T_{k\alpha} d_{\alpha} d^\dagger_{k\alpha} + \text{h.c.}] + \sum_{k\alpha} \tilde{\epsilon}_{k\alpha} d^\dagger_{k\alpha} d_{k\alpha}, \quad (23.34) \]

where we have reaction coordinate couplings \( \lambda_{\alpha} \) and energies \( \epsilon_{\alpha} \) as well as a new spectral density \( \Gamma^{(1)}(\omega) = 2\pi \sum_k |T_{k\alpha}|^2 \delta(\omega - \tilde{\epsilon}_{k\alpha}) \). Specifically, using the Lorentzian spectral density from the first row of Table 23.2 centred around \( \epsilon_{\alpha} \) with coupling strengths \( \Gamma_{\alpha} \) and widths \( \delta_{\alpha} \), we see that the resulting triple quantum dot is tunnel-coupled to two residual reservoirs with a flat spectral density, to which a Markovian treatment of the supersystem (first three terms in the above equation) should apply when \( \beta_{\alpha}\delta_{\alpha} \) is small. For this supersystem, we can set up the (non-secular) master equation (compare with Ref. [33] in absence of feedback control operations) and compute energy and matter currents entering the supersystem from the residual reservoirs. At steady state, we can identify these with the original currents defined above (the reaction coordinates can only host finite charge/energy) and therefore likewise evaluate heat engine efficiency and COP within the reaction coordinate formalism. The result of this procedure is depicted in Fig. 23.5 (left panel). There we see that at vanishing coupling, where the conventional single dot master equation approach to the SET applies [48], maximal efficiencies are actually reached (albeit at zero power or cooling current, respectively), and the transition between heat engine and cooling operational modes happens directly. This can be understood since in the limit of vanishing coupling, the SET obeys the so-called tight-coupling condition \( I_E = \epsilon I_M \). For finite coupling strengths \( \Gamma \), a gap between these modes opens, which is also observed in other models beyond the weak-coupling limit [35]. When we further
increase the coupling strength, the cooling function is no longer attainable, and also the efficiency of the heat engine decreases. Most importantly, we see that the reaction coordinate treatment (dashed contours), reproduces the exact solution (colours and solid green contours) well, which is attributable to the fact that we choose initially highly peaked spectral densities, such that the residual coupling $\beta_\alpha\delta_\alpha$ is very small and the reaction coordinate treatment is valid.

One might now be tempted to think that larger coupling strengths are always detrimental to the performance of thermoelectric devices, compare Ref. [28] or the discussion in the previous subsection. With the exact solution at hand, there is little intuitive evidence for finding other interesting parameter regimes. However, going further towards ultra-strong coupling reveals that there is a regime where the heat engine efficiency increases again, and even the cooling operational mode is revived, as is illustrated in Fig. 23.5 (right panel). From comparing the contours we can see that the reaction coordinate treatment (dashed) correctly predicts the revival of the cooling mode and the strengthening of the heat engine efficiency in this limit. We note that as the tunnel amplitudes scale only with the root of the coupling strength $T_{k\alpha} \leq \sqrt{\Gamma_{\text{max}}\delta/2} \approx 32\epsilon$ for the parameters in Fig. 23.5, this regime is actually not unrealistic, as has been experimentally demonstrated in various quantum dot sys-

![Fig. 23.5](image)

**Fig. 23.5** **Left:** Density plot of the heat engine (red colours) and cooling (blue colours) efficiencies in units of their maximum Carnot value versus dimensionless bias voltage $V/\epsilon$ (horizontal axis) and coupling strength $\Gamma/\epsilon$ (vertical axis). Colours and solid green contour lines (in steps of 0.1) correspond to the exact solution of the SET. They agree perfectly with the thin dashed contour lines, which have been calculated using a Born–Markov master equation treatment of the triple dot (reaction coordinate) supersystem. At vanishing coupling strength (bottom), the maximum Carnot values are reached, and we see a direct transition from heat engine to refrigerator operational modes. For stronger couplings, a gap between these modes opens, performances decrease, and while for strong couplings the cooling mode vanishes completely, the device may still act as a heat engine – albeit at reduced efficiency. Other parameters: $\Gamma_L = \Gamma_R = \Gamma$, $\delta_L = \delta_R = 0.01\epsilon$, $\epsilon_L = \epsilon_R = \epsilon$, $\mu_L = -\mu_R = V/2$, $\beta_R\epsilon = 1$, $\beta_L\epsilon = 2$. **Right:** Continuation of the left panel towards the ultrastrong coupling regime (with otherwise identical parameters). Heat engine efficiency increases again and also cooling function is revived.
Fig. 23.6 Sketch of the supersystem spectrum consisting of the vacuum state (bottom), three singly charged states, three doubly occupied states, and the fully charged state (top). For $\delta_L = \delta_R = \delta$, $\Gamma_L = \Gamma_R = \Gamma$, and $\epsilon_L = \epsilon_R = \epsilon$, the allowed transitions (non-vanishing matrix elements of operators $d_{L/R}^{(\dagger)}$) only admit three transition frequencies: $\Delta E = \epsilon$ (black arrows), $\Delta E = \epsilon - \sqrt{\Gamma \delta}$ (red arrows), and $\Delta E = \epsilon + \sqrt{\Gamma \delta}$ (blue arrows).

tems [52–54]. From the experimental side, the challenge is rather the maintenance of a thermal gradient.

Within the reaction coordinate picture, this worsening and re-strengthening of performance can be understood with a simple transport spectroscopy interpretation. It is rather straightforward to diagonalize the supersystem Hamiltonian in the first three terms of Eq. (23.34). Between the 8 energy eigenstates of the supersystem, not all transitions are allowed in the sequential tunneling regime, see Fig. 23.6. Adopting equal coupling strengths $\Gamma_L = \Gamma_R \equiv \Gamma$ and widths $\delta_L = \delta_R \equiv \delta$ for both reservoirs, and matching the maximum tunneling rate with that of the central dot $\epsilon_L = \epsilon_R = \epsilon$, the allowed transition frequencies simplify to

$$\Delta E \in \left\{ \epsilon, \epsilon - \sqrt{\Gamma \delta}, \epsilon + \sqrt{\Gamma \delta} \right\} .$$

(23.35)

With modifying the coupling strength $\Gamma$, we therefore change the transition energies as well. For vanishingly small coupling strengths $\Gamma$, the splitting is not resolved by the rather large reservoir temperatures as $\beta_\alpha \sqrt{\Gamma \delta} \ll 1$, and the only visible transition frequency is $\epsilon$. As mentioned, in this regime the setup approximately obeys the tight-coupling property $I_E \approx \epsilon I_M$, and maximum efficiencies are reached (albeit at vanishing power) [55–57]. Here, even the naive (weak-coupling) SET master equation treatment is valid. When we increase the coupling strength, we leave the tight-coupling regime, i.e. energy and matter currents are no longer proportional to each other, which is known to decrease efficiencies, eventually even leading to the loss of the cooling function. However, when $\beta_\alpha \sqrt{\Gamma \delta} \gg 1$, $\epsilon + \sqrt{\Gamma \delta} \gg \mu_L$, and $\epsilon - \sqrt{\Gamma \delta} \ll \mu_R$, the two shifted excitation energies will have left the transport window and will no longer participate in transport. Then, tight coupling is again restored as
Fig. 23.7 Illustration of the supersystem transport window in the heat engine regime $V/\epsilon = 0.3$ (left) and in the cooling regime $V/\epsilon = 1.0$ (right). Coloured regions left and right denote actual Fermi functions at the parameters used in the calculations. Levels in the centre represent excitation energies of the supersystem depending on the coupling strength, and the current through each transition is directed from the lead with larger Fermi function to the lead with the lower Fermi function. In the heat engine regime (left), transport of electrons against the bias is induced by a thermal gradient (solid orange arrows). In the cooling regime (right), transport is driven by the voltage gradient and cools the cold (left) reservoir (solid blue arrows). For small couplings, the three transition frequencies essentially merge into one at $\epsilon$ (black) and the reservoirs cannot resolve between them. We then approximately have tight coupling $I_E \approx \epsilon I_M$ and the naive (weak-coupling) single dot master equation applies. For stronger couplings, two transition energies (23.35) split (solid red and blue for $\Gamma = 100\epsilon$), destroying tight coupling $I_E \neq \epsilon I_M$, reducing efficiencies, and even inhibiting the cooling function as one level supports a current with opposite sign (dashed arrows). For ultrastrong couplings, the two variable transition frequencies have left the transport window (dashed red and blue for $\Gamma = 5000\epsilon$) and thus no longer participate in transport, such that tight coupling $I_E \approx \epsilon I_M$ is restored. Other parameters have been chosen as in Fig. 23.5.

only one transition energy $\Delta E = \epsilon$ remains inside the transport window. We illustrate this in Fig. 23.7.

Beyond a benchmark of the reaction coordinate treatment, this example provides a simple explanation of the observed behaviour and demonstrates that the mapping can be used as a tool to identify interesting parameter regimes, allowing for useful operational modes. Strong coupling is not always detrimental to the efficiency of continuous heat engines. However, regarding overall power output, it should be noted that we had to choose small $\delta$ (highly structured reservoirs) to maintain the validity of the reaction coordinate treatment. This does of course bound the total power output of the device, which is not proportional to the coupling strength in this regime.

23.4 Outlook

The reaction coordinate mapping is typically used to explore the strong-coupling regime, and as such it has found widespread application. We stress here that it may also be extended to fermionic reservoirs. By construction, the mapping itself is exact and thus barely suffers from additional constraints. It can also be combined, for exam-
ple, with formally exact methods such as nonequilibrium Green’s functions \[49\], to simplify the structure of the resulting equations. However, when it is combined with some perturbative technique, its applicability will be limited to a certain degree. For example, to apply a master equation to the supersystem, it is required that the residual (mapped) spectral density allows for a Markovian treatment. Thus, the master equation solution obtained via the reaction coordinate mapping will in general have a different range of validity than the master equation solution of the original system \[11, 36\]. We further note that with the mapping, one can transfer the time-dependence of parameters into the supersystem, thus enabling the treatment of open-loop control schemes such as periodic driving \[35\], or feedback control schemes such as Maxwell’s demon \[33\], from the perspective of a driven system only.

The intuitive simplicity of the reaction coordinate technique makes it suitable to extend the range of validity of many different perturbative approaches. Indeed, beyond strong coupling, other problems can be treated with reaction coordinate mappings. For example, with the mapping one can study the effect of initial system–reservoir correlations by means of master equations. Furthermore, as the treatment of the supersystem is Markovian, but the reduced dynamics of the original need not be, one can see the reaction coordinate mapping as a Markovian embedding to study non-Markovian dynamics.

Finally, we mention that one can also use the mapping to engineer structured reservoirs. Equipping a quantum system of interest with auxiliary degrees of freedom, which are coupled to structureless reservoirs, we can interpret the auxiliary degrees of freedom as reaction coordinates and perform the inverse mapping. Eventually, this yields a system coupled to structured reservoirs, with reaction coordinates that can for example be used as frequency filters to optimize performance of heat engines or other devices.
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Appendix A: Heisenberg Equations for the Phonon Mapping

The Heisenberg equations of motion for a system observable $A = A^\dagger$ read in the original representation

$$
\dot{A} = iS_1(t) + iS_2(t) \sum_k \left( h_k a_k + h_k^* a_k^\dagger \right), \quad S_1(t) = [H_S, A], \quad S_2(t) = [S, A],
$$

\begin{align*}
\dot{a}_k &= -i\omega_k a_k - ih_k^* S, \quad \dot{a}_k^\dagger = +i\omega_k a_k^\dagger + ih_k S.
\end{align*}

(A1)
We now Fourier-transform these equations according to
\[ \int \ldots e^{\pm i\omega t} dt \] with the
convention \( \Im z > 0 \). In \( z \)-space, the creation and annihilation operators are no longer
adjoint to each other, but we will keep the \( \dagger \)-notation. This yields the algebraic
equations (convolution theorem)
\[
iz A(z) = i S_1(z) + \frac{i}{2\pi} \int S_2(z') \sum_k \left[ h_k a_k(z - z') + h_k^\ast a_k^\dagger(z - z') \right] dz', \\
iz a_k(z) = -i\omega_k a_k(z) - ih_k^\ast S(z), \quad iz a_k^\dagger(z) = +i\omega_k a_k^\dagger(z) + ih_k S(z). \tag{A2}
\]
We can solve the last two equations \( a_k(z) = -\frac{h_k^\ast}{z + \omega_k} S(z) \) and \( a_k^\dagger(z) = +\frac{h_k}{z - \omega_k} S(z) \),
and insert them into the first
\[
z A(z) = S_1(z) + \frac{1}{2\pi} \int S_2(z') \left[ \sum_k -\frac{|h_k|^2}{z - z' + \omega_k} + \sum_k \frac{+|h_k|^2}{z - z' - \omega_k} \right] S(z - z') dz' \\
= S_1(z) + \frac{1}{2\pi} \int S_2(z') \left[ \frac{1}{\pi} \int_0^\infty \frac{\omega \Gamma^{(0)}(\omega)}{(z - z')^2 - \omega^2} d\omega \right] S(z - z') dz' \\
= S_1(z) - \frac{1}{2\pi} \int S_2(z') \frac{1}{2} W^{(0)}(z - z') S(z - z') dz'. \tag{A3}
\]
Here, we have in the first step used the fact that the harmonic oscillator frequencies
\( \omega_k \) are by construction all positive and we have introduced the Cauchy transform
\[
W^{(n)}(z) = \frac{2}{\pi} \int_0^\infty \frac{\omega \Gamma^{(n)}(\omega)}{\omega^2 - z^2} d\omega = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\Gamma^{(n)}(\omega)}{\omega - z} d\omega, \tag{A4}
\]
where the last equality sign holds for analytic continuation as an odd function
\( \Gamma(-\omega) = -\Gamma(+\omega) \). In particular, we note the important property
\[
\Gamma^{(n)}(\omega) = \lim_{\epsilon \to 0^+} \Im W^{(n)}(\omega + i\epsilon). \tag{A5}
\]
Similarly, we can derive the Heisenberg equations of motion in the mapped represen-
tation, and Fourier-transform them according to the same prescription, yielding
\[
z A(z) = S_1(z) + \frac{\lambda}{2\pi} \int S_2(z') \left[ b(z - z') + b^\dagger(z - z') \right] dz', \\
z b(z) = -\lambda S(z) - \Omega b(z) - \sum_k \left[ H_k b_k(z) + H_k^\ast b_k^\dagger(z) \right], \\
z b^\dagger(z) = +\lambda S(z) + \Omega b^\dagger(z) + \sum_k \left[ H_k b_k(z) + H_k^\ast b_k^\dagger(z) \right], \\
z b_k(z) = -\Omega_k b_k(z) - H_k^\ast \left[ b(z) + b^\dagger(z) \right], \quad z b_k^\dagger(z) = +\Omega_k b_k^\dagger(z) + H_k \left[ b(z) + b^\dagger(z) \right]. \tag{A6}
\]
Again, we follow the approach of successively eliminating the \( b_k(z), b_k^\dagger(z) \), and then the \( b(z), b^\dagger(z) \) variables, yielding for the remaining equation

\[
zA(z) = S_1(z) + \frac{1}{2\pi} \int \frac{S_2(z')}{(z - z')^2} \frac{2\lambda^2 \Omega}{\Omega^2 + \Omega W^{(1)}(z - z')} S(z - z') dz' .
\]

Comparing this with the original representation, we can infer a relation between \( W^{(0)}(z) \) and \( W^{(1)}(z) \), which can be used to obtain the transformed spectral density

\[
\Gamma^{(1)}(\omega) = -\lim_{\epsilon \to 0^+} \Im \left[ \frac{4\lambda^2}{W^{(0)}(\omega + i\epsilon)} - \frac{4\lambda^2 \Gamma^{(0)}(\omega)}{\left[ \frac{1}{\pi} \mathcal{P} \int \frac{\Gamma^{(0)}(\omega')}{\omega - \omega'} d\omega' \right]^2 + \left[ \Gamma^{(0)}(\omega) \right]^2} \right] .
\]

**Appendix B: Heisenberg Equations for the Particle Mapping**

Now, the Heisenberg equations of motion for a system observable \( A = A^\dagger \) read in the original representation

\[
\dot{A} = iS_1(t) + iS_2(t) \sum_k h_k^* a_k^\dagger - iS_2^\dagger(t) \sum_k h_k a_k , \quad S_1(t) = [H_S, A], \quad S_2(t) = [S, A], \quad \dot{a}_k = -i\omega_k a_k - ih_k^* S, \quad \dot{a}_k^\dagger = +i\omega_k a_k^\dagger + ih_k S^\dagger .
\]

Fourier-transformation yields

\[
zA(z) = S_1(z) + \frac{1}{2\pi} \int \left[ S_2(z') \sum_k h_k^* a_k^\dagger(z - z') - S_2^\dagger(z') \sum_k h_k a_k(z - z') \right] dz' ,
\]

\[
z a_k(z) = -\omega_k a_k(z) - h_k^* S(z), \quad z a_k^\dagger(z) = +\omega_k a_k^\dagger(z) + h_k S^\dagger(z) .
\]

Inserting the solutions of the last two equations into the first we get

\[
zA(z) = S_1(z) + \frac{1}{2\pi} \int \left[ S_2(z') \sum_k \frac{|h_k|^2}{z - z' - \omega_k} S'(z - z') + S_2^\dagger(z') \sum_k \frac{|h_k|^2}{z - z' + \omega_k} S(z - z') \right] .
\]

In the mapped representation, we have

\[
\dot{A} = iS_1(t) + i\lambda S_2(t) b^\dagger - i\lambda S_2^\dagger(t) b ,
\]

\[
\dot{b} = -i\lambda S - i\Omega b - i \sum_k H_k b_k , \quad \dot{b}^\dagger = +i\lambda S^\dagger + i\Omega b^\dagger + i \sum_k H_k^* b_k^\dagger ,
\]

\[
\dot{b}_k = -iH_k^* b - i\Omega_k b_k , \quad \dot{b}_k^\dagger = +iH_k b^\dagger + i\Omega_k b_k^\dagger ,
\]
such that Fourier transformation yields

\[ zA(z) = S_1(z) + \frac{\lambda}{2\pi} \int \left[ S_2(z')b^\dagger(z - z') - S_2^\dagger(z')b(z - z') \right] dz' , \]

\[ zb(z) = -\lambda S(z) - \Omega b(z) - \sum_k H_kb_k(z) , \quad zb^\dagger(z) = +\lambda S^\dagger(z) + \Omega b^\dagger(z) + \sum_k H_k^*b_k^\dagger(z) , \]

\[ zb_k(z) = -H_k^*b(z) - \Omega_kb_k(z) , \quad zb^\dagger_k(z) = +H_kb^\dagger(z) + \Omega_kb_k^\dagger(z) . \quad (B5) \]

Successive elimination of the last four equations yields for the remaining one

\[
zA(z) = S_1(z)
+ \frac{\lambda}{2\pi} \int \left[ S_2(z') \frac{z - z' - \Omega}{z - z' - \Omega_k} - \sum_k \frac{|H_k|^2}{z - z' - \Omega_k} S(z - z') 
+ S_2^\dagger(z') \frac{\lambda}{z - z' + \Omega - \sum_k \frac{|H_k|^2}{z - z' + \Omega_k}} S(z - z') \right] . \quad (B6)
\]

From comparison with the first representation, we conclude

\[
\sum_k \frac{|h_k|^2}{z - \omega_k} = \frac{\lambda^2}{z - \Omega - \sum_k \frac{|H_k|^2}{z - \Omega_k}} , \quad \sum_k \frac{|h_k|^2}{z + \omega_k} = \frac{\lambda^2}{z + \Omega - \sum_k \frac{|H_k|^2}{z + \Omega_k}} , \quad (B7)
\]

where the second equation just encodes the first at \(-z\) and is therefore not independent.

From realizing that

\[
\lim_{\epsilon \to 0} \frac{1}{2\pi} \int_0^\infty \frac{\Gamma'(\omega')}{\omega - \omega' + i\epsilon} d\omega' \equiv \frac{1}{2\pi} \mathcal{P} \int_0^\infty \frac{\Gamma'(\omega')}{\omega - \omega'} d\omega' - \frac{i}{2} \Gamma(\omega) , \quad (B8)
\]

we can use e.g. the first of these relations to infer a mapping relation between the spectral densities,

\[
\Gamma^{(1)}(\omega) = \frac{4\lambda^2\Gamma^{(0)}(\omega)}{\left[ \frac{1}{\pi} \mathcal{P} \int_0^\infty \frac{\Gamma^{(0)}(\omega')}{\omega - \omega'} d\omega' \right]^2 + \left[ \Gamma^{(0)}(\omega) \right]^2} , \quad (B9)
\]

where \(\omega > 0\) is assumed throughout.
Appendix C: Heisenberg Equations for Fermionic Reservoirs

To avoid case distinctions on whether the system operator $A$ commutes or anti-commutes with the coupling operator, we just consider the Heisenberg equations for the creation and annihilation operators. In the original representation, they become

$$
\dot{c} = i[H_S, c] + i \sum_k t_k c_k = iS(t) + i \sum_k t_k c_k, \quad \dot{\epsilon}_k = i\epsilon_k c - i\epsilon_k c_k, \quad (C1)
$$

and similarly for the creation operators. Since at this level they do not mix, we consider only the annihilation operators. Fourier-transformation yields

$$
z c(z) = S(z) + \sum_k t_k c_k(z), \quad zc_k(z) = t_k^* c(z) - \epsilon_k c_k(z). \quad (C2)
$$

Eliminating the second equation then gives

$$
z c(z) = S_1(z) + \sum_k \frac{|t_k|^2}{z + \epsilon_k} c(z). \quad (C3)
$$

In contrast, the mapped representation yields

$$
\dot{c} = iS(t) + i\lambda d, \quad \dot{d} = -i\lambda c - i\epsilon d + i \sum_k T_k d_k, \quad \dot{d}_k = iT_k^* d - i\epsilon_k d_k. \quad (C4)
$$

Fourier-transforming and eliminating the non-system variables then gives

$$
z c(z) = S(z) - \frac{\lambda^2}{z + \epsilon - \sum_k \frac{|T_k|^2}{z + \epsilon_k}} c(z), \quad (C5)
$$

and from comparison we get the relation

$$
\sum_k \frac{|t_k|^2}{z + \epsilon_k} = -\frac{\lambda^2}{z + \epsilon - \sum_k \frac{|T_k|^2}{z + \epsilon_k}}. \quad (C6)
$$

Converting the sums to integrals and evaluating at $z = -\omega + i\delta$ when $\delta \to 0^+$ we obtain a mapping relation between the fermionic spectral densities:

$$
\Gamma^{(1)}(\omega) = \frac{4\lambda^2 \Gamma^{(0)}(\omega)}{\left[ \frac{1}{\pi} \mathcal{P} \int \frac{\Gamma^{(0)}(\omega')}{\omega - \omega'} d\omega' \right]^2 + \left[ \Gamma^{(0)}(\omega) \right]^2}. \quad (C7)
$$
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Hierarchical Equations of Motion
Approach to Quantum Thermodynamics

Akihito Kato and Yoshitaka Tanimura

24.1 Introduction

Recent progress in manipulating small-scale systems provides the possibility of examining the foundation of statistical mechanics in nano materials [1–3]. In particular, elucidating how such purely quantum mechanical phenomena as quantum entanglement and coherence are manifested in thermodynamics is of particular interest in the field of quantum thermodynamics [4, 5]. Such problems have been studied with approaches developed through application of open quantum dynamics theory.

Widely used approaches employ a quantum master equation (QME) that can be derived from the quantum Liouville equation with a system plus bath Hamiltonian by tracing out the heat bath degrees of freedom. To obtain time-evolution equations for the reduced density operator in a compact form, one usually employs the Markov approximation, in which the bath correlation time is very short in comparison to the characteristic time of the system dynamics. The QME with the second-order treatment of the system-bath interaction and the Redfield equation (RE) have been derived with the projection operator method, for example [6, 7]. As we will show in Fig. 24.1, however, even if the dissipation process is Markovian, the fluctuation process may not be, because the latter has to be related to the former through the fluctuation-dissipation theorem (FDT). For this reason, if we apply the QME under Markovian assumption to low temperature systems, then the positivity of the probability distributions of the reduced system cannot be maintained. As a method to preserve positivity, the rotating wave approximation (RWA), which eliminates the non-resonant interaction between
the system and the heat bath, has been applied in order to write the master equation in the Lindblad form. However, this approximation may modify the thermal equilibrium state as well as the dynamics of the original total Hamiltonian, because the FDT is also altered. For example, while the true thermal equilibrium state of the system at inverse temperature $\beta$ is given by $\text{Tr}_{\text{bath}}[\exp(-\beta \hat{H}_{\text{total}})]/\text{Tr}_{\text{total}}[\exp(-\beta \hat{H}_{\text{total}})]$, where $\hat{H}_{\text{total}}$ is the total system-plus-bath Hamiltonian, the thermal equilibrium state obtained from the second-order QME approach is $\exp(-\beta \hat{H}_{\text{sys}})/\text{Tr}_{\text{sys}}[\exp(-\beta \hat{H}_{\text{sys}})]$ where $\hat{H}_{\text{sys}}$ is the bare system Hamiltonian. This implies that the Markovian assumption even in a perturbative system-bath coupling regime is incompatible through obtaining a quantum mechanical description of dissipative dynamics at low temperature\[8\]. Furthermore, the consistent description of the QME with the FDT is important to investigate the non-trivial quantum thermodynamic processes, because the violation of the FDT is responsible for the heat generation \[9, 10\].

As explained in the above, there is a strong limitation on the basis of the conventional QME approaches for the study of quantum thermodynamics, despite their successes to predict the performance of heat machines and propose systems. For example, the inconsistency between the global and local QME, in which the bath couples to the eigenstates of the system and the eigenstates of the sub-system, respectively, have to be reconciled even in a weak system-bath coupling regime \[11, 12\]. While the global QME can predict the Gibbs distribution in the equilibrium situations, some unphysical behavior caused by employing the global QME in the non-equilibrium situations are reported. Moreover, the local QME may violate the second law of thermodynamics. Attempt to recover the correct thermodynamic description of the global QME was made by incorporating the non-additive dissipation \[13\], which was not treated in the conventional QME approaches. The interplay between the quantum coherence and environmental noise is essential to optimize the excitation energy and heat transport \[14, 15\] that should be clarified by using the non-perturbative and non-Markovian quantum dynamical theory \[16\].

To this time, the approaches used to study the strong coupling regime in the field of quantum thermodynamics include the QME employing a renormalized system-plus-bath Hamiltonian derived with the polaron transformation \[17\] or the reaction-coordinate mapping \[18, 19\], the non-equilibrium Green’s function (NEGF) method \[20–22\], the functional integral approach \[23\], and the stochastic Liouville-von Neumann equation approach \[24\]. However, the QME with the renormalized Hamiltonians and the NEGF method are limited to a case with a slowly driving field. The stochastic Liouville-von Neumann equation approach is only applicable to the short-time region due to an enormous number of stochastic sampling.

Many of the above-mentioned limitations can be overcome with the hierarchical equations of motion (HEOM), which are derived by differentiating the reduced density matrix elements defined by path integrals \[25–30\]. This approach allows us to treat systems subject to external driving fields in a numerically rigorous manner under non-Markovian and non-perturbative system-bath coupling conditions and have been applied for the studies of quantum information theory \[31, 32\] and quantum thermodynamics \[33, 34\]. Moreover, non-additive dissipation can be incorporated into
the HEOM approach through the explicit non-Markovian treatment of the reduced dynamics.

This chapter presents the introduction of the HEOM for the open quantum dynamics and its application to the quantum thermodynamic processes by evaluating the heat current transferred between the system and the bath in a numerically rigorous manner. As we shown in Ref. [34], the heat current is defined so as to be consistent with the first and second laws of thermodynamics by incorporating non-trivial tripartite correlations. The exact reduced expression for the heat current and the way to numerically evaluate it through the use of the HEOM approach are presented. Then, the numerical illustrations of our approach are given for the two-level heat transfer model and the three-level autonomous heat engine model.

### 24.2 Hierarchal Equations of Motion Approach

We consider a system coupled to multiple heat baths at different temperatures. With \( K \) heat baths, the total Hamiltonian is written

\[
\hat{H}(t) = \hat{H}_{\text{sys}}(t) + \sum_{k=1}^{K} \left( \hat{H}_{\text{int}}^{(k)} + \hat{H}_{\text{bath}}^{(k)} \right),
\]

where \( \hat{H}_{\text{sys}}(t) \) is the system Hamiltonian, whose explicit time dependence originates from the coupling with the external driving field. The Hamiltonian of the \( k \)th bath and the Hamiltonian representing the interaction between the system and the \( k \)th bath are given by

\[
\hat{H}_{\text{bath}}^{(k)} = \sum_j \hbar \omega_{kj} \hat{b}_{k,j}^\dagger \hat{b}_{k,j} \quad \text{and} \quad \hat{H}_{\text{int}}^{(k)} = \hat{V}_k \sum_j g_{k,j} (\hat{b}_{k,j}^\dagger + \hat{b}_{k,j}),
\]

respectively, where \( \hat{V}_k \) is the system operator that describes the coupling to the \( k \)th bath. Here, \( \omega_{kj}, g_{k,j}, \) and \( \hat{b}_{k,j}^\dagger \) and \( \hat{b}_{k,j} \) are the frequency, coupling strength, and the annihilation and creation operators for the \( j \)th mode of the \( k \)th bath, respectively. We assume the factorized initial conditions,

\[
\hat{\rho}_{\text{tot}}(0) = \hat{\rho}(0) \prod_{k=1}^{K} e^{-\beta_k \hat{H}_{\text{bath}}^{(k)}/\text{Tr}(e^{-\beta_k \hat{H}_{\text{bath}}^{(k)}})},
\]

where \( \hat{\rho} \) is the reduced density operator of the system.

Due to the Bosonic nature of the bath, all bath effects on the system are determined by the bath correlation function,

\[
C_k(t) = \langle \hat{X}_k(t) \hat{X}_k(0) \rangle_B,
\]

where \( \hat{X}_k = \sum_j g_{k,j} (\hat{b}_{k,j}^\dagger + \hat{b}_{k,j}) \) is the collective coordinate of the \( k \)th bath and \( \langle \ldots \rangle_B \) represents the average taken with respect to the canonical density operator of the baths. The bath correlation function is expressed in terms of the bath spectral density, \( J_k(\omega) \), as

\[
C_k(t) = \int_0^\infty d\omega \frac{J_k(\omega)}{\pi} \left[ \coth \left( \frac{\beta_k \hbar \omega}{2} \right) \cos(\omega t) - i \sin(\omega t) \right],
\]

where \( J_k(\omega) = \pi \sum_j g^2_{k,j} \delta(\omega - \omega_{kj}) \), and \( \beta_k \) is the inverse temperature of the \( k \)th bath. The real part of Eq. (24.2) is analogous to the classical correlation function of the bath and corresponds to the fluctuations, while the imaginary part of its corresponds to the dissipation. The fluctuation term is related to the dissipation term through the quantum version of the FDT.
Fig. 24.1 The real part of Eq. (24.2), depicted as a function of the dimensionless time \( t \) for the intermediate and large values of the inverse noise correlation time: (a) \( \gamma = 1 \) and (b) \( \gamma = 5 \) for the Drude spectrum, \( J(\omega) = \frac{\zeta \gamma^2 \omega}{(\omega^2 + \gamma^2)} \) with \( \zeta = 1 \). Note that \( \gamma \to \infty \) corresponds to the Markovian (Ohmic) limit. The inverse temperatures are, from top to bottom, \( \beta = 0.5, 1.0, 3.0, \) and 5. The bath correlation function becomes negative in (a) and (b) at low temperature [28, 30].

Here, in order to illustrate the origin of the positivity problem in the Markovian master equation and RE [28, 30], we present the profiles of fluctuation term, \( \text{Re}[C(t)] \), for the Drude spectrum, \( J(\omega) = \frac{\zeta \gamma^2 \omega}{(\omega^2 + \gamma^2)} \) with \( \zeta \) and \( \gamma \) being the coupling strength and cutoff frequency, respectively, which will be employed in the subsequent numerical calculations. As shown in Fig. 24.1, the fluctuation term becomes negative at low temperature in the region of small \( t \). This behavior is characteristic of quantum noise [28, 30]. We note that the characteristic time scale that we observe \( \text{Re}[C(t)] < 0 \) is not determined from the bath spectral density \( J(\omega) \), but from the bath temperature. Thus, the validity of the Markovian (or \( \delta(t) \)-correlated) noise assumption is limited in the quantum case to the high temperature regime. Approaches employing the Markovian master equation and the RE, which are usually applied to systems possessing discretized energy states, ignore or simplify such non-Markovian contributions of the fluctuation, and this is the reason that the positivity condition of the population states is broken. As a method to resolve this problem, the RWA is often employed, but a system treated under this approximation will not satisfy the FDT, and thus the use of such an approximation may introduce significant error in the thermal equilibrium state and in the time evolution of the system toward equilibrium. Because the origin of the positivity problem lies in the unphysical Markovian assumption for the fluctuation term, the situation is better in the non-Markovian case, even within the framework of the RE without the RWA [30].

With the factorized initial conditions we can obtain the exact expression for \( \hat{\rho}(t) \), for example, by using the cumulant expansion technique. In the following, the interaction representation of any operator, \( \hat{A} \), with respect to the non-interacting
Hamiltonian is expressed as \( \hat{A}(t) \). Then, the reduced density operator is written as \( \hat{\rho}(t) = \mathcal{T}_+ [U_{\text{IF}}(t, 0) \hat{\rho}(0)] \), where \( U_{\text{IF}}(t, 0) = \prod_{k=1}^K \exp[\int_{0}^{t} d\tau W_k(\tau, t_0)] \) is the Feynman–Vernon influence functional in operator form, and \( \mathcal{T}_+[\ldots] \) is the time-ordering operator, where the operators in \([\ldots]\) are arranged in a chronological order. The operators of the influence phase are defined by

\[
W_k(\tau, t_0) = \int_{t_0}^{\tau} d\tau' \tilde{\Phi}_k(\tau') \left\{ \text{Re} \left[ C_k(\tau - \tau') \right] \tilde{\Phi}_k(\tau') - \text{Im} \left[ C_k(\tau - \tau') \right] \tilde{\Psi}_k(\tau') \right\} ,
\]

(24.3)

where \( \tilde{\Phi}_k \hat{A} = (i/\hbar)[\tilde{V}_k, \hat{A}] \) and \( \tilde{\Psi}_k \hat{A} = (1/\hbar)[\tilde{V}_k, \hat{A}] \). This expression for the reduced density operator, however, does not lead to the closed time-evolution equation.

Then, Tanimura and his collaborators developed the hierarchical equations of motion (HEOM) that consist of the set of equations of motion for the auxiliary density operators (ADOs) as the closed time-evolution equations [25–30]. Here, we consider the case that the bath correlation function, Eq. (24.2), is written as a linear combination of exponential functions, \( C_k(t) = \sum_{l=0}^{L_k} c_{k,l} e^{-\gamma_{k,l}|t|} \), which is realized for the Drude, Lorentz [35, 36], and Brownian bath spectral models [37] (and combinations thereof [38, 39]). Note that, using a set of special functions instead of the exponential functions, we can treat a system with a sub-Ohmic spectral distribution at the zero temperature, where the quantum phase transition occurs [40, 41]. We might include a delta function for better description of the bath correlation function for the HEOM formalism, for example, to approximate the contribution from the higher-order Matsubara frequency terms [27]. The ADOs introduced in the HEOM are defined by

\[
\hat{\rho}_{\vec{n}}(t) \equiv \mathcal{T}_+ \left\{ \exp \left[ -\frac{i}{\hbar} \int_{0}^{t} ds \mathcal{L}(s) \right] \right\} \times \mathcal{T}_+ \left\{ \prod_{k=1}^{K} \prod_{l=0}^{L_k} \left[ -\int_{0}^{t} d\tau e^{-\gamma_{k,l}(t-\tau)} \tilde{\Theta}_{k,l}(\tau) \right]^{n_{k,l}} U_{\text{IF}}(t, 0) \hat{\rho}(0) \right\} .
\]

(24.4)

Here, we have \( \tilde{\Theta}_{k,l} \equiv \text{Re}(c_{k,l}) \tilde{\Phi}_k - \text{Im}(c_{k,l}) \tilde{\Psi}_k \) and \( \mathcal{L}(t) \hat{\rho} = [\hat{H}_{\text{sys}}(t), \hat{\rho}] \). Each ADO is specified by the index \( \vec{n} = (n_{1,0}, \ldots, n_{1,L_1}, n_{2,0}, \ldots, n_{K,L_K}) \), where each element takes an integer value larger than zero. The ADO for which all elements are zero, \( n_{1,0} = n_{1,1} = \cdots = n_{K,L_K} = 0 \), corresponds to the actual reduced density operator. Taking the time derivative of Eq. (24.4), the equations of motion for the ADOs are obtained as

\[
\frac{d}{dt} \hat{\rho}_{\vec{n}}(t) = - \left[ \frac{i}{\hbar} \mathcal{L}(t) + \sum_{k=1}^{K} \sum_{l=0}^{L_k} n_{k,l} \gamma_{k,l} \right] \hat{\rho}_{\vec{n}}(t) - \sum_{k=1}^{K} \sum_{l=0}^{L_k} \hat{\Phi}_k \sum_{l=0}^{L_k} \hat{\rho}_{\vec{n}+\vec{\epsilon}_{k,l}}(t) - \sum_{k=1}^{K} \sum_{l=0}^{L_k} n_{k,l} \hat{\Theta}_{k,l} \hat{\rho}_{\vec{n}-\vec{\epsilon}_{k,l}}(t),
\]

(24.5)
where $\vec{e}_{k,l}$ is the unit vector along the $k \times (l + 1)$th direction. The HEOM consist of an infinite number of equations, but they can be truncated at finite order by ignoring all ADOs beyond the value at which $\sum_{k,l} n_{k,l}$ first exceeds some appropriately large value $N$. In principle, the HEOM provides an asymptotic approach that allows us to calculate various physical quantities with any desired accuracy by adjusting the number of hierarchal elements determined by $N$; the error introduced by the truncation is negligibly small in the case that $N$ is sufficiently large. Note that we can also derive the HEOM for the Fermionic baths [42–44]. Therefore, we can extend the present investigations for the heat transport to the electronic heat current problem.

### 24.3 Heat Currents

For this system-bath Hamiltonian, the heat current (HC) is defined as the rate of decrease of the bath energy, $\dot{Q}_{HC,k}(t) = -d\langle \hat{H}_{\text{bath}}^{(k)}(t) \rangle / dt$. Using the Heisenberg equations, the heat current can be rewritten as (see Appendix A for the derivation)

$$\dot{Q}_{HC,k}(t) = \dot{Q}_{SEC,k}(t) + \frac{d}{dt} \left\langle \hat{H}_{\text{int}}^{(k)}(t) \right\rangle + \sum_{k' \neq k} \dot{i}_{k,k'},$$

(24.6)

where

$$\dot{Q}_{SEC,k}(t) = \frac{i}{\hbar} \left\{ \left[ \hat{H}_{\text{int}}^{(k)}(t), \hat{H}_{\text{sys}}(t) \right] \right\}$$

(24.7)

and

$$\dot{i}_{k,k'}(t) = \frac{i}{\hbar} \left\{ \left[ \hat{H}_{\text{int}}^{(k)}(t), \hat{H}_{\text{int}}^{(k')}(t) \right] \right\}.$$  

(24.8)

The first term on the right-hand side of Eq. (24.6), $\dot{Q}_{SEC,k}$, describes the change of the system energy due to the coupling with the $k$th bath that is defined as the total $k$th heat current in the conventional QME approaches, which we call it the system energy current (SEC). The second term vanishes under steady-state conditions and in the limit of a weak system-bath coupling. The third term contributes to the HC even under steady-state conditions, while it vanishes in the weak coupling limit. The third term is the main difference with the SEC. This term plays a significant role in the case that the $k$th and $k'$th system-bath interactions are non-commuting and each system-bath coupling is strong. We also note that because this third term is of greater than fourth-order in the system-bath interaction, it does not appear in the second-order QME approach. Therefore only non-perturbative approaches that include higher-order QME approaches allow us to reveal the features. Here, we investigate this contribution using the HEOM theory. Hereafter, we refer to this term as the “tri-partite correlations” (TPC) because the statistical correlation among the
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The \( \hat{V}_k \) acts on a different Hilbert space of the system, which is realized for a mesoscopic heat-transport system, including nanotubes and nanowires. This is because the left and right reservoirs are coupled to the left and right end degrees of freedom of the system. Another is the cases for \( \hat{V}_k \propto \hat{V}_{k'} \), which is often assumed for a simple heat transport system. However, for a microscopic system that includes single-molecular junctions and superconducting qubits, the TPC contribution may play a significant role because of the microscopic manipulation of the system-bath interactions for \( [\hat{V}_k, \hat{V}_{k'}] \neq 0 \).

Note that, although here we focus only on the first moment of the work and the heat, we can investigate the characteristic features of quantum thermodynamics on the basis of the distribution functions of them by using the HEOM [45] and other approaches [23, 46].

### 24.3.1 The First and Second Laws of Thermodynamics

In this section, we formulate the first and second laws of quantum thermodynamics that are valid for any system-bath coupling strength, as the natural extensions of the classical thermodynamic laws. This is because we are not sure how the quantum thermodynamic effects emerge into the extension of the classical thermodynamic laws, in particular, in the strong coupling regime. Then we restrict our investigation of the second law in the steady state case, because there is an ambiguity of formulating the second law under non-steady case in a strong coupling regime [21].

We can obtain the first law of thermodynamics by summing Eq. (24.6) over all \( k \):

\[
\sum_{k=1}^{K} \dot{Q}_{HC,k}(t) = \frac{d}{dt} \left( \hat{H}_{\text{sys}}(t) + \sum_{k=1}^{K} \hat{H}_{\text{int}}^{(k)}(t) \right) - \dot{W}(t),
\]

where \( \dot{W}(t) = \langle (\partial \hat{H}_{\text{sys}}(t)/\partial t) \rangle \) is the power. The quantity, \( \hat{H}_{\text{sys}}(t) + \sum_{k=1}^{K} \hat{H}_{\text{int}}^{(k)}(t) \), is identified as the internal energy, because the contributions of \( I_{k,k'} \) cancel out.

In a steady state without external driving forces, the second law is expressed as [47, 48]

\[
- \sum_{k=1}^{K} \beta_k \dot{Q}_{HC,k} \geq 0,
\]

while with a periodic external driving force, it is given by

\[
- \sum_{k=1}^{K} \beta_k Q_{HC,k}^{\text{cyc}} \geq 0,
\]

where \( Q_{HC,k}^{\text{cyc}} = \int_{t}^{t+T} dt \dot{Q}_{HC,k}(t) \) is the heat absorbed or released per cycle. When the system is coupled to the hot (\( k = h \)) and the cold (\( k = c \)) baths and is driven by
the periodic field, the heat to work conversion efficiency is bounded by the Carnot efficiency, which is derived by the combination of the first and second laws, as

$$\eta \equiv -\frac{W_{\text{cyc}}}{Q_{\text{cyc},k}} \leq 1 - \frac{\beta_h}{\beta_c}. \quad (24.12)$$

The second law without a driving force can be rewritten in terms of the SEC as

$$-\sum_{k=1}^{K} \beta_k \dot{Q}_{\text{SEC},k} \geq \sum_{k,k'=1}^{K} \beta_k \dot{I}_{k,k'}. \quad (24.13)$$

When the right-hand side of Eq. (24.13) is negative, the left-hand side can also take negative values. However, this contradicts the Clausius statement of the second law, i.e., that heat never flows spontaneously from a cold body to a hot body. As we show in the following sections, it is necessary to include the TPC terms to have a thermodynamically valid description.

### 24.4 Reduced Description of Heat Currents

For the bosonic bath Hamiltonians considered here, we can trace out the bath degrees of freedom in an exact manner by using the second-order cumulant expansion and obtain the reduced expression for the HC, Eq. (24.6). The derivation is given in Appendix B and Ref. [34] in cases that the bath correlation function involves the delta function. The analytical reduced expression for the $k$th HC is given by

$$\dot{Q}_{\text{HC},k}(t) = \frac{2}{\hbar} \int_0^t d\tau \text{Im} \left[ \dot{c}_k(t-\tau) \left\langle \hat{v}_k(t) \hat{v}_k(\tau) \right\rangle \right] + \frac{2}{\hbar} \text{Im} \left[ C_k(0) \right] \left\langle \hat{v}_k^2(t) \right\rangle. \quad (24.14)$$

Note that the second term on the right-hand side of Eq. (24.14) should vanish as can be seen from the definition of the bath correlation function. However, for the Drude bath spectrum, the contribution of second term is finite, and is found to be necessary to guarantee the first law at least numerically, because of the coarse-grained (long-time approximation) nature of the Drude model [14, 49]. The first term of Eq. (24.14) consists of non-equilibrium two-time correlation functions of the system operator in the interaction Hamiltonian, and the calculation of these terms seems to be formidable task specifically when the system is driven by the external fields. However, by employing the noise decomposition of the HEOM approach for the bath correlation functions in Eq. (24.14), and comparing the resulting expressions with the definition of the ADOs given in Eq. (24.4), we can evaluate the HC in terms of the ADOs as [34]
\[ 
\dot{Q}_{HC,k}(t) = -\sum_{l=0}^{L_k} \gamma_{k,l} \text{Tr} \left[ \hat{V}_k \hat{\rho}_{1x\hat{e}_k,l}(t) \right] + \frac{2}{\hbar} \text{Im} \left[ C_k(0) \right] \text{Tr} \left[ \hat{V}_k^2 \hat{\rho}_0(t) \right]. \]  
(24.15)

We note that the ADOs here we employed are the same as that of the conventional HEOM: Using ADOs obtained from the numerical integrating of the HEOM in Eq. (24.5), we can calculate the HC.

### 24.5 Numerical Illustration

To demonstrate a role of the TPC in the HC, we consider a two-level heat transfer model \([50–53]\) and a three-level autonomous heat engine model \([18]\) (Fig. 24.2). We investigate the steady-state HC and SEC obtained from Eq. (24.5) with the condition \((d/dt)\hat{\rho}_{n} = 0\) using the BiCGSafe method for linear equations \([54]\). We assume that the spectral density of each bath takes the Drude form, \(J_k(\omega) = \zeta_k \gamma^2 \omega / (\omega^2 + \gamma^2)\), where \(\zeta_k\) is the system-bath coupling strength, and \(\gamma\) is the cutoff frequency. A Padé spectral decomposition scheme \([55–57]\) is employed to obtain the expansion coefficients of the bath correlation functions. The accuracy of numerical results is examined by increasing the values of \(L_1, \ldots, L_K\) and \(N\) until convergence is reached.

#### 24.5.1 Two-Level Heat Transfer Model

The model studied here consists of a two-level system coupled to two Bosonic baths at different temperatures. This model has been employed extensively as the simplest heat-transport model. The system Hamiltonian is given by \(\hat{H}_{\text{sys}} = (\hbar \omega_0 / 2) \sigma_z\). We consider the case in which the system is coupled to the hot bath through \(\hat{V}_h = \sigma_x\) and to the cold bath through \(\sigma_x\) and \(\sigma_z\) in the form \(\hat{V}_c = (\sigma_x + \sigma_z)/\sqrt{2}\). In order to investigate the difference in the HC with the SEC that usually calculated from the

![Fig. 24.2 Schematic depiction of a the two-level heat transfer model and b the three-level autonomous heat engine model investigated in this study.](image)
Fig. 24.3 The heat current (HC) and system energy current (SEC) for the two-level heat transfer model as functions of the system-bath coupling. Both currents are calculated from the HEOM, Eq. (24.5).

QME approaches, we consider the case $[\hat{V}_h, \hat{V}_c] \neq 0$, because otherwise the TPC term vanishes. This is the case that most of previous investigations have considered. We chose $\beta_h = 0.5 \hbar \omega_0$, $\beta_c = \hbar \omega_0$, and $\gamma = 2 \omega_0$.

Figure 24.3 depicts the HCs in the steady state, $\dot{Q}_{HC,h} = - \dot{Q}_{HC,c}$ or $\dot{Q}_{SEC} = \dot{Q}_{SEC,h} = - \dot{Q}_{SEC,c}$, as functions of the system-bath coupling strength, $\zeta \equiv \zeta_h = \zeta_c$. In the weak system-bath coupling regime, both HC and SEC increase linearly with the coupling strength in similar manners. In this case, we found that the TPC contribution is minor. As the strength of the system-bath coupling increases, the difference between them becomes large: While $\dot{Q}_{SEC}$ decreases after reaching a maximum value near $\zeta = 0.2 \omega_0$, the TPC contribution, $\dot{I}_{h,c}$, dominates the HC, and as a result, it remains relatively large. Thus, in this regime, the SEC becomes much smaller than the HC. In the very strong coupling regime, the SEC eventually becomes negative, which indicates the violation of the second law. In order to eliminate such non-physical behavior, we have to include the $\dot{I}_{h,c}$ term in the definition of the SEC. Note that the differences between the SEC and HC described above vanish when $\hat{V}_c = \hat{V}_h = \sigma_x$, and hence in this case, there is no negative current problem.

### 24.5.2 Autonomous Three-Level Engine

The autonomous three-level heat engine model considered here consists of three states, denoted by $|0\rangle$, $|h\rangle$, and $|c\rangle$, coupled to three bosonic baths. The work is extracted through the work bath. The system Hamiltonian is expressed as $\hat{H}_{sys} = \sum_{i=0,h,c} \hbar \omega_i |i\rangle\langle i|$ with $\omega_h > \omega_c > \omega_0$. The system-bath interactions are defined as $\hat{V}_h = |0\rangle\langle h| + |h\rangle\langle 0|$, $\hat{V}_c = |0\rangle\langle c| + |c\rangle\langle 0|$, and $\hat{V}_w = |h\rangle\langle c| + |c\rangle\langle h|$. We set $\omega_0 = 0$ without loss of generality. A mechanism for the system acting as the heat engine is as follows: First, the heat is absorbed from the hot bath. This heat is transferred from the system to the work bath in the form of the work, while the remaining heat is
Fig. 24.4  
(a) The heat current (HC, red line) and the system energy current (SEC, blue line) calculated from the HEOM approach, and the HC from the RE approach (black circles) as functions of the temperature of the work bath. The shaded area represents the region that the system acts as the heat engine.

(b) The fidelity \( F[\rho, \sigma] \) as a function of the temperature of the work bath, where \( \rho \) and \( \sigma \) are the reduced density matrix in the steady state calculated from the HEOM and RE approaches, respectively.

damped into the cold bath. Therefore, the sign conditions for the HC have to be \( \dot{Q}_{HC,h} > 0, \dot{Q}_{HC,c} < 0, \) and \( \dot{Q}_{HC,w} < 0. \) However, in order to identify the HC to the work bath with the power, the entropy change of the work bath have to be negligibly small, which is realized when the temperature of the work bath becomes infinitely high, \( \beta_w \to 0 \) [48, 58, 59]. It should be noted that the stochastic Liouville equation (SLE), in which the back action to the reservoir is ignored, corresponds to the infinite temperature limit of the HEOM [28]. Therefore the entropy calculated from the SLE does not change. When the temperature of the work bath is finite, only the part of the energy extracted from the system can be used as work. However, we show in the following calculation that the system does not act as the engine in the infinitely high temperature limit of the work bath. We set \( \omega_c = 0.5 \omega_h, \zeta_h = \zeta_c = \zeta_w = 0.001 \omega_h, \gamma = 10 \omega_h, \beta_h \hbar \omega_h = 0.1, \) and \( \beta_c \hbar \omega_h = 1. \)

In Fig. 24.4a, we depict the HC evaluated from the HEOM approach, Eq. (24.15), SEC, and the HC from the RE approach, as functions of the temperature of the work bath. While the SEC and the HC from the RE approach look identical and weakly dependent on the work-bath temperature with the negative sign, the actual HC increases as the temperature of the work bath increases, and eventually its sign changes from negative to positive in the vicinity of \( (\beta_w \hbar \omega_h)^{-1} = 20 - 30. \) This indicates that the TPC determines the characteristic of the heat-engine system; the system no longer acts as the heat engine.

It should be noted that the TPC effect on the HC becomes important even in the weak system-bath coupling case, as we chose \( \zeta = 0.001 \omega_h. \) To illustrate this point, we plot the fidelity, \( F[\rho, \sigma] = \text{Tr}[\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}], \) where \( \rho \) and \( \sigma \) are the steady state distributions calculated from the HEOM and the RE approaches, respectively, in Fig. 24.4b. For all temperature region, the deviation of the fidelity from 1 is negligibly small indicating the system-bath coupling strength is sufficiently weak to be the
RE approach valid. This implies that both the HEOM and RE give the identical steady state, while there is large discrepancy between the HEOM and RE results in the calculation of HC in Fig. 24.4a. Thus, we have to introduce autonomous heat engine models which are robust against the tri-partite correlations. The theoretical prescription for the finite temperature bath is required to divide the energy obtained from the system into work and heat. Because of the tri-partite correlations, the QME approach is not valid even in the weak-coupling regime.

24.6 Concluding Remarks

In this paper, we introduced an explicit analytical expression for the heat current (HC) on the basis of the energy change of the baths, which includes contributions from the tri-partite correlations (TPC) in addition to that from the system energy current (SEC). Our definition of the HC can be applied to any system with any bath spectral distribution and any strength of the system-bath coupling. Investigation on the basis of the HEOM approach indicated that the HC is physically more appropriate thermodynamics variable than the SEC; the TPC contribution in the heat-engine system is significantly large even in a weak system-bath coupling regime.

In this study, we restricted our analysis to a system described by several energy states. Using the HEOM approach it is possible to investigate a system described by coordinate and momentum (Wigner space) to treat potentials of any form with time-dependent external forces [30, 60]. This feature is ideal for studying quantum transport systems, including the self-current oscillation of a resonant tunneling diode system [61] and the tunneling effect of a ratchet system [62]. Moreover, this treatment allows identification of purely quantum mechanical effects through comparison of classical and quantum results in the Wigner distribution [60, 62, 63].

Although our analysis are limited to the harmonic heat bath, now it becomes possible to study a system with many degrees of freedom, for example, a part of which can be regarded as a spin bath, due to the advent of the computer technology. The numerical implementation of the HEOM by a message passing interface [64], graphical processing unit [65, 66], and the open computer language [67] or the HEOM combined with the stochastic Schrödinger equation [68–70] are such examples.

We leave such extensions to future studies to be carried out in the context of quantum thermodynamics.
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Appendix A: Derivation of Equation (24.6)

The heat current is defined as the rate of decrease of the bath energy, \( \dot{Q}_{HC,k}(t) = -d \langle \hat{H}_{\text{bath}}^{(k)}(t) \rangle / dt \), which can be rewritten by using the Heisenberg equations for \( \hat{H}_{\text{int}}^{(k)} \) and \( \hat{H}_{\text{bath}}^{(k)} \) as

\[
\dot{Q}_{HC,k}(t) = \frac{i}{\hbar} \left[ \left[ \hat{H}_{\text{bath}}^{(k)}(t), \hat{H}_{\text{int}}^{(k)}(t) \right] \right] = \frac{i}{\hbar} \left[ \left[ \hat{H}_{\text{int}}^{(k)}(t), \hat{H}_{\text{sys}}(t) \right] \right] + \frac{d}{dt} \left\{ \hat{H}_{\text{int}}^{(k)}(t), \hat{H}_{\text{int}}^{(k)}(t) \right\}.
\]

(24.16)

The first term of r.h.s. of Eq. (24.16) is related to the energy flow to the \( k \)th bath via the energy conservation equation for \( \hat{H}_{\text{sys}} \) as

\[
\frac{d}{dt} \langle \hat{H}_{\text{sys}}(t) \rangle = \dot{W}(t) + \sum_k \dot{Q}_{\text{SEC},k}(t),
\]

where \( \dot{Q}_{\text{SEC},k}(t) = (i/\hbar) \langle [\hat{H}_{\text{int}}^{(k)}(t), \hat{H}_{\text{sys}}(t)] \rangle \). Therefore, by using the above definition for \( \dot{Q}_{\text{SEC},k}(t) \) and Eqs. (24.8), (24.6) is derived.

Appendix B: Derivation of Equation (24.14)

To derive Eq. (24.14), we adapt a generating functional approach by adding the source term, \( f_k(t) \), for the \( k \)th interaction Hamiltonian as

\[
\hat{V}_k \hat{X}_k \rightarrow \hat{V}_{k,f}(t) \hat{X}_k \equiv \left( \hat{V}_k + f_k(t) \right) \hat{X}_k
\]

(24.17)

Here, in order to evaluate an expectation value, we add the source term to the ket (left) side of the density operator, which does not change a role of the system-bath interaction in the time-evolution operator. This source term enables us to have a collective bath coordinate with the functional derivative as

\[
\tilde{X}_k(t) \tilde{\rho}_{\text{tot}}(t) = i \hbar \frac{\delta}{\delta f_k(t)} \tilde{\rho}_{\text{tot},f}(t) \bigg|_{f=0}.
\]

(24.18)

Then, the expectation value of the operator \( \hat{Z}_k = \hat{A} \hat{X}_k \) for any system operator \( \hat{A} \) reads

\[
\left\langle \hat{Z}_k(t) \right\rangle = \text{Tr}_{\text{sys}} \left[ \hat{A}(t)i \hbar \frac{\delta}{\delta f_k(t)} \tilde{\rho}_{f}(t) \bigg|_{f=0} \right] = \frac{2}{\hbar} \int_0^t d\tau \text{ Im} \left[ C_k(t - \tau) \left\langle \hat{A}(t) \hat{V}_k(\tau) \right\rangle \right].
\]

(24.19)
Next, the \( k \)th HC, Eq. (24.6), is rewritten by using the Heisenberg equation for \( \hat{V}_k \) as
\[
\frac{d}{dt} \langle \hat{H}_k(t) \rangle = \frac{d}{dt} \langle \hat{H}_k(t) \rangle_{\text{int}}(t) - \langle \frac{d}{dt} \hat{V}_k(t) \rangle \hat{X}_k(t).
\]
The time derivatives, \( \frac{d}{dt} \langle \hat{H}_k(t) \rangle_{\text{int}}(t) \) and \( \langle \frac{d}{dt} \hat{V}_k(t) \rangle \hat{X}_k(t) \), are given by the time differentiation of Eq. (24.19) for \( \hat{A} = \hat{V}_k \) and Eq. (24.19) for \( \hat{A} = \frac{d}{dt} \hat{V}_k \), respectively. This immediately leads to the expression for the \( k \)th HC in Eq. (24.14).
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Chapter 25
Cooling to Absolute Zero:
The Unattainability Principle

Nahuel Freitas, Rodrigo Gallego, Lluís Masanes and Juan Pablo Paz

25.1 Introduction

The necessity of the third law of thermodynamics and its physical content were heatedly debated by Nernst, Planck and Einstein at the beginning of the 20th century. Several inequivalent formulations of the law [1–4] were proposed, but the one that has been mostly considered by subsequent authors is the

Unattainability principle: It is impossible by any procedure, no matter how idealized, to reduce any assembly to absolute zero temperature in a finite number of operations (Nernst [5]).

The above statement makes use of ambiguous concepts such as “procedure” and “operation” which are concomitant to formulations of thermodynamics present at the time. Within the contemporary formulation of thermodynamics, by “any procedure”
it is meant any process whose underlying dynamics is unitary, and hence, it does not include measurements or preparations (unless the measurement apparatus is included in the “assembly”). Note that, otherwise, we could violate the unattainability principle (UP) simply by measuring the energy of a two level system and conditionally driving it to its ground state.

Another ambiguity is the notion of “operation”, on which, supposedly, any procedure can be decomposed. A finite number of operations translates simply in that the duration of the overall procedure is finite. This relation between finiteness of time and number of operations is reminiscent of the very specific type of thermodynamic operations (isothermal, adiabatic, etc.) considered at the time. At present, however, we would like a formulation of the UP that applies to the widest range of physical procedures—not necessarily decomposable into specific types of operations—hence, we need to generalize the constraint that \textit{the time duration of the procedure is finite} in a setup-independent fashion. This can be done with the following

\begin{center}
\textbf{Finiteness assumption:} \textit{Within a finite time, a system can only interact with finitely-many other systems, each having effectively finite size. Also, within a finite time, only a finite amount of work can be injected into a system.}
\end{center}

The notion of “finite size” that appears in the above assumption is formalized in different ways: finite heat capacity, finite volume (Sect. 25.4), finite Hilbert space dimension (Sect. 25.3) and finite largest eigenvalue of the Hamiltonian (Sect. 25.5). The finiteness of the volume can be justified by, for example, invoking the finite speed of information propagation from Special Relativity or the Lieb-Robinson bound [6]. The finiteness of the Hilbert space dimension is more appropriate in the context of quantum computers and artificial systems. This is particularly relevant because quantum computation requires initial pure states, and as we see below, the task of distilling pure states is essentially equivalent, in relation to the UP, to that of cooling to absolute zero.

The Finiteness Assumption also puts limits on the amount of thermodynamic resources (Sect. 25.3) and work (Sects. 25.4 and 25.5) that can be consumed in a cooling process. The translation of “time” to all these mentioned physical parameters allows to go beyond the original UP, and provide quantitative versions of it. That is, relationships between the lowest achievable temperature and the value of the physical parameters associated to time.

This chapter is organized as follows: In Sect. 25.2 we lay out and discuss the assumptions and features of a general cooling protocol. In Sect. 25.3 we show recent bounds on cooling protocols with infinite heat baths and catalysts using states out of equilibrium as a resource for cooling [7]. In Sect. 25.4 we consider the case of work as a resource for cooling in the presence of a finite heat bath [8]. In Sect. 25.5 we present formulations of the UP in terms of the dimension of the heat bath. Lastly, in Sect. 25.6 we consider a less general scenario of more practical relevance by studying the cooling bounds and the UP for networks of harmonic oscillators [9].
25.2 General Setup for Cooling Processes

In the following we lay out a general framework that includes as particular cases the different types of cooling protocols. This general cooling process consists of a joint transformation of the following subsystems:

- **The system** $S$ is what we want to cool down to the lowest possible temperature. The system has Hilbert space dimension $d_S$, and its initial and final states are denoted by $\rho_S$ and $\rho'_S$ respectively. The Hamiltonian $H_S$ has ground-space projector $P_{gr}$ with degeneracy $g$, and the energy gap above the ground state is $\Delta$. Most of the following results apply to the case where the system is initially in thermal equilibrium $\rho_S = \omega_\beta(H_S)$, at the same temperature than the bath $T = 1/\beta$, where we define the equilibrium state

$$\omega_\beta(H) := \frac{e^{-\beta H}}{\text{Tr}(e^{-\beta H})}.$$ (25.1)

The quality of the cooling procedure is quantified by the cooling error

$$\epsilon = 1 - \text{Tr}(\rho'_S P_{gr}) ,$$ (25.2)

or the final temperature-like quantity

$$T' \geq \frac{\Delta}{\ln(d_S/g\epsilon)} .$$ (25.3)

The unattainability results that are presented in what follows, constitute lower bounds for the quantities $\epsilon$ and $T'$, which prevent them to be zero.

- **The bath** $B$ can be seen as the environment of the system, and as such, it is in thermal equilibrium $\rho_B = \omega_\beta(H_B)$ at temperature $T = 1/\beta$. The role of the Bath is to absorb entropy from the system $S$ contributing to its temperature reduction. The Hilbert-space dimension of the bath can be finite $d_B$ or infinite. Its Hamiltonian $H_B$ has energy range $J_B = \lambda_{\text{max}}(H_B) - \lambda_{\text{min}}(H_B)$, where $\lambda_{\text{max/min}}(H_B)$ are its largest/lowest eigenvalue. The energy range $J_B$ can also be finite or infinite.

- **The catalyst** $C$ represents the machine that we use for cooling. As a tool, its initial and final states must be equal $\rho'_C = \rho_C$, such that, at the end of the protocol it can be re-used in the next repetition of the process (Sect. 25.3).

- **The resource** $R$ is the fuel that will be consumed in the cooling transformation. As such, there are no constraints on the final state of the resource $\rho'_R$. The initial state of the resource must necessarily be not in equilibrium $\rho_R \neq \omega_\beta(H_R)$, and its utility increases when increasing its energy and/or decreasing its entropy. Thermodynamic work can also be seen as a type of resource with conditions on its final state, so that, dumping entropy in $\rho'_R$ is not allowed.
Once the subsystems of the cooling protocol have been presented we state now formally some fundamental assumptions that are used in the rest of the chapter.

- **Independence Assumption.** All subsystems are initially in a product state \( \rho_S \otimes \rho_B \otimes \rho_C \otimes \rho_R \), and the total Hamiltonian is initially non-interacting \( H = H_S + H_B + H_C + H_R \).

- **Unitarity Assumption.** The joint transformation of all subsystems is unitary:

\[
\rho'_S = \text{Tr}_{BCR}[U (\rho_S \otimes \rho_B \otimes \rho_C \otimes \rho_R) U^\dagger]
\]  

(25.4)

where \( U \) is a unitary operator.

- **Energy Conservation** is the requirement that the global unitary commutes with the total Hamiltonian \([U, H] = 0\). This assumption is considered in Sect. 25.3. On the other hand, in Sects. 25.4 and 25.5, the unitary operator \( U \) is unrestricted. This energetic imbalance is compensated by an expenditure or generation of work. In general, this work fluctuates, taking different values in different repetitions of the procedure, or adopting coherent super-positions. It is important to mention that any non-energy-conserving unitary \( U \) can be simulated by an energy-conserving one \( V \) acting on a larger compound

\[
U \rho_S U^\dagger = \text{Tr}_R(V \rho_S \otimes \rho_R V^\dagger),
\]

(25.5)

where \([V, H_S + H_R] = 0\). For this to be possible, the Hamiltonian \( H_R \) and the state of the extra system \( \rho_R \) have to be of a particular form [10].

Although giving up on the Independence Assumption might be of interest, it is ubiquitously assumed in the derivation of bounds and laws of thermodynamics and necessary to obtain usual derivations of the second law of thermodynamics [11]. However, it is important to mention that recent efforts [12] are going beyond this framework. Regarding the Unitarity Assumption it is mainly motivated by the formalism of quantum mechanics, which prescribes a unitary evolution for systems evolving under time-dependent Hamiltonians [13, 14].

The following table includes the classification of all the unattainability results explained in this chapter (first column). The “limiting factor” (second column) contains the physical parameters that need to become infinite in order to achieve absolute zero. These can be: the Hilbert-space dimension of the bath \( d_B \), the energy range of its Hamiltonian \( J_B \), the heat capacity of the bath \( C_B(E) \) (defined in Sect. 25.4). The smaller the value of these parameters is, the further from absolute zero the final state of the system becomes. The third column tells us which results assume energy conservation (“yes”), and which ones require fluctuating work to compensate for the energetic imbalances (“no”). The fourth column specifies which results assume that the heat bath has finite volume, and which do not. The fifth column informs us about the thermodynamical resource that fuels the transformation. This can be work, non-equilibrium resources \( \rho_R \), or both. The sixth column tells us which setups include a catalyst and which do not.
25.3 Cooling with Finite Resources

In this section we will summarize the results of Ref. [7]. There, cooling processes are considered which involve arbitrary heat bath and catalyst. The only limiting factor is the size of the resource R, which is assumed to be finite dimensional, and, as we will see, the lowest possible temperature can be compactly expressed as a function of the initial state of the resource $\rho_R$.

We will use the set-up of catalytic thermal operations [13, 19, 20] applied to the task of cooling. For this, consider a thermal bath $B$ described by state and Hamiltonian $(\omega_\beta(H_B), H_B)$, a catalyst $(\sigma_C, H_C)$ and a finite-dimensional resource $R$ described by $(\rho_R, H_R)$. We do not impose any restriction on the size or dimensionality of $B$ and the dimension of $C$ and allow for arbitrary $H_B, \sigma_C$ and $H_C$. These three systems are brought to interact with a system $S$ which one aims at cooling and is initially at thermal equilibrium with the thermal bath, that is $\rho_S = \omega_\beta(H_S)$. By imposing the three assumptions laid out in Sect. 25.2 —namely, Independence, Unitarity and Energy Conservation— and that the catalyst is returned in the same state we obtain transitions of the form

$$\rho'_S \otimes \sigma_C = \text{Tr}_B[U \rho_R \otimes \rho_S \otimes \sigma_C \otimes \omega_\beta(H_B) U^\dagger].$$

(25.6)

where $U$ commutes with the total Hamiltonian. Note that we demand that the catalyst is returned in the same state and uncorrelated with the system $S$ that one aims at cooling, in this way, it can be re-used for arbitrary future transitions. The allowed transitions of the form (25.6) have been characterized in Ref. [20] for diagonal states, that is, with $[\rho_R, H_R] = 0$ and $[\rho'_S, H_S] = 0$. It is shown that a transition is possible if and only if

$$S_\alpha(\rho_R \| \omega_\beta(H_R)) \geq S_\alpha(\rho'_S \| \omega_\beta(H_S)) \quad \forall \alpha \geq 0,$$

(25.7)

where $S_\alpha$ are so-called Renyi-divergences. Note that it is in principle necessary to check an infinite number of conditions —one for each real value of $\alpha$— to certify that the cooling protocol is possible. In Ref. [7] it is shown that in the limit of very small final temperature $T'$ the infinite set of conditions reduces essentially to the evaluation of a single function, referred to as vacancy, and defined by

$$V_\beta(\rho, H) := S(\omega_\beta(H) \| \rho),$$

(25.8)
where $S$ is the quantum relative entropy defined as $S(\rho\|\sigma) = \text{Tr}(\rho \log \rho) - \text{Tr}(\rho \log \sigma)$. The vacancy becomes a key quantity in relation with the UP, since it is shown that sufficient and necessary conditions for cooling to sufficiently low $T'$ are given respectively by

$$
\mathcal{V}_\beta(\rho_R, H_R) - K(\rho_R, H_R, \rho_S, H_S, \beta) \geq \mathcal{V}_\beta(\rho_S, H_S),
$$

(25.9)

$$
\mathcal{V}_\beta(\rho_R, H_R) \geq \mathcal{V}_\beta(\rho_S, H_S),
$$

(25.10)

where $K(\rho_R, H_R, \rho_S, H_S, \beta) \to 0$ as $T' \to 0$. (See [7] for a definition of $K$.) Hence, in the limit of very cold final states where the UP applies, both inequalities converge to a single one ruled by the vacancy. These conditions can be also re-expressed for the multi-copy case $\rho_R = \rho^\otimes n$, where each copy has a local Hamiltonian $h$, to obtain lower bound for the final temperature $T'' \geq k(n\mathcal{V}_\beta(\rho, h))^{-1}$ where $k$ is a constant.

It is illustrative to compare these bounds with the actual cooling rates achieved by protocols of Algorithmic Cooling [21–24]. For example, in the seminal work of Ref. [21] it is considered a cooling protocol like the ones described in Sect. 25.2 but without heat bath nor catalyst, and simply a resource $R$ of the form $\rho^\otimes n$ with trivial Hamiltonian $h = 0$. This protocol provides a cooling error that decreases exponentially with the size of the resource $\epsilon \propto \exp(-kn)$ with $k$ being a constant. In turn, the inequality (25.10) implies a bound of the form $\epsilon \geq C \exp(-Rn)$ with $C$ and $R$ being constants which depend of $\mathcal{V}_\beta(\rho, h)$. This has as an implication that for the case of $i.i.d.$ resources the simple protocol of algorithmic cooling from Ref. [21] offers an exponential scaling which is (up to factors in the exponent) optimal, even within the much larger family of of protocols which employ an arbitrarily large bath and catalyst as considered here.

Lastly, let us briefly mention on the significance that the vacancy rules low temperature cooling. For this, it is illustrative to compare to formulations of the second law which bound the extractable work from a given resource $\rho_R$. As it is well-known, the extractable work $W$ satisfies

$$
W \leq F_\beta(\rho_R, H_R) - F_\beta(\omega(H_R), H_R) \propto S(\rho_R\|\omega(\beta,H_R))
$$

(25.11)

where $F_\beta(\rho, H) = \text{Tr}(\rho H) - \beta^{-1}S(\rho)$ is simply the free energy [10, 25, 26]. Importantly, note the similarities between the vacancy (25.8) and the r.h.s. of (25.11). This gives a common interpretation for the second and third laws in terms of a common function, the relative entropy, which can be regarded as a distance, or a measure of distinguishability between quantum states. The ordering of the arguments is related with strategies of hypothesis testing to discriminate between both states [27]. In this way one arrives to the general explanation that the value of a given resource is determined by its distinguishability from its thermal state, this is measured with the free-energy for the task of work extraction, and measured with the vacancy for the task of cooling.
25.3.1 Work as a Resource for Cooling

It is also possible to incorporate in the framework of this section models of work as a particular case of a resource. As already laid out in Sect. 25.2, it is possible to simulate the action of a unitary evolution which inputs work—that is, with $[U, H] \neq 0$— by considering an external system, $R$ in this case, which compensates for the energy imbalance. For this one can follow the approach of Ref. [13] considering as a resource $R$ a qubit in state $\rho_R = |1\rangle \langle 1|$ and with Hamiltonian $H_R = W |1\rangle \langle 1|$. One finds that in this case it is possible to cool down to absolute zero, since the transition

$$\omega_\beta(H_S) \otimes |1\rangle \langle 1| \mapsto |0\rangle \langle 0| \otimes |0\rangle \langle 0|$$

is possible whenever $W > \log Z_\beta$, where $Z_\beta$ is the partition function of $S$ [13]. Although this seems to be in contradiction with the third law of thermodynamics, we note that this procedure only works if the initial resource $\rho_R$ is exactly pure. If instead we consider slightly noisy work $\rho_R = \epsilon |0\rangle \langle 0| + (1 - \epsilon) |1\rangle \langle 1|$, then perfect cooling is impossible for any $\epsilon > 0$, regardless of the value of $W$ (even if it diverges) [7]. In this sense, perfect cooling is only possible if we have already as a resource a state which is not full-rank.

25.3.2 Cooling by Building up Correlations

In the description of the catalytic thermal operations of Eq. (25.6) we impose that the catalyst is returned in the same state and also uncorrelated with the system being cooled $S$. Possible alternatives to this scenario have been recently considered [18, 28, 29], where the system $S$ is allowed to build correlations with the catalyst. In this way, the l.h.s. of (25.6) is substituted by a possibly correlated state $\rho_{SC}'$ so that $\text{Tr}_S(\rho_{SC}') = \sigma_C$. These correlations do not prevent one from re-using the catalyst for subsequent cooling protocols. In particular, suppose that we have a series of uncorrelated systems $S_1, \ldots, S_N$ that we want to cool. One can first apply a cooling protocol using $S_1$ and $C$, initially uncorrelated, and produce $\rho_{S_1C}'$. Afterwards, the catalyst is re-used together with $S_2$ for another repetition of the cooling protocol, which is possible regardless of the correlations that $C$ has established with $S_1$. Building up correlations in this form is advantageous for implementing cooling processes as shown in Ref. [18]. There it is shown that, if two diagonal states $[\rho_R, H_R] = [\rho'_S, H_S] = 0$ satisfy $F_\beta(\rho_R, H_S) \geq F_\beta(\rho'_S, H_S)$ then there always exist a catalyst and a thermal bath so that

$$\gamma_{SC} = \text{Tr}_B(U \rho_R \otimes \omega_\beta(H_S) \otimes \sigma_C \otimes \omega_\beta(H_B)U^\dagger)$$

with $U$ commuting with the total Hamiltonian, $\text{Tr}_S(\gamma_{SC}) = \sigma_C$ and $\text{Tr}_C(\gamma_{SC})$ arbitrarily close to $\rho'_S$. This can be used to cool at arbitrarily low temperatures while
employing finite resources. For instance, take \( \rho_R \) to be a qubit so that 
\[
F(\rho_R, H_R) > F(|0\rangle\langle 0|, H_S)
\]
where \(|0\rangle\langle 0|\) is the ground state of \( H_S \). One can always find such a state \( \rho_R \) by making it sufficiently energetic. Then Eq. (25.13) implies that it is possible to cool as close to zero temperature as desired just with \( \rho_R \) as a resource. It is natural to ask now if this represents a violation of the UP. It turns out that the dimension of \( C \) and \( B \), at least this is the case in the construction of Ref. [18], diverge as we approximate better the final zero temperature state. Hence, using the Finiteness Assumption introduced in Sect. 25.1, one would also require diverging time to implement this protocol. On the other hand it is to date unclear what is the particular scaling of the dimension of \( CB \) in the optimal construction, hence it is open in this scenario which are the actual bounds relating time and temperature.

### 25.4 Cooling with a Bath Having Finite Heat Capacity

The Finiteness Assumption (Sect. 25.1) imposes that, within a process lasting for a finite time, the volume of the effective heat bath assisting the transformation must be finite. In physical setups where this volume is not defined, one can impose, alternatively, the finiteness of the heat capacity or free energy. We stress that the finiteness of these quantities is independent to that of the Hilbert space dimension. And in particular, a finite region of a typical heat bath (radiation, air, etc) is described by an infinite-dimensional Hilbert space.

The Finiteness Assumption also imposes that, within a finite time, the amount of work injected into the system and bath must remain finite. In general, this work expenditure fluctuates, taking different values in different repetitions of the procedure, or adopting quantum super-positions. Since the UP is a bound on the worst-case cooling time (not the average time), the relevant quantity here is the worst-case work (not the average work). Also, the necessity of considering the worst-case work follows from the observation that, if the worst-case work is not constrained then perfect cooling is possible with a heat bath consisting of a single harmonic oscillator (Sec. V in [15]).

The physical setup considered in [8] is the following. The global unitary \( U \) characterizing the transformation

\[
\rho'_S = \text{Tr}_B(U \rho_S \otimes \rho_B U^\dagger)
\]  

is not required to commute with the total Hamiltonian \( H = H_S + H_B \). This violation of energy conservation must be compensated by an expenditure or generation of work. That is, energy that is injected into the system and bath without changing their entropy. There are different ways to define work in this setup, a standard definition being the average value \( \tilde{W} = \text{Tr}[(H - U^\dagger H U) \rho_S \otimes \rho_B] \). However, as mentioned above, we need to consider the worst-case work

\[
W_{wc} = \max_{\phi_1, \phi_2} \left\{ E_2 - E_1 : \langle \phi_2 | U | \phi_1 \rangle \neq 0 \text{ and } H | \phi_{1,2} \rangle = E_{1,2} | \phi_{1,2} \rangle \right\}. \tag{25.15}
\]
That is, the largest transition between the energy levels of $H$ generated by $U$. Note that this expression only makes sense when the initial state $\rho_S \otimes \rho_B$ has full rank, which is our case. Finally, we remark that this setup does not include a catalyst, and, whether a catalyst would constitute an advantage is an open problem.

### 25.4.1 Results

For the sake of simplicity, here we consider the case where the Hilbert space of the system has finite dimension $d_S$ and its initial state is thermal at the same temperature than the bath $\rho_S = \omega_B(H_S)$. The general case is analyzed in [8]. Next we see that, in the context of the UP, a central quantity is the density of states of the bath $\Omega(E)$, that is, the number of eigenvalues of $H_B$ within an energy window around $E$. This allows to write Boltzmann’s entropy as $\ln \Omega(E)$.

The most general result of this section is the following. In any cooling process assisted by a bath with density of states $\Omega(E)$, and using worst-case work $W_{wc}$, the “cooling error” $\epsilon$ satisfies, to leading order,

$$\epsilon \geq \frac{\Omega(E_0) e^{-E_0/T}}{\text{Tr}(e^{-H_B/T})},$$

(25.16)

where $E_0$ is the solution of equation

$$\frac{\partial \ln \Omega(E_0)}{\partial E_0} = \frac{\ln(2d_S/3g)}{W_{wc}}.$$

(25.17)

By “leading order” it is meant that the bound holds for sufficiently large $W_{wc}$. Equation (25.17) always has a unique solution, provided that the micro-canonical heat capacity of the bath

$$C_B(E) = -\left(\frac{\partial \ln \Omega(E)}{\partial E}\right)^2 \left(\frac{\partial^2 \ln \Omega(E)}{\partial E^2}\right)^{-1}$$

(25.18)

is positive and finite for all $E$. (An example of system with negative heat capacity is a black hole.)

It is important to mention that bound (25.16) can be applied to any thermodynamical transformation $\rho_S \rightarrow \rho'_S$ that decreases the rank of the state. Where neither the initial nor the final states need to be thermal. In this more general case we define $d_S = \text{rank}(\rho_S)$ and $g = \text{rank}(\rho'_S)$, and note that nothing in Eqs. (25.16) and (25.17) depends on $H_S$. (This is because we are in the regime $W_{wc} \gg \|H_S\|_{\infty}$.) In particular, setting $H_S = 0$, $d_S = 2$ and $g = 1$, we arrive at the scenario called Landauer’s Erasure (see Sect. 25.5.1). This shows that the tasks of cooling and erasing information are essentially equivalent.

In order to understand how this result works, let us apply it to a very general family of baths with density of states $\Omega(E, V) = \exp(aV^{1-\nu}E^\nu)$, where $\nu$ is a free
parameter in the range $0 < \nu < 1$. Note that the associated Boltzman entropy is extensive \( \ln \Omega(2E, 2V) = 2 \ln \Omega(E, V) \). Substituting this in (25.16) and (25.17) we obtain the explicit bound

\[
\epsilon \geq \exp \left[ -\frac{V}{T} \left( \frac{a\nu W_{wc}}{\ln(2dS/3g)} \right)^{\frac{1}{\nu}} \right].
\]  

(25.19)

As expected, the larger \( V \) and \( W_{wc} \) are, the lower \( \epsilon \) can become. An interesting observation is that, the faster \( \Omega(E) \) grows (\( \nu \) closer to 1), the weaker is the bound. Therefore, we can obtain the most general unattainability result by applying result (25.16) to the heat bath with fastest growth of its density of states \( \Omega(E) \). To our knowledge, the system with fastest \( \Omega(E) \) growth is electro-magnetic radiation (or any massless bosonic field), whose density of states is of the form written above with parameters \( \nu = 3/4 \) and \( a = \frac{4}{3} \frac{15^{-1/4}}{\sqrt{\pi}} (c\hbar)^{-3/4} \). Therefore, at this point, we can obtain a universal unattainability result if we use inequality (25.3) and substitute in our bound (25.19) with the parameters of electro-magnetic radiation, obtaining

\[
T' \geq \frac{15c^3\hbar^3}{\pi^2} \ln^4 \left( \frac{2dS}{3g} \right) \frac{T\Delta}{VW_{wc}^4},
\]  

(25.20)

in the regime of large \( V \) and \( W_{wc}^4 \).

Finally, let us write an UP in terms of time \( t \). From special relativity we have that \( V \leq (ct)^3 \), and considering, for example, the linear relation \( W_{wc} \propto t \), we obtain

\[
T' \geq \text{const} \frac{1}{t^7}.
\]  

(25.21)

Other setups will have different relations between \( V, W_{wc}^4 \), and \( t \). But one can always substitute those in (25.20) and obtain a suitable UP in terms of time.

### 25.5 Cooling with a Finite-Dimensional Bath

#### 25.5.1 Landauer’s Erasure

The aim of Landauer’s Erasure is to transform any given state \( \rho_S \) to a fixed pure state \( |0\rangle\langle 0| \), where the Hamiltonian of the system is trivial \( H_S = 0 \). For this to be possible, all the entropy from \( \rho_S \) has to be transferred to the bath by consuming work. Here we consider erasure protocols where any unitary acting on \( SB \) is allowed, without necessarily commuting with the total Hamiltonian. After tracing out the bath we obtain the final state

\[
\rho'_R = \text{Tr}_B (U \rho_S \otimes \omega_\beta (H_B) U^\dagger).
\]  

(25.22)
Limitations on the purity of the final state $\rho_S'$ have been investigated in Ref. [16] where it is shown that

$$\lambda_{\text{min}}(\rho_S') \geq e^{-\beta J_B} \lambda_{\text{min}}(\rho_S),$$  \hspace{1cm} (25.23)

where $\lambda_{\text{min}}(\rho)$ is the smallest eigenvalue of $\rho$ and $J_B = \lambda_{\text{max}}(H_B) - \lambda_{\text{min}}(H_B)$ is the energy range of $H_B$. If one assumes a linear scaling of $J_B$ with the size of $B$, this provides bounds with a similar scaling of those for algorithmic cooling (see discussion in Sect. 25.3). Note also that the fluctuations of external work applied in the process can be at most $J_B$. The bound (25.23) exemplifies that for obtaining perfectly pure states $\lambda_{\text{min}}(\rho_R') = 0$ the norm of the bath’s Hamiltonian has to diverge, which will also affect the worst-case work, again in the spirit of the results laid out in Sect. 25.4.

### 25.5.2 Other Results

The following two results address the problem of cooling a qubit with Hamiltonian $H_S = \Delta \vert 1 \rangle \langle 1 \vert$. In Scharlau’s result [17] the initial state of the qubit is $\rho_S = \vert 1 \rangle \langle 1 \vert$. But despite being pure, it is not trivial to map it to $\vert 0 \rangle \langle 0 \vert$, because only energy-conserving unitaries are allowed in that setup. This implies that the final temperature of the system is bounded by

$$T' \geq \frac{T \Delta}{J_B + T \ln d_B}.$$  \hspace{1cm} (25.24)

In Allahverdyan’s result [15], the initial state of the qubit is thermal $\rho_S = \omega_\beta(H_S)$ at the same temperature than the bath. This state has more entropy than the one considered in (25.24), and hence cooling requires more effort. On the other hand, arbitrary unitaries are allowed here, giving

$$T' \geq \frac{T \Delta}{J_B}.$$  \hspace{1cm} (25.25)

### 25.6 Cooling with Linear Quantum Refrigerators

In this section we explain a rather independent development with the goal of identifying fundamental limits for cooling on a specific class of quantum refrigerators. The results presented in the previous sections are based on the assumption that one has access to arbitrary energy conserving operations over the compound of subsystems given by the system to be cooled, the thermal bath, catalyst, and work reservoirs. This is important in order to assess the ultimate limitations for achieving a particular task, which is cooling in this case. However, the operations that are actually available in
practice are much more restricted. Thus, it is also relevant to study the fundamental limitations for less general cooling schemes, that however more closely resemble experimental settings.

We consider the following family of linear and driven quantum refrigerators. A central system, an arbitrary network of harmonic oscillators, is connected to different and independent bosonic thermal reservoirs at different temperatures (see Fig. 25.1). The central network is thus open and can also be driven parametrically, by changing in time the frequency of each oscillator in the network and the interactions between them. The goal is to drive the system in order to cool a given thermal reservoir, extracting energy out of it. Many experimental cooling techniques can be viewed in this way. For example, during laser cooling of trapped ions, the internal electronic degrees of freedom are driven by a laser field and act as a ‘heat pump’ that removes energy from the motional degrees of freedom, dumping it into the electromagnetic field as emitted photons.

The proposed model has the virtue of being exactly solvable, without invoking common approximations for the description of open and driven quantum systems. Therefore, it is possible to obtain and interpret clear mathematical expressions for key thermodynamic quantities, like work and heat currents. Despite its simplicity, this general model of thermal machines displays interesting features. We will see that the fundamental limit for cooling in this kind of machines is imposed by a pair creation mechanism analogous to the Dynamical Casimir Effect (DCE). Also, it will be clear that this process cannot be captured by standard techniques based on master equations valid up to second order in the coupling between the central system and the thermal reservoirs.

### 25.6.1 The Model

Figure 25.1 shows a scheme of the considered model. Each black circle represent one of the \( N \) quantum harmonic oscillators composing the network, and links between them represent bilinear interactions. The natural frequencies of each oscillator and the interactions between them can be changed in time. Therefore, the harmonic network is described by the following quadratic Hamiltonian:

\[
H_S(t) = \frac{1}{2} P^T M^{-1} P + \frac{1}{2} X^T V(t) X, \tag{25.26}
\]

where \( X \) and \( P \) are vectors whose components are the position and momentum operators of each oscillator, which satisfy the usual commutation relations, \([X_i, X_j] = [P_i, P_j] = 0 \) and \([X_i, P_j] = i\delta_{i,j} (\hbar = 1)\). The matrix \( M \) has the masses of each oscillator along the diagonal and zeros elsewhere, while the matrix \( V(t) \) encodes the frequencies of each oscillator and the interactions between them. The variation in time of the matrix \( V(t) \) allow us to model an external control that can be performed on the system.
Some nodes of the network are also connected to independent thermal reservoirs. We will model the reservoirs as collections of harmonic modes which are initially in a thermal state. Thus, the reservoir or environment $E_\alpha$ has a Hamiltonian

$$H_{E_\alpha} = \sum_{j=1}^{N_\alpha} \frac{\pi_{\alpha,j}^2}{2m} + \frac{m\omega_{\alpha,j}^2}{2} q_{\alpha,j}^2,$$

where the operator $q_{\alpha,j}$ is the position operator of the $j$th oscillator in the $\alpha$th environment, and $\pi_{\alpha,j}$ its associate momentum. Also, we consider a bilinear interaction between system and reservoirs through the position coordinates. Thus, for each environment $E_\alpha$ we have an interaction Hamiltonian

$$H_{S,E_\alpha} = \sum_{j,k} C_{\alpha,jk} X_j q_{\alpha,k},$$

(25.27)

where $C_{\alpha,jk}$ are time-independent interaction constants. Thus, the full Hamiltonian for system and reservoirs is $H_T(t) = H_S(t) + \sum_\alpha H_{E_\alpha} + \sum_\alpha H_{S,E_\alpha}$. In the following we will consider cyclic thermodynamic processes for which the driving performed on the network is periodic. Thus, the function $V(t)$ can be decomposed in terms of Fourier components $V_k$ as $V(t) = \sum_k V_k e^{i\omega_d t}$, where $\omega_d$ is the angular frequency of the driving.

As we explain below, thermodynamic quantities like heat currents can be obtained from the state of the central system alone. Thus, if $\rho_T(0) = \rho_S(0) \otimes \rho_E(0)$ is an initial product state for the system and the environment, our main objective is to calculate the subsequent reduced state for the system:

$$\rho_S(t) = \text{Tr}_E \left( U(t) \rho_T(0) U^\dagger(t) \right),$$

(25.28)

where the global unitary evolution $U(t)$ corresponds to the Hamiltonian $H_T(t)$. We can do that by solving the equations of motion for the system’s operators in the Heisenberg picture. The linearity of these equations (which follows from the quadratic structure of the total Hamiltonian) can be exploited to exactly integrate them in terms of the Green’s function of the system. A detailed explanation of the procedure is given in [30]. Here, it is enough to note that since the Hamiltonian is
quadratic in the phase space coordinates, if the full initial state is a Gaussian state, it will remain Gaussian during the time evolution. Therefore, a complete description of the central system state \( \rho_S(t) \) is given by the first moments \( \langle X_i \rangle \) and \( \langle P_j \rangle \), and the second moments \( \sigma_{ij}^{xx} = \langle X_i X_j \rangle \), \( \sigma_{ij}^{pp} = \langle P_i P_j \rangle \), and \( \sigma_{ij}^{xp} = \langle X_i P_j + X_j P_i \rangle / 2 \). Even if the initial state of the system is not Gaussian, in the regime where the interplay between the driving and the dissipation induced by the environments determines a unique asymptotic steady state, this state will also be Gaussian. Although we will assume in the following that the system is indeed in such regime, it should be pointed out that in general this will not be the case, since the driving could give place to parametric resonances, in which the dynamics is not stable and the memory of the initial state of the central system is never lost.

As said before, a central object in our treatment is the Green’s function of the harmonic network, which solves its equations of motion and exactly takes into account the driving and the dissipation induced by the environment. Explicitly, the Green’s function \( G(t, t') \) is the \( N \times N \) matrix which is the solution to the following integro-differential equation:

\[
M \frac{\partial^2}{\partial t^2} G(t, t') + V_R(t) G(t, t') + \int_0^t \gamma(t - \tau) \frac{\partial}{\partial \tau} G(\tau, t') d\tau = 0, \tag{25.29}
\]

with initial conditions \( G(t = t', t') = 0 \) and \( \frac{\partial}{\partial t} G(t = t', t') = 1 \). In the previous equation the matrix function \( \gamma(t) \), known as the ‘damping kernel’, takes into account the non-Markovian and dissipative effects induced by the environment on the network, and \( V_R(t) = V(t) - \gamma(0) \) is a renormalized potential energy matrix. Specifically, the coefficient \( G(t, t')_{j,k} \) encodes the response of the node \( j \) at time \( t \), as a result of a delta-like impulse on node \( k \) at time \( t' \). Under the assumptions that the driving \( V(t) \) is periodic and that the dynamics is stable, it can be shown that in the asymptotic regime this function accepts the following decomposition:

\[
G(t, t') = \frac{1}{2\pi} \sum_k \int_{-\infty}^{\infty} d\omega A_k(\omega) e^{i\omega(t-t')} e^{ik\omega t}, \tag{25.30}
\]

where the matrix coefficients \( A_k(\omega) \) can be found by solving a set of linear equations, and can be explicitly calculated in interesting limits such as the weak driving limit \( |V_k| \ll |V_0| \). From Eq. (25.30), it is possible to show that for long times the system attains an asymptotic state which is periodic (with the same period as the driving) and is independent of the initial state. Also, the second moments \( \sigma_{ij}^{xx}(t) \), \( \sigma_{ij}^{pp}(t) \), and \( \sigma_{ij}^{xp}(t) \) in the asymptotic state can be explicitly calculated in terms of \( A_k(\omega) \) (see Eq. (25.36) below).

In addition to the Green’s function of the network, that characterizes its dynamics, there are other important quantities that characterize the reservoirs to which the network is connected. They are the spectral densities \( I_\alpha(\omega) \), one for each reservoir \( \mathcal{E}_\alpha \), which are \( N \times N \) matrices with coefficients defined as
\[ [I_\alpha(\omega)]_{j,k} = \sum_{p=1}^{N_{\alpha}} \frac{1}{m_\omega} C_{\alpha,jp} C_{\alpha,kp} \delta(\omega - \omega_{\alpha,p}), \quad (25.31) \]

where \( C_{\alpha,jp} \) are the coupling constants appearing in Eq. (25.27).

### 25.6.2 Definition of Work and Heat Currents

We must now define the basic notions of work and heat in our setting. For this, we can inspect the different contributions to the total time variation of the energy of the central system, \( H_S \), which satisfies

\[
\frac{d\langle H_S \rangle}{dt} = \langle \partial H_S / \partial t \rangle - i \sum_\alpha \langle [H_S, H_S, \alpha] \rangle. \quad (25.32)
\]

Thus, the variation of the energy induced by the explicit time dependence of the system’s Hamiltonian is associated with work (more precisely, with power), as

\[
\dot{W} = \langle \partial H_S / \partial t \rangle. \quad (25.33)
\]

In turn, the variation of the energy of \( S \) arising from the interaction with each reservoir \( E_\alpha \) is associated with the heat flowing into the system per unit time, which we denote as \( \dot{Q}_\alpha \) and turns out to be

\[
\dot{Q}_\alpha = -i \langle [H_S, H_S, \alpha] \rangle. \quad (25.34)
\]

Therefore, Eq. (25.32) is nothing but the first law of thermodynamics, i.e. \( d\langle H_S \rangle / dt = \dot{W} + \sum_\alpha \dot{Q}_\alpha \). In what follows we will study the average values of the work and the heat currents over a driving period (in the asymptotic regime). These quantities will be respectively defined as \( \bar{W} \) and \( \bar{Q}_\alpha \). Then, the averaged version of the first law is simply the identity \( 0 = \bar{W} + \sum_\alpha \bar{Q}_\alpha \). It is interesting to note that an alternative natural definition for the heat currents could have been given by the energy change of each reservoir, i.e., \( \dot{Q}_\alpha = -\langle dH_{E_\alpha} / dt \rangle \). As shown in [30], in the asymptotic regime and averaging over a driving period, these two definitions are equivalent. Thus, the energy lost by \( E_\alpha \) is gained by \( S \) over a driving period (equivalently, on average, no energy is stored in the interaction terms).

Introducing the explicit form of the Hamiltonians into Eq. (25.34) it is possible to arrive at the following expression for the average heat current corresponding to reservoir \( E_\alpha \):

\[
\bar{Q}_\alpha = \text{Tr} \left[ P_{\alpha} \overline{V(t)} \sigma^\psi(t) M^{-1} \right], \quad (25.35)
\]

where \( \overline{X(t)} \) represents the average value of \( X(t) \) over a period of the driving in the asymptotic state, and \( P_{\alpha} \) is a projector over the sites of the network connected to
reservoir $E_\alpha$. In turn, the matrix of position-momentum correlations $\sigma^{xp}(t)$ can be expressed as $\sigma^{xp}(t) = N \left[ \sum_{j,k} S^{xp}_{j,k} e^{i\omega_d(j-k)t} \right]$ with:

$$S^{xp}_{j,k} = \frac{1}{2} \sum_{\alpha} \int_{0}^{\infty} (\omega + k\omega_d) A_j(\omega, \omega_d) I_\alpha(\omega) I_k^\dagger(\omega, \omega_d) \coth(\omega/2T_\alpha) d\omega$$

(25.36)

where $T_\alpha$ is the temperature of the initial thermal state of reservoir $E_\alpha$. From these exact results it is possible to derive a physically appealing expression for $\dot{Q}_\alpha$, which has a simple and clear interpretation, as discussed in the following.

### 25.6.3 Heat Currents in Terms of Elementary Processes

It is possible to identify different contributions to the heat current $\dot{Q}_\alpha$, and to interpret them in terms of elementary processes that transport or create excitations in the reservoirs. In [30] it is shown that $\dot{Q}_\alpha$ can be decomposed as the sum of three terms:

$$\dot{Q}_\alpha = \dot{Q}^{\text{RP}}_\alpha + \dot{Q}^{\text{RH}}_\alpha + \dot{Q}^{\text{NRH}}_\alpha,$$

(25.37)

which, respectively, are referred as the ‘resonant pumping’ (RP), ‘resonant heating’ (RH), and ‘non-resonant heating’ (NRH) contributions. We will describe below the explicit form of each of these contributions and their physical interpretation in terms of elementary processes. The central quantity appearing in the explicit expressions for $\dot{Q}^{\text{RP}}_\alpha$, $\dot{Q}^{\text{RH}}_\alpha$ and $\dot{Q}^{\text{NRH}}_\alpha$ is the following ‘transfer’ function:

$$p_{\alpha,\beta}^{(k)}(\omega) = \frac{\pi}{2} \text{Tr} \left[ I_\alpha(|\omega + k\omega_d|) A_k(\omega) I_\beta(\omega) A_k^\dagger(\omega) \right],$$

(25.38)

which combines the spectral densities $I_\alpha(\omega)$ (characterizing the spectral content and couplings of each reservoir) and the coefficients $A_k(\omega)$ (that determine the Green’s function $G(t, t')$ and therefore characterize the dynamics of the network). As it will be clear from what follows, the quantity $p_{\alpha,\beta}^{(k)}(\omega)$ can be interpreted as the probability per unit time that a quantum of energy $\omega$ is removed from $E_\beta$ while an quantum of energy $|\omega + k\omega_d|$ is dumped on $E_\alpha$, via absorption (or emission, depending on the sign of $k$) of an amount of energy equal to $|k\omega_d|$ from (or to) the driving field.

The resonant pumping (RP) contribution reads:

$$\dot{Q}^{\text{RP}}_\alpha = \sum_{\beta \neq \alpha} \sum_{k} \int_{0}^{\infty} d\omega \left[ \omega p_{\beta,\alpha}^{(k)}(\omega) N_\alpha(\omega) - (\omega + k\omega_d) p_{\alpha,\beta}^{(k)}(\omega) N_\beta(\omega) \right],$$

(25.39)

where $N_\alpha(\omega) = (e^{\omega/T_\alpha} - 1)^{-1}$ is the Planck distribution at the temperature $T_\alpha$ corresponding to the initial state of reservoir $E_\alpha$ (the Boltzmann constant is $k_b = 1$). The first term in Eq. (25.39) is positive and accounts for energy flowing out of $E_\alpha$: a
quantum of energy $\omega$ is lost in $E_\alpha$ and excites a mode of frequency $\omega + k\omega_d$ in $E_\beta$ after absorbing energy $k\omega_d$ from the driving. The second term corresponds to the opposite effect: a quantum of energy $\omega$ is lost from $E_\beta$ and dumped into a mode of frequency $\omega + k\omega_d$ in $E_\alpha$ after absorbing energy $k\omega_d$ from the driving. These processes are represented in Fig. 25.2a. In the same figure it is shown that the same processes can take place between two modes of the same reservoir, which, in overall, always results in heating of that reservoir (since initially low frequency modes are more populated than high frequency modes and therefore processes that increase the energy of the reservoir are more probable than their inversions). Thus, they are considered in the resonant heating (RH) contribution, which reads

$$\dot{Q}_{\text{RH}}^\alpha = - \sum_k \int_0^\infty d\omega \, k\omega_d \, p_{\alpha,\alpha}^{(k)}(\omega) \, N_\alpha(\omega) \quad (25.40)$$

The lower limit in the frequency integrals of Eqs. (25.39) and (25.40) is $0' = \max\{0, -k\omega_d\}$, since for $k < 0$ the mentioned processes can only take place if the frequency of the arrival mode, $\omega + k\omega_d$, is greater than zero.

Finally, the last contribution to the heat current is given by the non-resonant heating term $\dot{Q}_{\text{NRH}}$, which for a driving invariant under time reversal (i.e, such that $V(-t) = V(t + t_0)$), reads:

$$\dot{Q}_{\text{NRH}}^\alpha = - \sum_k \int_0^{k\omega_d} d\omega \, k\omega_d \, p_{\alpha,\alpha}^{(-k)}(\omega) \, (N_\alpha(\omega) + 1/2)$$

$$- \sum_{\beta \neq \alpha} \sum_k \int_0^{k\omega_d} d\omega \, (k\omega_d - \omega) \, p_{\alpha,\beta}^{(-k)}(\omega) \, (N_\beta(\omega) + 1/2) \quad (25.41)$$

$$- \sum_{\beta \neq \alpha} \sum_k \int_0^{k\omega_d} d\omega \, \omega \, p_{\beta,\alpha}^{(-k)}(\omega) \, (N_\alpha(\omega) + 1/2),$$
The physical meaning of this last expression is different than in the previous contributions. In this case, excitations are not transported among different modes, but created in pairs from the driving. For example, the first line of Eq. (25.41) takes into account processes in which energy $k\omega_d$ from the driving is used to simultaneously create two excitations in modes of reservoir $E_\alpha$ with frequencies $\omega$ and $k\omega_d - \omega$, in such a way that their sum equals $k\omega_d$ (note that only terms with $k > 0$ enter in the previous expression). The second and third lines of Eq. (25.41) account for processes in which the excitations are created in modes of different reservoirs, as depicted in Fig. 25.2b. Thus, at variance with the RP and RH processes, the ones giving rise to the NRH contribution do not conserve the number of excitations in the environment. Consequently, they always produce heating in all reservoirs (i.e, $\dot{Q}_{\alpha}^{\text{NRH}} \leq 0$).

The only contribution to the heat current capable of describing cooling of reservoir $E_\alpha$ is $\dot{Q}_{\alpha}^{\text{RP}}$. The other two contributions correspond to processes that end up heating reservoir $E_\alpha$ and are always negative. Thus, to cool this reservoir it is necessary to engineer the driving $V(t)$ or the spectral densities in order to satisfy the condition

$$\dot{Q}_{\alpha}^{\text{RP}} > |\dot{Q}_{\alpha}^{\text{RH}} + \dot{Q}_{\alpha}^{\text{NRH}}|. \quad (25.42)$$

Let’s suppose that all the reservoirs are at the same temperature $T$. As discussed next, there is always a minimum value of $T$ below which it is impossible to fulfill the previous condition. Thus, it is impossible to cool reservoir $E_\alpha$ below this minimum temperature.

### 25.6.4 Pairs Creation as a Limitation for Cooling

There are other important differences between the resonant and non-resonant contributions to the heat currents. In first place, we see from Eqs. (25.39) and (25.40) that $\dot{Q}_{\alpha}^{\text{RP}}$ and $\dot{Q}_{\alpha}^{\text{RH}}$ vanish in the limit of ultra-low temperatures ($T_\alpha \to 0 \forall \alpha$). In contrast, $\dot{Q}_{\alpha}^{\text{NRH}}$ does not vanish but (for $\omega_d > 0$) remains constant and negative in the same limit. This is natural, since in the ultra-low temperature regime there are no excitations to transport around, but they can still be created by the driving. Thus, we immediately see that for sufficiently low temperatures the pair creation mechanism described above will dominate over the other contributions and will prevent any cooling.

There is an interesting analogy that might help to understand the appearance of pairs creation in the environment of an open and driven quantum system. In fact, the integrand in the first line of Eq. (25.41) is analogous to the spectrum of created photons in the Dynamical Casimir Effect (DCE). The typical explanation of this effect involves an electromagnetic cavity with periodic boundary conditions. For example, in a cavity formed by two opposing mirrors, the oscillation of the mirrors induces the creation of photon pairs inside the cavity. In our setting, we can see the driven central system as a periodically changing boundary condition for the environmental modes. Therefore, it is natural to expect the creation of excitations pairs in the same
way as in the DCE. The role of the DCE as a fundamental limitation for cooling was, to the best of our knowledge, first identified in [31].

25.6.4.1 Pairs Creation and the Weak Coupling Approximation

Another important difference between the contributions \( \dot{Q}_\alpha^{\text{RP}} \) or \( \dot{Q}_\alpha^{\text{RH}} \) on one hand, and \( \dot{Q}_\alpha^{\text{NRH}} \) on the other hand, is their scaling with the coupling strength between the central system and the reservoirs. This can be understood as follows. First, lets assume that the spectral densities \( I_\alpha(\omega) \) are proportional to some frequency \( \gamma \), which typically fixes the rate of the dissipation that the environment induces on the central system, and is itself quadratic on the couplings between the system and reservoirs (see Eq. (25.31)). Also, for simplicity, lets focus in the weak driving regime (\(|V_k| \ll |V_0| \) for \( k \neq 0 \)). In this regime, up to second order in \( V_k \), we have that the matrix coefficients \( A_k(\omega) \) in the decomposition of the Green’s function (Eq. (25.30)) are given by \( A_k(\omega) = -\hat{g}(i(\omega + k\omega_d)V_k\hat{g}(i\omega)) \) for \( k \neq 0 \), where \( \hat{g}(i\omega) \) is the Laplace transform of the Green’s function of the network without driving. Therefore, the functions \( p_{\alpha,\beta}^{(k)}(\omega) \) are:

\[
p_{\alpha,\beta}^{(k)}(\omega) = \frac{\pi}{2} \text{Tr} \left[ I_\alpha(\omega + k\omega_d)\hat{g}(i(\omega + k\omega_d)V_k\hat{g}(i\omega)I_\beta(\omega)\hat{g}(-i\omega)V_k\hat{g}(-i(\omega + k\omega_d)) \right].
\]

(25.43)

These functions are proportional to \( \gamma^2 \). However, when integrated over the full frequency range, as in Eqs. (25.39) and (25.40), the result is proportional to \( \gamma \). The reason for this is the presence of poles, or resonance peaks, in the function \( \hat{g}(i\omega) \), whose contribution depends on the dissipation rate and thus on \( \gamma \). Then, the resonant parts of the heat current, \( \dot{Q}_\alpha^{\text{RP}} \) and \( \dot{Q}_\alpha^{\text{RH}} \), are proportional to \( \gamma \). In contrast, that is not always the case for \( \dot{Q}_\alpha^{\text{NRH}} \), since the integration range in the terms of Eq. (25.41) is limited to \( k\omega_d \) and might not include any resonance peak of the functions \( p_{\alpha,\beta}^{(-k)}(\omega) \).

As a simple example, if we have a purely harmonic driving at frequency \( \omega_d \) (i.e., we only have Fourier coefficients \( V_{\pm 1} \) and \( V_0 \), and \(|V_{\pm 1}| \ll V_0 \)), then \( \dot{Q}_\alpha^{\text{NRH}} \propto \gamma^2 \) for \( \omega_d < \Omega_0 \), where \( \Omega_0 \) is the smallest resonant frequency in \( p_{\alpha,\beta}^{(-1)}(\omega) \). Thus, in this situation, the creation of excitation pairs in the environment is a process of fourth order in the interaction Hamiltonian between system and reservoirs (recall that \( \gamma \) is second order in the interaction constants). For this reason, it is not captured by master equations that are derived under the ‘weak coupling’ approximation and are valid, as is usual, only to second order in the interaction Hamiltonian.

For high temperatures and in the weak coupling regime, the term \( \dot{Q}_\alpha^{\text{NRH}} \) can be disregarded in front of \( \dot{Q}_\alpha^{\text{R}} = \dot{Q}_\alpha^{\text{RP}} + \dot{Q}_\alpha^{\text{RH}} \). However for any fixed value of \( \gamma \), no matter how small, there exist a minimum temperature below which \( \dot{Q}_\alpha^{\text{NRH}} \) will dominate over \( \dot{Q}_\alpha^{\text{R}} \). This minimum temperature will depend on \( \gamma \), and from other details such as the driving protocol and the spectral densities of the reservoirs. An analysis of the minimum temperature for an adaptive procedure that was proposed to violate the unattainability principle [32] was presented in [30]. Also, in [9] it is shown that
the standard limits for Doppler and sideband cooling of a single quantum harmonic oscillator can be derived from this formalism as an special case. This is reviewed in the next section.

The breakdown of the weak coupling approximation for low temperatures is known and can also be deduced from the failure of this approximation to capture quantum correlations between system and environment in that regime [33]. However, our study of this exactly solvable model of driven and open quantum system allows us to understand what kind of processes are missed by that approximation. Also, it makes clear that the pair creation process is the one imposing a minimum achievable temperature for the studied family of driven refrigerators. As a final comment, we note that the if the pairs creation process is not taken into account, the validity of the unattainability principle depends on the properties of the spectral densities [34].

25.6.5 Cooling a Single Harmonic Oscillator

In this section we employ the formalism explained above to analyze a simple situation: the cooling of a single quantum oscillator. Analyzing the cooling limit for a single oscillator is relevant in several contexts, such as in the case of cold trapped ions [35], trapped atoms [36], or micromechanical oscillators [37]. For this we will consider that our working medium \( S \) is a single parametrically driven harmonic oscillator that is in simultaneous contact with two reservoirs. One of these reservoirs, \( E_A \), has a single harmonic mode that we want to cool. The other reservoir, \( E_B \), is where the energy is dumped (this reservoir typically represents the electromagnetic field).

As we will see, this model is an interesting analogy to other more realistic models for laser cooling. Notably, this simple model is sufficient to derive the lowest achievable temperatures in the most relevant physical regimes (and to predict their values in other, still unexplored, regimes).

Thus, we consider the spectral density of \( E_A \) to be such that

\[ I_A(\omega) = \tilde{I}_A \delta(\omega - \omega_m). \]  

(25.44)

where \( \omega_m \) is the frequency of the mode to be cooled and \( \tilde{I}_A \) is a constant measuring the strength of the coupling between \( E_A \) and \( S \). In this case, the frequency integrals needed to obtain the different contributions to the heat current \( \hat{Q}_A \) are trivial. Clearly, the RH contribution is absent since \( E_A \) consists only of a single mode. The lowest achievable temperature is defined as the one for which the heating and cooling terms balance each other. Using Eqs. (25.39) and (25.41) it is simple to compute their ratio as

\[
\left| \frac{\hat{Q}^{RP}_A}{\hat{Q}^{NRH}_A} \right| = \frac{\bar{n}}{1 + \bar{n}} \sum_{k \geq k_d} |I_B(k\omega_d + \omega_m)|^2 + \sum_{k \geq k_d} |I_B(k\omega_d - \omega_m)|^2 |A_{-k}(\omega_m)|^2,
\]

(25.45)

where \( k_d \) is the smallest integer for which \( k_d \omega_d > \omega_m \) and \( \bar{n} = N_A(\omega_m) \) is the average number of excitations in the motional mode. In order to simplify our analysis, we neglected the heating term appearing in the resonant pumping current \( \hat{Q}^{RP} \) (i.e., the
transport of excitations from $E_B$ to $E_A$). By doing this, we study the most favorable condition for cooling, assuming that the pumping of excitations from $E_B$ into $E_A$ is negligible. This is equivalent to assuming that the temperature of $E_B$ is $T_B \approx 0$. Although this is a reasonable approximation in many cases (such as the cooling of a single trapped ion) we should have in mind that by doing this, the limiting temperature we will obtain should be viewed as a lower bound to the actual one. Thus, the condition defining the lowest bound is that the ratio between the RP and NRH currents is of order unity. Using the previous expressions, it is simple to show that this implies that

$$\frac{\bar{n}}{\bar{n} + 1} = \frac{\sum_{k \geq k_d} I_B(k \omega_d - \omega_m)|A_{-k}(\omega_m)|^2}{\sum_{k \geq 1} I_B(k \omega_d + \omega_m)|A_k(\omega_m)|^2}. \tag{25.46}$$

To pursue our analysis, we need an expression for the Floquet coefficients $A_k(\omega)$. This can be obtained under some simplifying assumptions. In fact, if the driving is harmonic (i.e. if $V(t) = V_0 + V(e^{i\omega_d t} + e^{-i\omega_d t})$) and its amplitude is small (i.e. if $V \ll V_0$), we can use perturbation theory to compute the Floquet coefficients to leading order in $V$. In fact,

$$A_{\pm 1}(\omega_m) \approx -\hat{g}(i(\omega_d \pm \omega_m))V \hat{g}(i\omega_m). \tag{25.47}$$

These are the dominant terms when $\omega_d > \omega_m$ (which implies that $k_d = 1$). For smaller driving frequencies, which would require longer equilibration times and involve longer temporal scales, terms of higher order in $k$ (which are higher order in the amplitude $V$) should be taken into account. Using the above results, we find that

$$\frac{\bar{n}}{\bar{n} + 1} = \frac{I_B(\omega_d - \omega_m)|\hat{g}(i(\omega_d - \omega_m))|^2}{I_B(\omega_d + \omega_m)|\hat{g}(i(\omega_d + \omega_m))|^2}. \tag{25.48}$$

It is interesting to realize that this last expression can be rewritten as a detailed balance condition. In fact, this can be done by noticing that the Planck distribution satisfies the identity $\bar{n}/(1 + \bar{n}) = p_{n+1}/p_n$, where $p_n$ is the probability for the $n$-phonon state. Then, Eq. (25.48) can be rewritten as $P_{\text{heat}} = P_{\text{cool}}$, i.e. as the condition for the identity between the probability of a heating process and the one of a cooling process. The cooling probability, $P_{\text{cool}}$, is proportional to the product of $p_{n+1}$ (the probability of having $n + 1$-phonons in the motional mode), $|\hat{g}(i(\omega_d + \omega_m))|^2$ (the probability for propagating a perturbation with frequency $\omega_d + \omega_m$ through the work medium) and $I_B(\omega_d + \omega_m)$ (the density of final states in the reservoir where the energy of the propagating excitation is dumped). During this process the motional mode necessarily losess energy. This is the case because the energy propagating through $S$ is larger than the driving quantum. The extra energy propagating through $S$ is provided by $E_A$, that is therefore cooled. On the other hand, the heating probability, $P_{\text{heat}}$ is the product of $p_n$ (the probability for $n$-phonons in $S$), $|\hat{g}(i(\omega_d - \omega_m))|^2$ (the probability for propagating a perturbation with frequency $\omega_d - \omega_m$ through the
work medium) and \( I_B(\omega_d - \omega_m) \) (the density of final states in the reservoir where the energy is dumped). In this case, the motional mode necessarily gains energy because the energy propagating through \( S \) is smaller than \( \omega_d \) (the quantum of energy provided by the driving). The extra energy is absorbed by \( E_A \), which is therefore heated. It is interesting to note that this detailed balance condition is obtained from our formalism as a simple limiting case. A more general detailed balance condition can be read from Eq. (25.46) (which goes beyond the harmonic, weak driving or adiabatic approximations).

To continue the analysis it is necessary to give an expression for \( \hat{g}(s) \) (the propagator of the undriven work medium). For this we use a semi phenomenological approach by simply assuming that, in the absence of driving, the coupling with the reservoirs induces an exponential decay of the oscillations of \( S \). In this case, we can simply write \( \hat{g}(i\omega) = 1/((\omega - i\gamma)^2 - \omega_0^2) \), where \( \gamma \) is the decay rate and \( \omega_0 \) is the renormalized frequency of \( S \). The same expression is obtained if we assume that \( S \) behaves as if it were coupled with a single ohmic environment (this is indeed a reasonable assumption in many cases, which is equivalent to a Markovian approximation, but it certainly requires the back action of \( E_A \) on \( S \) to be negligible in the long time limit). Inserting this expression for \( \hat{g}(i\omega) \) into Eq. (25.48), we can ask what is the optimal value of the driving frequency \( \omega_d \) that minimizes \( \tilde{n} \), for given parameters \( \omega_0, \omega_m \) and \( \gamma \). As explained in detail in [9], in this way it is possible to recover the well known limits for the regimes of Doppler and sideband cooling. For the case of Doppler cooling, in which \( \gamma \gg \omega_m \), we obtain that the optimal driving frequency is \( \omega_d \simeq \omega_0 - \gamma \) and the corresponding minimum occupation is:

\[
\tilde{n}_{\text{doppler}} = \frac{\gamma}{2\omega_m} \frac{\omega_0}{\omega_0 - \gamma} \gg 1
\]  

(25.49)

under the additional assumption that \( \omega_0 \gg \omega_m \) (that is compatible with optical settings). In the opposite limit of sideband cooling (\( \gamma \ll \omega_m \)) we have that the minimum occupation is achieved for \( \omega_d = \omega_0 - \omega_m \) and is:

\[
\tilde{n}_{\text{sideband}} \simeq \frac{\gamma^2}{4\omega_m^2} \ll 1
\]  

(25.50)

under the same assumptions. However, our treatment is not restricted to these regimes and can be employed to obtain the optimal driving frequency and minimal occupation in the general case.

25.6.6 The Role of Pair Creation in Laser Cooling

According to the previous results, the origin of the lowest achievable temperature for the refrigerators we analyzed is imposed by pair creation from the driving. This is certainly not the typical explanation for the reason why laser cooling stops. However,
we will see now that pair creation has a natural role in laser cooling. The relevant processes that play a role in the resonant pumping and non resonant heating currents are shown in Fig. 25.3a (for $\omega_d > \omega_m$). Thus, the resonant pumping of energy out of $E_A$ (blue arrow in Fig. 25.3a) corresponds to a removal of a motional excitation (a phonon) and its transfer into the photonic environment. A phonon with frequency $\omega_m$ disappears in $E_A$ and a photon with frequency $\omega_0$ appears in $E_B$. This is possible by absorbing energy $\omega_d = \omega_0 - \omega_m$ from the driving. This process is usually visualized in a different way in the standard literature of laser cooling [38–40], as shown in Fig. 25.3b. This figure shows the energy levels of the combined system formed by $E_A$ and $S$. In our case, both systems are oscillators and each one of them has an infinite number of energy levels. However, we only pay attention to the lowest levels of $S$. Thus, the resonant pumping process (RP) takes the system from the lowest energy level of $S$ with $n$ phonons into the excited level of $S$ with $(n - 1)$ phonons. Then, as $S$ is coupled to the environment $E_B$, it decays from the excited $|e\rangle$ to the ground state $|g\rangle$ by emitting an excitation (a photon) in $E_B$, whose frequency is $\omega_0$. This is the key process responsible for sideband resolved laser cooling. The system is cooled because resonant pumping forces the combined $E_A - S$ system to move down in the staircase of energy levels.

However, if resonant pumping were the only relevant process, the above argument would induce us to conclude that laser cooling could achieve zero temperature: by going down the staircase of energy levels, $S$ would end up in its ground state and the motional mode would end up with $n = 0$ phonons. The reason why this does not happen is the existence of non resonant heating. This process is described as NRH in Fig. 25.3a. It corresponds to the creation of a pair of excitations consisting of a phonon and a photon. The phonon has frequency $\omega_m$ while the photon should have frequency $\omega_d - \omega_m$. We may choose to describe this pair creation process as a sequence of heating transitions that move the combined $S$-$E_A$ system up along the staircase of energy levels. This can be done as follows: Suppose that we start from $n$ phonons in the motional state and $S$ in the ground state $|g\rangle$. Then, $S$ can absorb energy $\omega_d$ from

![Fig. 25.3 a Relevant processes contributing to the heat current of reservoir $E_A$ when $\omega_d > \omega_m$ and $T_B \simeq 0$. Energy flows out of $E_A$ and into $E_B$ due to a resonant process. Also energy is dumped into both $E_A$ and $E_B$ due to non resonant pair creation. b Usual depiction of the staircase of energy levels and the transitions between them involved in sideband resolved laser cooling (actually, there are other non resonant processes in play, see [38]).](image-url)
the driving and jump into a virtual state from which it can decay back into $|g\rangle$ but with a motional state with $n + 1$ phonons. This heating transition has the net effect of creating a phonon and emitting a photon. As before, laser cooling stops (in this sideband resolved limit) when the resonant cooling transitions are compensated by non resonant heating transitions where energy is absorbed from the driving and is split between two excitations: one in the motional mode (a phonon) and one in the environmental mode (a photon). As a consequence of the non resonant transitions, the motion heats up. The limiting temperature is achieved when the resonant (RP) and non resonant (NRH) processes balance each other.

Of course, the way in which we are describing the processes involved in laser cooling (both the cooling and the heating transitions) is not the standard one, but provides a new perspective that allows to draw parallels with other refrigeration schemes based on external driving.
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Part V
Information-Theoretic Approaches to Quantum Thermodynamics
Chapter 26
Resource Theory of Quantum Thermodynamics: Thermal Operations and Second Laws

Nelly Huei Ying Ng and Mischa Prebin Woods

26.1 Introduction

The term “resource” refers to something that is useful, and most of the time, also scarce. This is because efforts are needed to create, store, and manage these things. What is useful, however, depends on the user: if one wants to send a message to a friend in a distant land, then digital communication channels are useful; if one would instead like to run a long computational code, then the computational power of his machine is the relevant resource.

Resource theories are conceptual, information-theoretic frameworks allowing one to quantify and manage resources. If an experimenter in his/her lab has a constrained ability to perform certain types of operations, then any initial state that cannot be created from such operations becomes valuable to him/her. A generic resource theory therefore is determined by two key elements:

1. a class of free operations that are allowed to be implemented at no cost,
2. a class of free states that one can generate and use at no cost.¹

Given the above operations and (an arbitrarily large number of copies of) free states that are assumed to be easily created, one can ask: if the experimenter possesses a quantum state \( \rho \), what are the set of states he/she can possibly reach by manipulation of \( \rho \), under the usage of these free operations and states? This produces the third aspect of resource theories, namely:

¹Any state which is not a free state is then called a resource state.
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3. **state conversion conditions** that determine the possibility of inter-conversion between states, via the usage of free operations and free states. These conditions, either necessary or sufficient (sometimes both), are commonly phrased as **monotones**, i.e. the transition is possible if a particular function $f$ decreases in the transition $\rho \rightarrow \rho'$, i.e. $f(\rho) \geq f(\rho')$.

A classic example of a resource theory comes from quantum information, in identifying **entanglement** between quantum states as a resource. Specifically, suppose that Alice and Bob are two distant parties who are capable of creating any local quantum states in their own labs and manipulating them via arbitrary local quantum operations. Furthermore, since classical communication is well established today (i.e. any transfer of non-quantum information such as an email encoded in a binary string “001101...”), we may suppose that Alice and Bob can easily communicate with each other classically. Such additional classical communication allows them to create a joint, bipartite quantum state $\rho_{AB}$ which is correlated. This set of operations is known as Local Operations and Classical Communication (LOCC) [1, 2], which defines a set of free operations and states. However, if Alice and Bob are allowed only such operations, it is then impossible for them to create any entanglement, so $\rho_{AB}$ is separable. Therefore, any prior entangled state they share becomes a valuable resource, and it would be wise for them to manage it well, since it proves to be useful in various tasks. For example, if Alice and Bob share entanglement, they can use it together with classical communication to perform **teleportation**—the transfer of a quantum state. A challenge is that many such tasks require entanglement in a pure, maximal form, namely in pure Bell states; while it is practically much easier to create states which are not maximally entangled. Therefore, the question of how can one **distil** entanglement optimally is also frequently studied. In Ref. [2], it was shown that if Alice and Bob have $n$ copies of a partially entangled state $\rho_{AB}^{\otimes n}$, one can, via LOCC, concentrate the amount of entanglement by producing $m$ copies of Bell states (where $m$ is smaller than $n$). Since its pioneering introduction, much experimental progress has been pursued, aiming to manage entanglement resources for the use of long-distance quantum communication [3–5]. In recent years, quantum resource theories have been studied not only in the generality of its mathematical framework [6, 7], but also in particular those related to entanglement theory [8, 9], coherent operations [10, 11], or energetically in thermodynamics [12, 13]. In fact, the application of this framework in modelling thermal interactions has produced perhaps one of the most fundamental paradigms of quantum thermodynamics, inspiring the interpretation of many information-theoretic results to study thermodynamics for finite-sized quantum systems.

Before we focus on the thermodynamic resource theory framework, let us consider once again the grand scheme of resource theories: Table 26.1 summarizes and compares the main characteristics for various different quantum resource theories. Entanglement theory is the most extensively studied case; however, due to great similarities in the mathematical framework, results can often be extended to the other resource theories as well. In the paradigm of entanglement resource theory: if one considers the set of LOCC operations as free operations, and separable states as
Table 26.1 A comparison of various resource theories. A quantum channel is a completely positive, trace preserving map.

<table>
<thead>
<tr>
<th>Resource Theory</th>
<th>Free operations</th>
<th>Free states</th>
<th>State conversion conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entanglement (bipartite) [1]</td>
<td>Local unitaries and classical communication</td>
<td>Any separable state $\sum_i p_i \rho_{A,i} \otimes \rho_{B,i}$</td>
<td>$</td>
</tr>
<tr>
<td>Asymmetry w.r.t. a group $G$ [14]</td>
<td>Any quantum channel $\mathcal{E}$ such that for any unitary representation $U_g$, $g \in G$, $\mathcal{E} \left(U_g(U_g^\dagger)\right) = U_g\mathcal{E}(\cdot)U_g^\dagger$.</td>
<td>Any state $\rho$ such that $\forall g \in G$, $U_g \rho U_g^\dagger = \rho$</td>
<td>For the symmetric group given by $\text{Sym}_G(\rho) = \left{ g \in G : U_g \rho U_g^\dagger = \rho \right}$, then $\rho \rightarrow \rho'$ only if $\text{Sym}_G(\rho) \subseteq \text{Sym}_G(\rho')$.</td>
</tr>
<tr>
<td>Coherence w.r.t. a basis [10] ${</td>
<td>i\rangle}$</td>
<td>Incoherent operations, i.e. any quantum channel $\mathcal{E}$ such that for any $\rho \in \mathcal{I}$, then $\mathcal{E}(\rho) \in \mathcal{I}$; where $\mathcal{I}$ is the set of states diagonal w.r.t. basis ${</td>
<td>i\rangle}$.</td>
</tr>
<tr>
<td>Purity</td>
<td>Unitary operations</td>
<td>Maximally mixed states</td>
<td>Majorization: $\rho \rightarrow \rho'$ iff $\text{eig}(\rho) &gt; \text{eig}(\rho')$ (Eq. (26.2)).</td>
</tr>
<tr>
<td>Thermodynamics</td>
<td>Energy-preserving unitary operations</td>
<td>Gibbs states (see Eq. (26.6))</td>
<td>Thermo-majorization (see Theorem 2).</td>
</tr>
</tbody>
</table>

free states, then any state that contains entanglement is a resource. In the next few sections, we shall identify the basic elements in a thermodynamic resource theory framework.

### 26.2 Building the Thermodynamic Resource Theory (TRT)

As we have seen in the Chap. 1, thermodynamics is a theory concerning the change in energy and entropy of states in the presence of a heat bath. A special case in the theory, is when the heat bath has a fully degenerate Hamiltonian. In such cases, one cannot exchange energy with the heat bath, thus all operations consist in changes in entropy only. Before considering the full thermodynamic setting with arbitrary heat baths in Sect. 26.2.2, it is illustrative to study this toy model first in Sect. 26.2.1. We will then finalise this section with a discussion on the difficult topic of defining work in such small scale quantum systems in Sect. 26.2.4, and the relation to other operations in Sect. 26.2.3.
26.2.1 Noisy Operations (NO)

*Noisy operations*, which is perhaps the simplest known resource theory, is characterized by the following:

1. Free states are maximally mixed states of arbitrary (finite) dimension, with the form $\frac{1}{d}$.
2. All unitary transformations and the partial trace are free operations.

Here the resource is *purity*, which we shall quantify later. One can see intuitively why this is so: free states are those which have maximum disorder (entropy); on the other hand, unitary transformations preserve entropy, while the partial trace is an act of forgetting information, so these operations can never decrease entropy. The higher the purity of a quantum state, the more valuable it would be under noisy operations.

NOs are concerned only about the information carried in systems; instead of energy. For this reason, it has also been referred to as the *resource theory of informational nonequilibrium* [15], or the *resource theory of purity*. This toy model for thermodynamics was first described in [12] and has its roots in the problem of exercising Maxwell’s demon [16, 17], building on the resource theory of entanglement manipulations [2, 18–21].

Formally, a transition $\rho_S \rightarrow \rho'_S$ is possible if and only if there exists an ancilla $R$ (with dimension $d_R$) such that

$$\rho'_S := \mathcal{E}_{\text{Noisy}}(\rho_S) := \text{tr} \left[ U_{SR} \left( \rho_S \otimes \frac{\mathbb{1}_R}{d_R} \right) U_{SR}^\dagger \right]. \tag{26.1}$$

Note that also since only unitaries $U_{SR}$ are allowed, $\mathcal{E}_{\text{Noisy}}$ always preserves the maximally mixed state $\rho = \frac{1}{d}$, i.e. it is a unital channel. Furthermore, since all unitaries can be performed for free, it is sufficient to consider only the case where $\rho_S, \rho'_S$ are diagonal in the same basis. Otherwise, one may simply define a similar NO, namely a unitary on $S$ that changes $\rho_S$ to a state which commutes with $\rho'_S$. Now, let us denote the eigenvalues of $\rho_S$ and $\rho'_S$ as probability vectors $p = \text{eig}(\rho_S)$ and $p' = \text{eig}(\rho'_S)$ respectively. It has been shown [15] that the following statements are equivalent:

1. There exists $\mathcal{E}_{\text{Noisy}}$ so that Eq. (26.1) holds.$^2$
2. There exists a bistochastic matrix $\Lambda_{\text{Noisy}}$ (namely, a matrix such that each row and each column add up to unity), such that $\Lambda_{\text{Noisy}} \rho_S = p$.

This tells us that the state transition conditions for noisy operations are dependant solely in terms of the eigenvalues of initial and target quantum states. An integral concept for understanding state inter-convertibility under NO is *majorization*, which we now define.

---

$^2$Up to an arbitrarily good approximation to the final state $\rho'_S$ for fixed dimensional $\mathcal{H}_S$, in operator norm.
Definition 1 (Majorization). For two vectors \( p, p' \), we say that \( p \) majorizes \( p' \) and write \( p \succ p' \), if
\[
\sum_{i=1}^{k} p_i \geq \sum_{i=1}^{k} p'_i \quad \forall 1 \leq k \leq d,
\]
where \( p^\downarrow \) and \( p'^\downarrow \) denote non-increasingly ordered permutations of \( p \) and \( p' \).

The following theorem demonstrates the importance of majorization in resource theoretic thermodynamics:

Theorem 1 (Birkhoff-von Neumann theorem, \([22, 23]\)) For all \( n \)-dimensional probability vectors \( p \) and \( p' \), the following are equivalent:
1. \( p \) majorizes \( p' \), namely \( p \succ p' \).
2. \( A p = p' \) where \( A \) is a bistochastic matrix.

Quantum versions of the above theorem have been developed, and we refer the reader to a detailed set of notes on majorization in \([24]\). The condition that \( \rho_S \) can be transformed into \( \rho'_S \) via noisy operations, is therefore a simple condition about the eigenvalues \([12]\):
\[
\rho_S \xrightarrow{\text{NO}} \rho'_S \iff p \succ p'.
\]

In fact, more can be said about the dimension of the ancilla \( R \): it only needs to be as large as \( S \), to enable the full set of possible transitions for any initial state \( \rho_S \) \([25]\).

It is perhaps now interesting to note also that given the von Neumann entropy
\[
S(\rho) := - \text{tr} \rho \log \rho = H(\text{eig}(\rho)),
\]
where \( H(p) = - \sum_i p_i \log p_i \) is the Shannon entropy, Eq. (26.3) also implies that \( S(\rho_S) \leq S(\rho'_S) \). Such functions which invert the majorization order in Eq. (26.3) are called Schur concave functions. This tells us that noisy operations always increase the entropy of system \( S \). However, majorization is also a much more stringent condition compared to the non-decreasing of entropy, since there exists many other Schur concave functions. Well-known examples are the \( \alpha \)-Rényi entropies, which for \( \alpha \in (-\infty, \infty) \setminus \{1\} \) are given by
\[
S_\alpha(\rho) := \frac{\text{sgn}(\alpha)}{1 - \alpha} \log \text{tr} \rho^\alpha_S = H_\alpha(p),
\]
\[
H_\alpha(p) := \frac{\text{sgn}(\alpha)}{1 - \alpha} \log \sum_i p_i^\alpha,
\]
where the function \( \text{sgn}(\alpha) \) gives 1 for \( \alpha \geq 0 \) and \(-1\) for \( \alpha < 0 \). The von Neumann entropy and Shannon entropy can be viewed as special cases of Eqs. (26.4) and (26.5). Indeed, one can define \( S_1(\rho_S) \) and \( H_1(p) \) by demanding continuity in \( \alpha \). Doing so, one finds that \( S_1(\rho_S) \) and \( H_1(p) \) give us the von Neumann and Shannon entropy.
respectively. All $\alpha$-Rényi entropies are monotonically non-decreasing with respect to NOs.

### 26.2.2 Thermal Operations (TO)

In what sense are noisy operations similar to thermodynamical interactions?  

Note that the maximally mixed state (which we allow as free states in NOs) has a few unique properties: firstly, it is the state with the maximum amount of von Neumann entropy. It is also the state which is preserved by any noisy operation. This reminds one of the perhaps shortest way to describe the second law of classical thermodynamics: in an isolated system, disorder/entropy always increases. On the other hand, one can understand the emergence of the well-known canonical, Gibbs ensemble in thermodynamics as a statistical inference that assumes full ignorance (therefore maximum entropy) about the state, under the constraints of known macroscopic variables or conserved quantities such as average total energy. In particular, if the Hamiltonian of the system is fully degenerate, i.e. all microstates have the same amount of energy, then the Gibbs state is precisely the maximally mixed state.

On the other hand, if the system has a non-trivial distribution of energy levels in its Hamiltonian $\hat{H}$, then under the constraint of fixed average energy, the state with maximum entropy is called the thermal/Gibbs state, which has the form:

$$\tau^\beta = \frac{e^{-\beta \hat{H}}}{Z^\beta},$$

(26.6)

where $\beta > 0$ is the inverse temperature and is in a one-to-one correspondence with the mean energy of the Gibbs state, while $Z^\beta = \text{tr}(e^{-\beta \hat{H}})$ is known as the partition function of the system. This quantity is directly related to crucial properties such as mean energy and entropy of a thermalized system, and here one sees that it is also the normalization factor for $\tau^\beta$. Since the Gibbs state commutes with the Hamiltonian, it is also stationary under the evolution of the Hamiltonian.

Much work has been done to derive the emergence of Gibbs states in equilibration processes from the basic principles of quantum theory. The reader may refer to Part III for a more detailed explanation. From this, we conclude that most quantum systems (i.e. generic Hamiltonians and initial states) will eventually equilibrate and tend towards the Gibbs state. This motivates the usage of Gibbs states as free states in the resource theory framework for thermodynamics. It has been noticed also that states of the form in Eq. (26.6) have a unique structure, called complete passivity [26]. This implies that even when provided with arbitrarily many identical copies, one cannot increase the mean energy contained in such states via unitary operations. The fact that energy preserving operations have to preserve the thermal state has been noted as early as [27], while in [28], by considering an explicit work-storage system while allowing only unitaries that commute with the global Hamiltonian, the thermal states defined in Eq. (26.6) enjoy a unique physical significance: they are the only states which cannot be used to extract work. This also implies that they are the only
valid free states, since taking any other non-Gibbs state to be free states will allow arbitrary state transitions \( \rho \rightarrow \sigma \), for any energy-incoherent \( \rho \) and \( \sigma \). This further justifies the usage of such Gibbs states as free states.

With these in mind, thermal operations were first considered in \cite{27} and further developed in \cite{13, 29} in order to model the interaction of quantum systems with their larger immediate steady-state environment. The first restriction considered is that of energy-conserving unitary dynamics: since systems are described by quantum states, the evolution should be described by unitary evolutions \( U_{SR} \) across the closed system \( S \) and bath \( R \). Furthermore, the thermodynamical process described should preserve energy over the global system. Note that the demand that energy is conserved, implies that \( U_{SR} \) commutes with the total Hamiltonian \( \hat{H}_{SR} = \hat{H}_S \otimes 1_R + 1_S \otimes \hat{H}_R \). This still allows for energy exchange to occur between different systems, however, the interactions (governed by unitary dynamics) have to commute with the initial global Hamiltonian.

We are now ready to define thermal operations. Consider a system \( S \) governed by Hamiltonian \( \hat{H}_S \). For any \( \beta \in \mathbb{R}_{\geq 0} \), a quantum channel \( E_{\text{TO}} \) is a \( \beta \)-thermal operation if and only if there exists:

1. (free states) a Hamiltonian \( \hat{H}_R^\beta \), with a corresponding Gibbs state \( \tau_R^\beta = \frac{1}{Z_R^\beta} e^{-\beta \hat{H}_R}, \ Z_R^\beta = \text{tr} \left( e^{-\beta \hat{H}_R} \right) \), (26.7)

2. (free operations) and a unitary \( U \) such that \([U, \hat{H}_{SR}] = 0\), with

\[
E_{\text{TO}}(\rho_S) = \text{tr}_R \left[ U_{SR} \left( \rho_S \otimes \tau_R^\beta \right) U_{SR}^\dagger \right].
\] (26.8)

In the special case where \( \hat{H}_S = 1_S \) and \( \hat{H}_R = 1_R \), thermal operations \( E_{\text{TO}} \) reduce to noisy operations.

A natural question to ask is what are the conditions on states \( \rho_S, \rho'_S \) with Hamiltonian \( \hat{H}_S \) such that they are related via a thermal operation, namely \( \rho_S \rightarrow \rho'_S \)? Ref. \cite{13} first considered this question for asymptotic conversion rates, i.e. the optimal rate of conversion \( R(\rho_S \rightarrow \rho'_S) = \frac{m}{n} \) such that \( \rho_S^{\otimes n} \rightarrow \rho'_S^{\otimes m} \), for the limit \( n \rightarrow \infty \). Later, Ref. \cite{29} derived a set of majorization-like conditions which determine state transition conditions for a single copy of \( \rho_S \) and \( \rho'_S \). Such conditions are known as thermo-majorization, and are shown to be necessary conditions for arbitrary state transitions via TO. Furthermore, when the target state \( \rho'_S \) commutes with \( \hat{H}_S \), these conditions become also sufficient.

To describe these conditions, first let us explain a thermo-majorization curve. Consider any state-Hamiltonian pair \( (\rho_S, \hat{H}_S) \) where \( \rho_S \) has rank \( d \) and commutes with \( \hat{H}_S \). These states are commonly analyzed in the framework of thermodynamic resource theories, and are referred to as energy incoherent states, or simply states that
are block-diagonal. Because $\rho_S$ and $\hat{H}_S$ commute, $\rho_S$ is diagonalizable in a particular energy eigenbasis of $\hat{H}_S$, and can be written in the form

$$\rho_S = \sum_{E,g_E} p_{E,g_E} |E, g_E \rangle \langle E, g_E|_S,$$

where $p_{E,g_E}$ are eigenvalues of $\rho_S$ and $\{|E, g_E\rangle\}_E$, $E$ are the corresponding energy eigenvectors and values of $\hat{H}_S$ with degeneracy $g_E$. A thermo-majorization curve is then defined in Definition 2 (Box 1), and Fig. 26.1 shows an example of a thermo-majorization diagram defined by coordinates in Eq. (26.11). Notice that if $E_1 = E_2 = \cdots = E_d$, then the intervals on the x-axis are equally spaced, and $\beta$-ordering would be the ordering of eigenvalues $p_i$ in a non-increasing manner. On the other hand, for such Hamiltonians, thermal operations reduce to noisy operations, and the state transition conditions to majorization. It is proven in [29], that for states commuting with their Hamiltonian, the comparison of two thermo-majorization curves also dictate the possibility of state transition via thermal operations, as detailed by the following theorem:

**Theorem 2** Consider state-Hamiltonian pairs $(\rho_S, \hat{H}_S)$ and $(\rho'_S, \hat{H}'_S)$, such that $[\rho_S, \hat{H}_S] = [\rho'_S, \hat{H}'_S] = 0$. The state transition $\rho_S \stackrel{TO}{\rightarrow} \rho'_S$ can happen if and only if $T_\beta(\rho_S, \hat{H}_S) \geq T_\beta(\rho'_S, \hat{H}'_S)$, i.e. the $\beta$ thermo-majorization curve of $(\rho_S, \hat{H}_S)$ lies above that of $(\rho'_S, \hat{H}'_S)$. In this case, we say that $\rho_S$ thermo-majorizes $\rho'_S$.

Note that for the state $\tau_\beta^S = (Z_\beta^S)^{-1} \cdot e^{-\beta \hat{H}_S}$, its thermo-majorization curve $T_\beta(\tau_\beta^S, \hat{H}_S)$ simply forms a straight line with endpoints $(0, 0)$ and $(Z_\beta, 1)$. Therefore, for any other block-diagonal state $\rho_S$, Theorem 2 implies that $\rho_S \stackrel{TO}{\rightarrow} \tau_\beta^S$ is always possible via a $\beta$-thermal operation, in accordance with the laws of thermodynamics and our notion of a free state.
As a closing remark, the astute reader may have noticed that we have not commented on the conditions for state conversion under TO when the initial and (or) final states are energy-coherent. For arbitrary states \( \tilde{\rho}_S \), the corresponding thermo-majorization is defined to coincide with the dephased version of \( \tilde{\rho}_S \) in the energy eigenbasis; and this still provides necessary conditions for state transition [30]. So in conclusion, in general, for TOs it remains an open question as to what are the necessary and sufficient conditions characterizing transitions between arbitrary, energy-coherent states.

\[ \text{Definition 2 (Thermo-majorization curve). A} \ \beta \text{ thermo-majorization curve} \]

\[ T_\beta(\rho_S, \hat{H}_S) \text{ is defined by first ordering the eigenvalues of } \rho_S \text{ in Eq. (26.9) to have} \]

\[ p_1^{\downarrow} \beta = (p_1^{\downarrow}, \cdots, p_d^{\downarrow}) \text{ with the corresponding energy eigenvalues } E_1, \cdots, E_d \text{ such that} \]

\[ p_1^{\downarrow} e^{\beta E_1} \geq p_2^{\downarrow} e^{\beta E_2} \geq \cdots \geq p_d^{\downarrow} e^{\beta E_d}. \]

(26.10)

Such an ordering is called \( \beta \)-ordering, which may be non-unique when parts of Eq. (26.10) are satisfied with inequality. However, once the eigenvalues are ordered this way, a concave, piecewise linear curve called the thermo-majorization curve of \( (\rho_S, \hat{H}_S) \) is uniquely defined: by joining all the points

\[ \left\{ (0,0), \left( e^{-\beta E_1}, p_1^{\downarrow} \right), \left( e^{-\beta E_1} + e^{-\beta E_2}, p_1^{\downarrow} + p_2^{\downarrow} \right), \cdots, \left( \sum_{i=1}^{d} e^{-\beta E_i}, \sum_{i=1}^{d} p_i^{\downarrow} \right) \right\}. \]

(26.11)

### 26.2.3 Relation to Other Operations

#### 26.2.3.1 Gibbs Preserving Maps (GPs)

Within the resource theory approach to quantum thermodynamics, and arguably further afield, the most generic model for thermal interactions are Gibbs preserving maps. Understood literally, this means that the set of free operations is simply the set of all quantum channels that preserve the Gibbs state of some inverse temperature \( \beta \), i.e.

\[ \mathcal{E}_{GP} \left( \tau_S^\beta \right) = \tau_S^\beta. \]

(26.12)

One can view GPs as highlighting the “bottomline” of any model for thermodynamical interactions. For initial and final states which are block-diagonal, the set of allowed transitions via GPs coincide with thermal operations. However, for general quantum states, GPs may act on energy-incoherent initial states to create energy-coherent final states. This is not possible via thermal operations.
GPs are one of the less studied thermodynamic resource theory models, since there is no known explicit physical process that describes the full set of GPs. Nevertheless, the existence of a GP map can be phrased as a semi-definite problem, and this gives rise to straightforward necessary and sufficient conditions for such a map. In [31], it has been shown that this condition can be phrased in terms of a new entropic quantity, that acts as a parent quantity for several entropic generalizations.

26.2.3.2 Multiple Conserved Quantities

A quantum system may in general obey several conservation laws other than total energy, where the conserved quantities (such as spin, momentum etc) are represented by operators on the system which do not generally commute. In this case, one can also further restrict the set of free operations to conserve other constants of motion. Systems in this case tend to equilibrate to the generalized Gibbs ensemble instead of thermalizing to Eq. (26.6). The commuting case was first studied in [32, 33], while in [34–37], non-commuting scenarios have been studied. These works model not only energetic/information exchanges in thermodynamics, but also include exchanges of other non-commuting observables. For further discussion, refer to Chap.31. In another vein, necessary and sufficient conditions for arbitrary state transitions have been derived in [38] for a set of operations called generalized thermal processes, which also take into account such non-commuting variables. While it is unclear if such operations reduce to the set of TOs in the case where only energy is conserved, nevertheless, when the considered states are energy-incoherent, the necessary and sufficient conditions in [38] do reduce to thermo-majorization.

26.2.4 Defining Work

A central focus of thermodynamics is the consumption/extraction of work, which is the output/input of ordered energy to a system. Therefore, we must ask the question: in the context of TRTs, what does it mean to extract work?

To gain some intuition for a rigorous formulation, let us recall how this is approached in classical thermodynamics. Work is often pragmatically pictured as the effect of storing potential energy on a system, for example designing a protocol involving a hanging weight, such that in the end, the weight undergoes a height difference $\Delta x$. It is also a long-standing observation that one cannot extract work solely from a thermal reservoir; however given two reservoirs at distinct temperatures, one can design protocols to extract work. A common approach is to consider a heat engine, where a machine interacts with two different heat baths successively, and undergoes a cyclic process [39–42]. A physical example of such a “machine” could be a cylinder of ideal gas, where the volume can be changed with a piston. By coupling the piston to the weight, and allowing the machine to go through a series of isothermal/adiabatic processes while interacting with two reservoirs, one may analyze the net energy flow in and out of this machine system, and calculate the energy output on the weight, while assuming that energy lost/dissipated (for example, via friction) is negligible.
In the quantum regime, earlier approaches [43–47] have considered different sets of operations. Some popular approaches include allowing for a mixture of (1) level transformations, which is the freedom to tune energy levels in the Hamiltonian and (2) thermalization. These operations are non-energy preserving in general. Therefore, with each operation, one may refer to an amount of work done on/by the system [48]. This amount of work would be largely influenced by energy fluctuations in the system. In particular, much discussion has gone into how one should differentiate work from heat [45, 49–51]. Although both contribute to a change in energy of the system, work stored is of an ordered form, and therefore can be extracted and used, while heat is irreversibly dissipated/lost. Though a seemingly simple problem, there is no consensus among the community as to how work should be defined. We describe the main two different strategies in this section.

### 26.2.4.1 Average Work

A popular way to quantify work is to model the weight as a quantum system (referred to as a battery) that undergoes a change $\rho_W \rightarrow \rho'_W$ during a thermodynamic process [52–54]. Work is then defined as $\Delta W = \text{tr}(\hat{H}_W \rho'_W) - \text{tr}(\hat{H}_W \rho_W)$. Since $\Delta W$ is the average energy change, which is subjected to random processes (ex: thermalization), work is treated as a random variable. Studies have shown that for example, an optimal amount of average work (equal to the free energy of the system) can be drawn, or that Carnot efficiency can be achieved [53].

The simplicity of this quantity makes it one of the first choices in quantifying work. However, when such a measure is used, it is crucial that the amount of entropy has to be separately analyzed, in order to show that heat contributions to the average energy increase are either negligible, or at least accounted for. This is because thermodynamic processes could, and often do produce work with fluctuations of the same order [45, 55]. Such fluctuations are undesirable for two reasons: (1) they affect the reusability of the battery, i.e. one might not be able to extract the full amount of $\Delta W$ out again, (2) the battery could have potentially been used as an “entropy sink”, where the average work cannot capture this effect, thus leading to an apparent violation of the second law.

To solve the latter problem, a recent approach is to further restrict the allowed operations, so that they satisfy translational invariance on the battery [56, 57]. By this restriction, one can show that defining work as above still allows one to formulate refined versions of the second law. While this approach is conceptually a large step forward in justifying the reasonableness in using average energy as a work quantifier, several improvements await. One of the main caveats is that the current battery models in such approaches have no ground state; which is a reasonable approximation only when the initial and final states of the battery have extremely high energy. Understanding the corrections that enter this picture when using physical battery models is therefore of high importance.
26.2.4.2 Single-Shot and Deterministic Work

Another common approach in TRTs [28, 29] (although not restricted to resource theories), is to phrase the work extraction problem as a state transition problem on the battery. More concretely, one fixes a particular desirable, perhaps more physically motivated battery Hamiltonian $H_W$, along with specific battery states $\rho_W, \rho'_W$, and then consider the possibility of the state transition

$$\rho_S \otimes \rho_W \xrightarrow{X} \rho'_S \otimes \rho'_W,$$

(26.13)

for any arbitrary final state $\rho'_S$ (one can consider $X$ for TOs, CTOs, or other processes as well). Commonly used models of battery Hamiltonians include a two-level qubit with a tunable energy gap [28, 29], a harmonic oscillator [53], or a system with quasi-continuous energy levels [58]. For an explicit example, if we use the two-level qubit battery such that $\hat{H}_W = W_{\text{ext}}|1\rangle\langle 1|_W$, then a transition from the state $\rho_W = |0\rangle\langle 0|_W$ to $\rho'_W = |1\rangle\langle 1|_W$ corresponds to extracting an amount of work equal to $W_{\text{ext}}$. At the same time, we have required that we retain perfect knowledge of the final state of $\rho'_W$, and no entropy increase occurs.

Most often, the explicit battery model (i.e. its Hamiltonian $\hat{H}_W$) does not affect the amount of work stored/used. However, it does depend on the initial and final battery states $\rho_W, \rho'_W$.

26.3 Second Laws of Quantum Thermodynamics

The framework of thermal operations, presented so far, incorporates the zeroth and first law of thermodynamics very naturally. The zeroth law is established by noting that Gibbs states are singled out as special, free states that are uniquely characterized by a parameter $\beta$. The first law comes in due to the requirement that only energy preserving unitaries are allowed. But where is our second law? Thermo-majorization governs state transitions, however it is very different from what we usually know as the second law, namely: when a system is brought into contact with a heat bath, its free energy

$$F(\rho, \hat{H}) := \text{tr}(\rho \hat{H}) - \beta^{-1} S(\rho),$$

(26.14)

never increases. While we know that if $\rho$ thermo-majorizes $\sigma$, then $F(\rho) \geq F(\sigma)$, thermo-majorization is however much stricter than just requiring free energy to decrease. Is there hope to bridge these two statements more closely? The answer is affirmative, by two steps: (1) allowing a catalyst, and (2) looking at approximate transitions in the i.i.d. limit.
26.3.1 Catalytic TOs (CTOs)

CTOs are extensions of TOs, where in addition to the same free resources and operations, catalysts that remain uncorrelated and unchanged are allowed. In other words, \( \rho_S \xrightarrow{\text{CTO}} \rho'_S \) is possible via a \( \beta \)-CTO iff there exists

1. (free states) a Hamiltonian \( \hat{H}_R \), with a corresponding Gibbs state \( \tau^\beta_R \) as in Eq. (26.7),
2. (catalysts) any additional finite-dimensional quantum state \( \omega_C \) with Hamiltonian \( \hat{H}_C \),
3. (free operations) a global unitary \( U_{SRC} \) such that

\[
\text{tr}_R \left[ U_{SRC} \left( \rho_S \otimes \tau^\beta_R \otimes \omega_C \right) U_{SRC}^\dagger \right] = \rho'_S \otimes \omega_C. \tag{26.15}
\]

There are transitions that cannot occur via TOs, but are made possible by a catalyst. An example is seen in classical thermodynamics: a system going through a heat engine cycle, interacting successively with multiple heat baths and outputting some work before returning to its original state. Mathematically, non-trivial examples can already be demonstrated for systems of dimension 4, with a 2-dimensional catalyst [59]. Similarly to the case of TO, for CTO we would like to have conditions on the states \( \rho_S, \rho'_S \) and their Hamiltonian \( \hat{H}_S \) for \( \rho_S \xrightarrow{\text{CTO}} \rho'_S \) to occur. It turns out that such conditions exist, and they show a deep connection with entropic measures used often in quantum information theory.

26.3.2 Necessary Conditions for Arbitrary State Transitions

As earlier mentioned, necessary and sufficient conditions for state transitions under TO remains a large open question for TRTs. This is also the case for CTO. However, we know that since TOs are quantum channels that preserve the thermal state, one can derive easily necessary conditions for CTOs. In particular, if we have any function \( f(\rho||\sigma) \) where \( \rho, \sigma \) are density matrices, and if we know that \( f \) satisfies the data processing inequality, meaning that for any quantum channel \( \mathcal{E} \), and any \( \rho, \sigma \), we have

\[
f(\rho||\sigma) \geq f(\mathcal{E}(\rho)||\mathcal{E}(\sigma)), \tag{26.16}
\]

then we can derive that \( f(\rho_S||\tau^\beta_S) \) is also monotonically decreasing under TOs, where \( \tau^\beta_S \) is simply the thermal state of the system, w.r.t. Hamiltonian \( \hat{H}_S \). Examples of such functions are the quantum Rényi divergences:

\[
\tilde{D}_\alpha(\rho||\sigma) = \begin{cases} 
\frac{1}{\alpha-1} \log \text{tr} \left( \rho^\alpha \sigma^{1-\alpha} \right) & \alpha \in [0, 1) \\
\log \left( \left( \sigma^{\frac{1-\alpha}{\alpha}} \rho \sigma^{\frac{1-\alpha}{2\alpha}} \right)^\alpha \right) & \alpha > 1,
\end{cases} \tag{26.17}
\]
where for $\alpha = 1$, $\tilde{D}_1(\rho||\sigma) = \text{tr}(\rho(\log \rho - \log \sigma))$ which follows by demanding continuity in $\alpha$. To apply these data processing inequalities for CTOs, note that CTOs and TOs are directly related, i.e.

$$\rho_S \xrightarrow{\text{CTO}} \rho_S' \iff \rho_S \otimes \omega_C \xrightarrow{\text{TO}} \rho_S' \otimes \omega_C$$  

(26.18)

for some $\omega_C$. Let $\mathcal{N}_\text{TO}$ be the quantum channel such that $\mathcal{N}_\text{TO}(\rho_S \otimes \omega_C) = \rho_S' \otimes \omega_C$. Then we also know that $\mathcal{N}_\text{TO}(\tau^\beta_S) = \tau^\beta_S$, i.e. the thermal state of $\tau^\beta_S = \tau^\beta_S \otimes \tau^\beta_C$ is of product form (because it is assumed that there is no interaction term in the Hamiltonian of $\hat{H}_S$), and is preserved by $\mathcal{N}_\text{TO}$. If we know that $\rho_S \xrightarrow{\text{CTO}} \rho_S'$, then for any quantity $f$ that satisfies a data processing inequality in Eq. (26.16), there exists $\omega_C$ such that

$$f(\rho_S \otimes \omega_C || \tau^\beta_S) \geq f(\rho_S' \otimes \omega_C || \tau^\beta_S).$$  

(26.19)

Furthermore, if $f$ is additive under tensor product, as both variants of the quantum Rényi divergences are, we have $f(\rho_S || \tau_S) \geq f(\rho_S' || \tau_S)$.

The fact that $\tilde{D}_\alpha(\rho_S || \tau_S)$ decreases is insufficient to guarantee that a transition may occur via TO/CTO. For example, instead of using $\tau^\beta_S$ in the second argument of $f$, one can consider the quantity $\tilde{D}_\alpha(\rho_S || \hat{D}_{\hat{H}_S}(\rho_S))$, where $\hat{D}_{\hat{H}_S}$ is the operation that decoheres $\rho_S$ in the energy eigenbasis of $\hat{H}_S$. Then it is also known [60] that $\tilde{D}_\alpha(\rho_S || \hat{D}_{\hat{H}_S}(\rho_S)) \geq \tilde{D}_\alpha(\rho'_S || \hat{D}_{\hat{H}_S}(\rho'_S))$ must also be true, and one can find examples where $\tilde{D}_\alpha(\rho_S || \tau_S)$ decreases but $\tilde{D}_\alpha(\rho_S || \hat{D}_{\hat{H}_S}(\rho_S))$ does not. Intuitively, this quantifies solely the amount of coherence between distinct energy subspaces in the state $\rho_S$; and such coherences can only decrease under TOs/CTOs. However, demanding that both quantities are decreasing still does not provide sufficient conditions for a transition.

### 26.3.3 Necessary and Sufficient Conditions for Energy-Incoherent States

If we consider only initial and final states $\rho_S, \rho'_S$ which are energy-incoherent, then the necessary conditions we saw on $\tilde{D}_\alpha(\rho_S || \tau^\beta_S)$ can be extended to become sufficient as well. First of all, note that if $\rho_S$ and $\rho'_S$ both commute with $\tau^\beta_S$, the quantum Rényi divergences simplify to their classical decompositions $D_\alpha(p||q)$, where $p$ and $q$ are simply the eigenvalues of respective states. For example, let $\rho_S = \sum_i p_i |E_i\rangle\langle E_i|$, and $\tau^\beta_S = \sum_i q_i |E_i\rangle\langle E_i|$, where $q_i = e^{-\beta E_i}/Z_\beta$. Then we know that $\tilde{D}_\alpha(\rho_S || \tau^\beta_S) = D_\alpha(p||q)$, where

$$D_\alpha(p||q) := \frac{1}{\alpha - 1} \ln \left( \sum_i p_i^\alpha q_i^{1-\alpha} \right), \ \forall \alpha \geq 0.$$  

(26.20)
Therefore, for two commuting states $\rho, \sigma$, we will also write $D_\alpha(\rho||\sigma) = D_\alpha(\text{eig}(\rho)||\text{eig}(\sigma))$. In order to specify the state transition conditions, one needs to extend the definition of $D_\alpha$ for the regime of $\alpha < 0$, by multiplying Eq. (26.20) with $\text{sgn}(\alpha)$. For the regime of $\alpha \geq 0$, Eq. (26.20) remains unchanged; however for negative $\alpha$,

$$D_\alpha(p||q) := \frac{1}{1 - \alpha} \ln \left( \sum_i p_i^\alpha q_i^{1-\alpha} \right), \quad \forall \alpha < 0. \quad (26.21)$$

The Rényi divergences in Eqs. (26.20) and (26.21) now collectively determine the possibility of a state transition via CTOs. We state this in terms of the following theorem:

**Theorem 3** (Second laws for block-diagonal states) Consider a system with Hamiltonian $\hat{H}_S$, and states $\rho_S, \rho'_S$ such that $[\rho_S, \hat{H}_S] = [\rho'_S, \hat{H}_S] = 0$. Then for any $\varepsilon > 0$, the following are equivalent:

1. $D_\alpha(\rho_S||\tau_S^\beta) \geq D_\alpha(\rho'_S||\tau_S^\beta), \quad \forall \alpha \in (-\infty, \infty)$.
2. For any $\varepsilon > 0$, there exists a catalyst $\omega_C$, and a thermal operation $N_{\text{TO}}$ such that $N_{\text{TO}}(\rho_S \otimes \omega_C) = \rho'_S \otimes \omega_C$ and $d(\rho'_S, \rho'_S) \leq \varepsilon$.

In other words, the transition $\rho_S \xrightarrow{\text{CTO}} \rho'_S$ can be performed arbitrarily well, if and only if we have $D_\alpha(\rho_S||\tau_S^\beta) \geq D_\alpha(\rho'_S||\tau_S^\beta)$ as defined in Eqs. (26.20) and (26.21). Moreover, if one is willing to use an additional, pure qubit ancilla $|0\rangle\langle 0|$ and return it back $\varepsilon$-close to its original state, then the requirement on Rényi divergences for $\alpha < 0$ is no longer necessary, because they will be automatically determined by the fulfillment of $D_0(\rho_S||\tau_S^\beta) \geq D_0(\rho'_S||\tau_S^\beta)$. Thererfore, in that case, only the Rényi divergences for $\alpha \geq 0$ matter.

For an energy-incoherent state $\rho_S$, one can define generalized free energies

$$F_\alpha(\rho_S, \hat{H}) := \beta^{-1} \left[ \ln Z_\beta + D_\alpha(\rho_S||\tau_S^\beta) \right]. \quad (26.22)$$

Since these are equivalent to $D_\alpha$ up to an extra multiplicative and additive constant, we see that $\rho_S \xrightarrow{\text{CTO}} \rho'_S$ iff $F_\alpha(\rho_S, \hat{H}) \geq F_\alpha(\rho'_S, \hat{H})$. These inequalities are known as the generalized second laws of quantum thermodynamics [61].

While this is a continuous family of second laws, there are three special instances of $\alpha$ for Eq. (26.22) that have notable significance. The quantity $F_1$ is defined by demanding continuity in $\alpha$, and is equal to the well-known non-equilibrium free energy in Eq. (26.14). Therefore, these generalized second laws contain the standard second law as a special case, but demonstrate that we have more constraints when considering small quantum systems.

On the other hand, the quantities $F_0$ and $F_\infty := \lim_{\alpha \to \infty} F_\alpha$ correspond to the amount of **single-shot distillable work** and **work of formation** [29] respectively. In other words, if we adapt the requirements on work as described in Sect. 26.2.4.2, then $F_0(\rho_S, \hat{H}_S)$ gives the maximum amount of work extractable $W_{\text{ext}}$, when considering $\hat{H}_W = 1\langle 1|W = W_{\text{ext}}|1\rangle W$.
possible for some $\rho_S'$. One can easily show that $\rho_S' = \tau_S$ obtains the maximum $W_{\text{ext}}$. Therefore, the maximum amount of single-shot work can always be obtained by thermalizing $S$ to its surroundings. In fact, for such a transition, a catalyst is not needed; therefore $W_{\text{ext}}$ when maximized over all final states, can already be achieved via TOs. However, if we would require a particular fixed $\rho_S' \neq \tau_S$ to be achieved, then the corresponding amount of $W_{\text{ext}}$ is given by optimizing

$$W_{\text{ext}} = \inf_{\alpha \geq 0} [F_\alpha(\rho_S, \hat{H}_S) - F_\alpha(\rho_S', \hat{H}_S)],$$

(26.23)

where the infimum may happen on any $\alpha$, depending on the specific states $\rho_S, \rho_S'$. Similar to the quantity $F_0, F_\infty(\rho_S, \hat{H}_S)$ gives the minimum amount of work $W_{\text{form}}$ required to create $\rho_S$ starting from the thermal state $\tau_S$. More precisely, it gives the minimum possible value of $W_{\text{form}}$ where $\hat{H}_W = W_{\text{form}} |1\rangle \langle 1|_W$, so that the transition $\tau_S \otimes |1\rangle \langle 1|_W \rightarrow \text{CTO} \rho_S \otimes |0\rangle \langle 0|_W$ is possible. Again, one can also achieve this optimal value of $W_{\text{form}}$ without a catalyst, since the initial state is thermalized with its environment.

### 26.3.4 Relaxing Conditions on CTOs

Given the continuous, infinite set of generalized second laws that are hard to check, the question naturally arises to whether one can further extend CTOs so that these laws simplify. In particular, one could ask: what happens if we allow for the catalyst to be returned only approximately after the process? This question is also physically motivated, since for realistic scenarios, the catalyst might undergo slight degradation due to uncertainties such as those in the initial state, or imperfections in the implementation of quantum operations. These factors can induce small, unnoticed changes in a single use of the catalyst, and cause it to gradually lose its catalytic ability. At the macroscopic scale, the fact that a process is only approximately cyclic has generally been assumed to be enough to guarantee the second law. However, this is not the case in the microscopic regime, which leads to a phenomenon known as thermal embezzling.

#### 26.3.4.1 Thermal Embezzling and Approximate Catalysis

At first glance, one might be tempted to demand closeness of $\omega_C$ to $\omega_C'$ to be quantified in terms of trace distance $d(\omega_C, \omega_C')$, since this quantity tells us how well one can distinguish two quantum states, given the best possible measurement. In terms of the catalyst, one might hence ask that $d(\omega_C, \omega_C') \leq \varepsilon$ for some arbitrary small $\varepsilon$.

However, if there are no additional restrictions on what catalysts are allowed, then the generalized free energies are non-robust against errors induced in the catalyst. This can already be demonstrated in the case where all involved Hamiltonians are fully-degenerate: given a $d_S$-dimensional system $S$, for any $\varepsilon > 0$ error one allows
on the catalyst, one can always find a corresponding $d_C(\varepsilon)$-dimensional catalyst $\omega_C$, such that any state transition $\rho_S \otimes \omega_C \rightarrow \rho_S' \otimes \omega_C'$ is allowed for all $\rho_S$ and $\rho_S'$, while $d(\omega_C, \omega_C') \leq \varepsilon$. Naturally, the dimension $d_C$ has to diverge as $\varepsilon \rightarrow 0$. Intuitively, one understands this by the fact that maximum entropic difference between $\omega_C$ and $\omega_C'$ is not only determined by $\varepsilon$, but also grows with $\log d_C$ (as shown in the Fannes-Audenaert inequality [62]). Therefore, any restriction on trace distance error $\varepsilon$ can be hidden by choosing a large enough catalyst Hilbert space, so that one extracts a small amount of resource (in terms of energy/purity) that remains relatively unnoticed, and using this resource to enable transitions on the (relatively small) system $S$. Thermal embezzling tells us that whenever catalysts are used, it is important to assess changes, however slight (even according to seemingly reasonable measures), on the catalyst. There are currently two known ways to further restrict approximate catalysis, in a way that the family of generalized free energies relax to the standard free energy in Eq. (26.14) being the only condition for state transitions (for energy-incoherent states):

1. Requiring that the catalyst used must be returned with error $d(\omega_C, \omega_C') \leq \mathcal{O}\left(\frac{\varepsilon}{\log d_C}\right)$ for any fixed $\varepsilon > 0$, and $d_C$ being the dimension of the catalyst [28]. This restriction guarantees that although the catalyst is returned with some error, embezzling is avoided since the free energy difference between $\omega_C$ and $\omega_C'$ is required to be arbitrarily small.

2. Allowing correlations to build up in the final reduced state of $\rho_{SC}'$, such that $\rho_C' = \omega_C$ is still returned exactly [63], while allowing some error $\varepsilon$ on the final, created state. It is important to note that as the desired $\varepsilon \rightarrow 0$ is desired, the required catalyst dimension $d_C \rightarrow \infty$ as well. Nevertheless, this construction has the appealing effect that the final reduced state $\rho_C'$ is exactly preserved after enabling the transformation on system $S$, and therefore $\rho_C'$ can be used in a second, fresh round of state transitions on $S'$, as long as $S'$ is initially uncorrelated from $S$.

### 26.3.4.2 Approximate System Transformations Recovering Standard Free Energy in the Thermodynamic Limit

While most literature on TRTs are concerned with exact state transformations, in realistic implementations, we may be satisfied as long as the transition is approximately achieved. This has been studied theoretically, for example in the context of probabilistic thermal operations [64], and in work extraction protocols when heat/entropy is inevitably produced alongside [45, 58]. Therefore, it is a natural and physical relaxation of CTOs to consider approximate state transitions: in other words, given initial and target states $\rho_S$ and $\rho_S'$, and some error parameter $\varepsilon$, can we decide if there exists:

1. a state $\sigma_S$ such that $d(\rho_S, \sigma_S) \leq \varepsilon$,
2. a state $\sigma_S'$ such that $d(\rho_S', \sigma_S') \leq \varepsilon$,

such that $\sigma_S \rightarrow_{\text{CTO}} \sigma_S'$? Another motivation for considering approximate CTOs is to investigate how the macroscopic law of thermodynamics emerges, in the thermodynamic limit. We know that if no approximation is allowed, then the generalized
second laws do not change at all, since these quantities are additive under tensor product. However, it has been shown that the conditions for approximate CTOs can be given by a family of smoothed generalized free energies, denoted as $F^\varepsilon_\alpha(\rho_S, \hat{H})$. Moreover, consider multiple identical systems $\rho_S^\otimes n$ with respect to the joint Hamiltonian $\hat{H}_n = \sum_{i=1}^{n} \hat{H}_i$. Then, in the limit where $n \to \infty$ and $\varepsilon \to 0$, all the smoothed quantities $F^\varepsilon_\alpha(\rho_S^\otimes n, \hat{H}_n)$ converge to the standard free energy in Eq. (26.14), namely for all $\alpha \geq 0$,

$$\lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{n} F^\varepsilon_\alpha(\rho_S^\otimes n, \hat{H}_n) = F(\rho_S, \hat{H}).$$

(26.24)

### 26.4 Application of Second Laws: Fundamental Limits on Quantum Heat Engines

#### 26.4.1 Introduction and Motivation

One of the initial motivations for the development of thermodynamics was to understand heat engines. Prior to the development of thermodynamics, engineers had little idea whether there were fundamental limits to the efficiency of heat engines, nor what quantities, if any, such hypothetical limit might depend on. It was Nicolas Léonard Sadi Carnot who is credited with proposing the first successful theory on maximum efficiency of heat engines in 1824 [65]. In particular, Carnot studied heat engines that extract energy by interacting with different working fluids, which are substances (usually gas or liquid) at different temperatures in thermal states; and as such, are defined in terms of their Hamiltonians. He concluded that the maximum efficiency attainable did not depend on the exact nature of the working fluids, but only on their inverse temperatures, $\beta_{\text{Hot}}, \beta_{\text{Cold}}$. It was later demonstrated that this maximum efficiency—now known as the Carnot efficiency—is $\eta_c = 1 - \frac{\beta_{\text{Hot}}}{\beta_{\text{Cold}}}$. Carnot’s results are known to hold in the realm of macroscopic systems—indeed, the form of $\eta_c$ can be derived from the standard second law of thermodynamics.

Given that the generalized second laws of thermodynamics govern state transitions for microscopic systems, where the laws of large numbers do not apply; a natural question is: does Carnot’s famous result still hold? The importance of this question goes beyond purely academic interests, since people are starting to build atomic scale heat engines [66, 67]. We discuss some recent progress in this direction.

#### 26.4.2 Setup of a Microscopic Heat Engine

A heat engine consists of 4 parts; a hot bath, a cold bath, a working body or machine, and a battery where the extracted work can be stored. The Hamiltonians of the systems are $\hat{H}_{\text{Hot}}, \hat{H}_{\text{Cold}}, \hat{H}_{\text{M}}, \hat{H}_{\text{W}}$, respectively, with a total Hamiltonian $\hat{H}_{\text{tot}}$ being simply the sum of free Hamiltonians of the individual systems. A working heat engine
should not need any additional systems in order to work. Moreover, allowing for
for them without explicitly accounting for them, could inadvertently allow for cheating;
since one could draw heat or work from them. As such, we only allow for closed
dynamics. The machine can be transformed to any state as long as it is returned to its
initial state after one cycle. The dynamics during one cycle can be represented by an
energy preserving unitary; namely \( U(t) \), with \( [U(t), \hat{H}_{\text{tot}}] = 0 \). Here, \( t \) is the
time per cycle of the heat engine. Note that this formalism allows for an arbitrarily strong
interaction term \( \hat{I}_{\text{ColdHotMW}} \) between subsystems, as long as it commutes with \( \hat{H}_{\text{tot}} \)
to preserve energy. This set-up readily fits into the resource theory framework: the
machine acts as a catalyst, while one of the thermal baths is explicitly accounted for
in the system, for example the cold bath, \( \tau_{0}^{\text{Cold}} \). In the language of CTOs, one cycle
of the heat engine is possible, iff \( \tau_{0}^{\text{Cold}} \otimes \rho_{0}^{\text{W}} \xrightarrow{\text{CTO}} \rho_{1}^{\text{ColdW}} \), where \( \rho_{1}^{\text{ColdW}} \) is the final
state of the cold bath and battery.

As we have seen in Sect. 26.2.4, not all measures of energetic changes can act as
a suitable quantifier of work. Several different characterizations of work have been
proposed, and it is very important to first specify which characterization is considered,
when comparing and analysing the maximum efficiency of heat engines. For example,
it was shown in [68] that with a particular characterization called imperfect work, one
can surpass the Carnot efficiency with this set-up. This is not because microscopic
heat engines are superior to macroscopic ones, but because imperfect work detects
only the average amount of energy change in the battery, but not the amount of entropy
production. On the other hand, at the microscopic scale, one has to be careful not
to go to the opposite extreme, since it was proven in [58] that there exists no final
state \( \rho_{1}^{\text{ColdW}} \), where the battery outputs deterministic work, namely \( \rho_{0}^{\text{W}} = |E_{j}\rangle\langle E_{j}|_{\text{W}}, \)
\( \rho_{1}^{\text{W}} = |E_{k}\rangle\langle E_{k}|_{\text{W}}, E_{k} - E_{j} > 0 \), which was defined in Sect. 26.2.4.2. This motivates
the following definition of work, which for all purposes, is as good as deterministic
work, but without the technical caveats. Let the final battery state be \( \varepsilon \) close to
\( |E_{k}\rangle\langle E_{k}|_{\text{W}} \) in trace distance, \( d(\rho_{1}^{\text{W}}, |E_{k}\rangle\langle E_{k}|_{\text{W}}) = \varepsilon \), with \( \varepsilon \) bounded away from
one. The work extracted, \( W_{\text{ext}} = E_{k} - E_{j} \), is near perfect if there exists an infinite
sequence of heat engines such that, for all \( p > 0 \),

\[
0 < \frac{\Delta S}{W_{\text{ext}}} \leq p \quad (26.25)
\]

holds for some proper subset of the sequence, where \( \Delta S \) is the increase in von
Neumann entropy of the battery.

### 26.4.3 Heat Engine Efficiency

The efficiency of a heat engine is defined as \( \eta := \frac{W_{\text{ext}}}{\Delta H} \), where \( \Delta H \) is the amount of
heat drawn from the hot bath, namely \( \Delta H = \text{tr}(\hat{H}_{\text{tot}}\rho_{0}^{\text{Hot}}) - \text{tr}(\hat{H}_{\text{Hot}}\rho_{1}^{\text{Hot}}) \). Since the
machine’s final and initial states are the same after one cycle, and the initial state of
the cold bath is fixed; due to total mean energy conservation, \( \Delta H \) is a function of \( \rho_{1}^{\text{Cold}} \)
and $W_{\text{ext}}$. We can then define the maximum achievable efficiency in the nanoregime $\eta_{\text{nano}}$ as a function of the final state of the cold bath $\rho_{\text{Cold}}^1$. More precisely,

$$\eta_{\text{nano}}(\rho_{\text{Cold}}^1) := \sup_{W_{\text{ext}} > 0} \eta(\rho_{\text{Cold}}^1) \quad \text{subject to} \quad F_\alpha(\rho_W^0 \otimes \tau_{\text{Cold}}^0) \geq F_\alpha(\rho_{\text{ColdW}}^1) \quad \forall \alpha \geq 0,$$

(26.26)

where $F_\alpha$ are defined in Eq. (26.22).

We are interested in answering the question: under what conditions, if any, can Carnot efficiency be achieved? It is known that in regimes where we only have the usual 2nd law, Carnot efficiency can only be achieved when the free energy remains constant during the transition. This is the special case in Eq. (26.27) corresponding to

$$F_1(\rho_W^0 \otimes \tau_{\text{Cold}}^0) = F_1(\rho_{\text{ColdW}}^1).$$

(26.28)

Due to sub-additivity of entropy, $F_1(\rho_{\text{ColdW}}^1) > F_1(\rho_{\text{Cold}}^1 \otimes \rho_W^1)$ if $\rho_{\text{ColdW}}^1$ is correlated, so correlations in the final state cannot help one to achieve the Carnot efficiency if one assumes finite-dimensional catalysts. In addition, it can be shown that for near perfect work, that for constant $\Delta C$, the state of the cold bath which maximises the efficiency $\eta$ when only $F_1$ is required to be non-increasing, is when $\rho_{\text{Cold}}^1$ is a Gibbs state. Furthermore, when $\rho_{\text{Cold}}^1$ is a Gibbs state, equality in Eq. (26.28) can only be achieved in the limiting case in which the temperature of the final state of the cold bath approaches the initial cold bath temperature from above. We call this limit in which the Carnot efficiency can be reached, according to the standard second law, the quasi-static heat engine limit. The natural question, is whether or not a quasi-static heat engine can achieve the efficiency in the microscopic regime. For this, not only will $F_1$ have to be non-increasing, but rather all generalised free energies in Eq. (26.27) will have to be.

To answer this question, we specialise to the case in which the cold bath Hamiltonian is comprised of $n$ qubits, with the $i$-th qubit energy gap denoted $\Delta E_i$; and introduce the parameter $\Omega$

$$\Omega := \min_{i=1,2,\ldots,n} (\beta_{\text{Cold}} - \beta_{\text{Hot}}) \frac{\Delta E_i}{Z_i e^{\beta_{\text{Cold}} \Delta E_i}}.$$

(26.29)

where $Z_i$ is the partition function of the $i$-th qubit.

**Theorem 4** (From [58]) A quasi-static heat engine extracting near perfect work can achieve the Carnot efficiency, iff $\Omega \leq 1$, otherwise only a strictly smaller efficiency is achievable, specifically

$$\eta_{\text{nano}} = \left(1 + \frac{\beta_{\text{Hot}}}{\beta_{\text{Cold}} - \beta_{\text{Hot}}} \Omega \right)^{-1}.$$

(26.30)
To see that Eq. (26.30) is indeed less than the Carnot efficiency when $\Omega > 1$, observe that $\eta^{\text{nano}}$ achieves the Carnot efficiency for $\Omega = 1$ and that it is monotonically decreasing in $\Omega$.

Theorem 4 has significant consequences for Carnot’s famous results about the universality of the maximum efficiency of heat engines. Namely, that it does not apply at the microscopic scale when at least one of the baths is finite, since not all Hamiltonians of the thermal baths—the working fluids, in the language of Carnot—can achieve Carnot efficiency. This said, observe how for any pair $\beta_{\text{Hot}}, \beta_{\text{Cold}}$; when energy gaps of the cold bath are sufficiently small such that $\Omega < 1$, then Carnot efficiency is again achievable; even for this finite heat bath.

### 26.5 Developments and Open Questions in Thermodynamic Resource Theories

The simplicity of a resource theoretic approach towards quantum thermodynamics is its main appeal and power, although it may at the same time be its weakness. Given the large amount of past endeavours in modeling thermodynamical interactions, via Master/Linblad equations [69–75] (especially those involving strong coupling system-bath Hamiltonians [76–78]), time dependence in Hamiltonians (such as quenches [79, 80]) etc, the question arises as to how TRTs relate to these approaches. Since the primitive version of noisy/thermal operations, various works have endeavoured to extend and connect the usage of TRTs with other approaches. In particular, we list some important results to date.

#### 26.5.1 Inclusion of Catalysts

Thanks to the understanding of CTOs, any experimental apparatus used to implement TOs can now be modelled as additional quantum systems, and be included into the framework of thermal operations. The criteria and guidelines for choosing appropriate catalyst states have been studied, including inexact catalysis, catalysts that may correlate with the system [63], and energy-coherent catalysts [81]. Despite increasing knowledge on this subject, we still lack a clear consensus on the full role of catalysts. In light of thermal embezzling, a question arises as to how one may quantify/justify errors on the catalyst. Moreover, for current results on the subject, the state of a useful catalyst still depends strongly on the desired transformation (initial and final states of the system), and it would be desirable to have generic catalysts which are not only useful for particular transformations, but at least for a subset of processes.
26.5.2 Implementation of TOs via Autonomous Models

A fully autonomous model of thermodynamical interactions would simply be described by a time independent Hamiltonian. Such a scenario usually depicts a naturally arising physical process, since systems simply evolve spontaneously according to a fixed Hamiltonian without any control from an observer. Since unitary operations such as those in TRTs are applied at a specific time, one can understand them to be implemented by using an additional quantum system as a clock, and a time independent Hamiltonian over the system and clock Hilbert-spaces, controlled on the clock’s state. One of the initial models to attempt to address this issue [82], suffers from the flaw of having a clock with no ground state (thus infinite energy), where no physical realization is possible. This has the unphysical consequence of never suffering any back-reaction of the clock due to the implementation of unitaries regardless of how quickly they are implemented. Another approach [83], while not suffering from these issues, has so-far proven inconclusive about the true thermodynamical cost, and whether there is extra cost unaccounted for in controlling quantum systems by applying autonomously energy preserving unitaries. Despite exciting progress that has been made, this is still an important ongoing area of research.

26.5.3 Equivalence to Other Operations

In order to study the fundamental limits to thermodynamics, TOs consider a large set of operations: the experimenter is allowed to use an arbitrary thermal bath, and any energy-preserving unitary. This allows for the derivation of statements holding for full generality, however, one may question if there exist simple operations that would also achieve the full power of TOs. Recently it has been shown that all TOs for energy-incoherent states can be accomplished via a finite number of coarse operations [84], where the latter involves qubit baths, level transformations and thermalization. This partially reconciles the TRT framework with various other approaches in quantum thermodynamics [43–47]. Moreover, recent studies have further identified subsets of TOs that have clear experimental realizations [85]. These efforts pave the way to designing protocols that achieve the optimal state transitions as predicted by TOs. See [86] for a more detailed review of recent attempts to realise resource theoretic approaches to quantum thermodynamics.

26.5.4 Relation with Fluctuation Theorems

A distinct approach to quantum thermodynamics known as fluctuation relations has been independently progressing in parallel to the development of TRTs [87–90]. A handful of experimental verifications for these relations have been demonstrated, both in the classical [91] and quantum regime [92, 93]. However, the stark conceptual differences between fluctuation relations and TRTs have prevented them, so far, from being connected. Recently, the possibility of connecting both to form a harmonious
picture of thermodynamics has been explored [57, 94, 95]. Should this be achieved, it would provide us potential means to experimentally investigate the predictions of TRTs by making use of fluctuation relations demonstrations.
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Modern technological developments have driven interest in the thermal properties of systems of ever-diminishing size. The build-up of dissipated heat is a limiting factor on the speed of microprocessors. Over four decades of adherence to Moore’s law [1] (an exponential decrease in the size of electronics) has shrunk the size of transistors on commercial chips to 10 nm (e.g. [2]), and there are experimental demonstrations of transistors as small as just 7 atoms [3]. The advent of quantum computing [4] takes computation to an even smaller scale, where the fundamental unit of quantum information – a qubit – may be physically represented by a choice between two energy levels of a single atom [5, 6]. As such, there is a pressing need to understand and characterize the thermal behaviour of extremely small systems.

On the other hand, the traditional laws of thermodynamics [7] are understood to govern the behaviour of asymptotically large ensembles of independent systems. Here, by the law of large numbers, properties of the system observed in any given experimental run closely match the average value. Moreover, traditional thermodynamics applies to processes where one compares states of a system in thermodynamic equilibrium—completely characterized by a few state variables, such as temperature or free energy. Doing this implies an additional assumption on the system: namely, that it must spend a sufficiently long (theoretically, sometimes infinite) amount of time thermalizing during any process (see also Part III).
To what extent does it make sense to use thermal quantities, such as heat and work, outside of these large, slow settings? Two major fields within modern thermodynamics seek to address this. The first field, non-equilibrium statistical mechanics (see e.g. [8]), characterizes the behaviour of systems taken out of thermal equilibrium. A notable approach that I shall discuss in this chapter are fluctuation relations [9–11] (see Part II), which relate the non-equilibrium behaviour of a driven system to equilibrium values such as free energy. The second field one-shot statistical mechanics (see e.g. [12–19]) draws techniques from one-shot information theory [20–23] (see also Chap. 32) to tackle deviations in statistical behaviour when the mean regime no longer describes a process well.

In this chapter, I discuss a modern approach that draws from both fields: the application of one-shot information theoretic quantities to characterize processes governed by fluctuation relations. I aim here to provide a gentle introduction to the topic, rather than a comprehensive review, and as such shall spend a fair amount of time explaining the prerequisite concepts. I begin in Sect. 27.1 with a review of information-theoretic entropy. Here I will attempt to provide some intuition for one-shot entropies, relative entropies (divergences), and the quantum extensions of these quantities. In Sect. 27.2, I outline the role of information within thermodynamics, and then present a generic setting in which we can discuss both one-shot and non-equilibrium thermodynamics. In Sect. 27.3, I discuss how one-shot entropies fit with the formalism of fluctuation theorems, before finally in Sect. 27.4, I consider the case when those fluctuation theorems are quantum.

27.1 One-Shot Entropies and Divergences

27.1.1 The Shannon and Rényi Entropies

Consider a random variable \( X \) that corresponds to choice of \( x_i \) from alphabet \( \mathcal{X} \), where \( x_i \) is selected with probability \( p_x(i) \). The Shannon entropy \( H(X) \) is then defined [24]:

\[
H(X) = - \sum_i p_x(i) \ln p_x(i). \tag{27.1}
\]

It is common to refer to \( H(X) \) as the information of random variable \( X \). Although one can take a formal axiomatic approach to deriving this quantity [20, 24, 25], let us here present a looser intuitive understanding [26, 27]: One can consider \( \ln \left[ 1/p_x(i) \right] \) as a measure of “surprise” on receiving some output \( x_i \). The smaller the \( p_x(i) \), the greater the surprise.\(^1\) In this picture, the Shannon entropy is therefore the average surprise one experiences upon sampling \( X \), since the various surprises of each outcome are weighted by \( p_x(i) \) in the sum Eq. (27.1).

\(^1\)The surprise involves a logarithm rather than just the reciprocal probability to ensure additivity of surprises. For two mutually exclusive events with joint probability \( p \cdot q \), the joint surprise \(- \ln (p \cdot q) = - \ln (p) - \ln (q)\).
Information theory is typically concerned about asymptotic limits. We must therefore exercise caution when using its tools to describe the behaviour of small systems, or the statistics formed through limited repetitions of an experiment. Let us reflect on the physical meaning of the Shannon entropy, by considering how information is encoded onto a physical system. Suppose we wish to encode random variable $X$ onto a physical system $\mathcal{E}$. The naïve temptation is to assign one microstate of the system for each variate $x_i$ in $\mathcal{X}$. However, the behaviour of the system under this encoding will not match that predicted by equations involving the Shannon entropy, except in the special case of distributions where each variate $x_i$ occurs with equal probability. Rather, the meaning of Shannon entropy comes from the source coding theorem [24]: that in the limit of large $N$, $N$ independent and identically distributed (i.i.d.) instances of a random variable $X$ can be encoded onto a physical medium with $e^{NH(X)}$ configurations.\footnote{The base here is $e$ because we have defined $H$ in units of nats. If we had defined $H$ in bits using $-\sum_i p_i(i) \log_2 p_i(i)$, the base would be 2.} In other words, in the limit of large $N$, there is always an optimal encoding that allows one to store (or to send) strings of length $N$ in a physical system with $e^{NH(X)}$ configurations, and to recover the exact string encoded almost perfectly (i.e. with arbitrarily small error probability). Conversely, if the physical medium has fewer than $e^{NH(X)}$ configurations, then there will almost always be messages that cannot be recovered.

The existence of such an encoding follows from the principle of typical sequences, which in turn relates to the law of large numbers—valid, as implied by the name, only when $N$ is sufficiently large. The set of typical sequences\footnote{In the context of i.i.d. $X$, a sequence will be typical if and only if each symbol $x_i$ appears $p_iN$ times.} has size $e^{NH(X)}$, opposed to the much greater number $|\mathcal{X}|^N$ of total possible strings. Moreover, every typical sequence will occur with equal probability. For large $N$, the probability that a randomly sampled string is a typical sequence approaches unity. In this asymptotic limit, the efficient encoding is then to associate each configuration of the physical system with a typical sequence.

This encoding, however, is strictly asymptotic. Consider the distribution

$$P(X) = \begin{bmatrix} 1/2 & 1/4 & 1/8 & 1/16 & 1/16 \end{bmatrix} \quad \text{over} \quad \mathcal{X} = \{x_a, x_b, x_c, x_d, x_e\}.$$

(27.2)

This has a Shannon entropy of $\frac{15}{8} \ln 2$ nats, so by the source coding theorem there is an asymptotic encoding for strings of length $N$ that requires $e^{N\frac{15}{8} \ln 2}$ distinct configurations. On the other hand, suppose we only have one copy of $X$ that we wish to encode onto a single physical system. Naïvely applying the source coding theorem suggests that we only require $\approx 3.87$ configurations, but even rounding up to 4, it is immediately obvious that a physical system with 4 configurations is insufficient to reliably encode a single message: the best (most likely to succeed) scheme is one where we allocate each of $x_a$, $x_b$ and $x_c$, and one of $x_d$ or $x_e$ to the 4 physical configurations. Here, there remains a probability $\frac{1}{16}$ of failing to encode the
message\textsuperscript{4}—much worse than the certainty of success promised by the source encoding theorem. Indeed, we see that when $N = 1$, five distinct configurations are necessary to encode a single message $X$ without error: one for each possible symbol in the set $\mathcal{X}$.

This motivates the search for additional information quantities beyond the Shannon entropy when dealing with small $N$. In the above example, the pertinent quantity is in fact the max-entropy (or Hartley entropy) $H_0$, which is defined

$$H_0 := \ln |\text{support}(X)|$$

(27.3)

(where the support is the set of elements in $\mathcal{X}$ that occur with probability strictly greater than 0, and $|\text{support}(X)|$ is the number of these nonzero elements). In our example, $H_0(X) = \ln 5$, and it obvious that a physical system with $e^{\ln 5} = 5$ configurations would be sufficient to reliably encode a single instance of $X$. One alternative intuition of $H_0(X)$ is that it is the Shannon entropy of the most random distribution possible that has the same support as $X$—the uniform distribution of the same size as $X$. As such, $H_0$ always upper bounds the Shannon entropy.

More generally, the Shannon entropy and the max-entropy are both part of a broader family of Rényi entropies, defined [20]:

$$H_\alpha(X) := \frac{1}{1 - \alpha} \ln \left[ \sum_i p_X(i)^\alpha \right], \quad \alpha \geq 0. \quad (27.4)$$

We see that the special case $\alpha = 0$ corresponds to the max-entropy\textsuperscript{5}; and if we take the limit $\alpha \to 1$, we recover the Shannon entropy. In general, Rényi entropies are non-increasing with $\alpha$, such that the max-entropy ($\alpha = 0$) is the largest entropy value. (Even broader generalizations of entropy are possible—see, for example [21] or [25].)

Let us discuss one other important Rényi entropy: the min-entropy, defined as $\alpha \to \infty$:

$$H_\infty(X) := \lim_{\alpha \to \infty} H_\alpha(X) = - \ln \left[ \max_i p_i \right]. \quad (27.5)$$

Intuitively, this quantifies the worst-case randomness of a variable in cryptographic contexts where randomness is a resource [22] (here, “worst” means least random, as opposed to thermodynamic contexts, where states of low entropy are often more useful). This is because $H_\infty$ quantifies the maximum amount of uniform randomness that we can extract from a string of $N$ copies of $X$, if $X$ is our only source of randomness. In such a context, we cannot do probabilistic post-processing, but rather the best we may do is to coarse-grain the various strings in $\mathcal{X}^\otimes N$ such that the binned

\textsuperscript{4}Or conversely, we encode both $x_d$ and $x_e$ to the same physical configuration. Then, $\frac{1}{16}$ of messages have an indistinguishable $x_d/x_e$, and we can guess the correct symbol $\frac{1}{2}$ of the time: resulting in a $\frac{1}{16}$ probability that the message is incorrectly decoded.

\textsuperscript{5}Sometimes the $H_{1/2}$ is also referred to as the max-entropy. To avoid ambiguity, here we label the entropy explicitly by the parameter $\alpha$, i.e. writing $H_0$ rather than the ambiguous “$H_{\text{max}}$.”
Fig. 27.1 Example distribution. The probability distribution \((\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \frac{1}{16})\) of our example random variable \(X\) is drawn. The “width” of this distribution is the support (number of elements), 5, and determines the max-entropy \(H_0\). The “height” of this distribution is the maximum probability \(p_{\text{max}} = \frac{1}{2}\) and determines the min-entropy \(H_\infty\). The Shannon entropy \(H_1\) is a weighted function of both width and height (see also [14]).

distribution \(Y\) is uniformly random (that is apply a many-to-one map of \(x^\otimes N\) onto \(y \in Y\)). In this setting, the most likely string of length \(N\) will occur with probability \(p_{\text{max}}^N\), where \(p_{\text{max}} := \max_i p_x(i)\). Since all strings from \(X^\otimes N\) must be included in a bin, and inclusion of additional strings in the bin can only ever increase the total probability of sampling that bin, we see that at least one variate \(y'\) of \(Y\) must have at least the probability \(p_{\text{max}}^N\) of occurring. Since we want a uniformly random \(Y\), at best \(Y\) can then contain only \(p_{\text{max}}^{-N}\) outcomes, each occurring with probability \(p_{\text{max}}^N\). The distribution over this binned \(Y\) has a (Shannon) entropy of \(N \log p_{\text{max}}\), which we normalize by \(N\) to \(\log p_{\text{max}}\) per sample of \(X\).

Rényi entropies are often colloquially referred to as “one-shot” quantities, but the above context shows that this does not preclude them from also having asymptotic meanings. A more directly “one-shot intuition” of \(H_\infty\) is that it is the least surprised we can be upon learning an outcome of \(X\). In our above example [Eq. (27.2)]: \(H_\infty = \ln 2\) nats (i.e. 1 bit). This corresponds to a randomness-extraction scheme where we coarse-grain \(X\) into two sets \(\{x_a\}, \{x_b, x_c, x_d, x_e\}\), each occurring with probability \(\frac{1}{2}\). Alternatively, we are the least surprised by \(X\) when it generates outcome \(x_a\), which happens with probability \(\frac{1}{2}\).

Different Rényi entropies characterize different aspects of a probability distribution (see Fig. 27.1). One can interpret [14] the parameter \(\alpha\) as weighting the relative importance between the “width” (i.e. support), and the “heights” (read: probabilities) of the distribution. Finally, although it is beyond the scope of this chapter, we note that Rényi entropies can be smoothed [21–23] (see also Chap. 32). This amounts to a reshuffling of the probability distribution (bounded according to some distance measure) in order to extremize the entropic quantity at hand. For instance, one could smooth \(H_0(X)\) by discounting the least likely \(x_i\), up to some total probability \(\epsilon\). A pedagogical introduction to this may be found in Dahlsten [14].
27.1.2 Differential Entropies

The probabilities of continuous variables are often expressed in terms of a probability density function $P(x)$, which must be integrated over a range in order to yield the probability of observing a sample within that range. When discussing information entropies of a continuous distribution, it is often useful to use a differential entropy, since the usual information entropies are typically divergent when faced with a set of infinitesimal probabilities. Suppose we binned $P(x)$ into bins of size $\delta x$, such that (in the limit of small $\delta x$) the probability of each bin is $P(x)\delta x$. Then as $\delta x \to 0$, the Shannon entropy will contain divergent terms of the form $-\ln [P(x)\delta x] \to \infty$. This is not incorrect! We would indeed be infinitely surprised to see any exact outcome $x$—any countable set of a real numbers is a measure zero set of a continuum.

This does not mean we have to give up on quantifying entropy for continuous distributions, though we must concede that they are, in general, infinitely more entropic than discrete ones (consider the number of bits a classical digital computer would require to perfectly store a real number to arbitrarily high accuracy [28]). However, by expanding $\ln [P(x)dx] = \ln [P(x)] + \ln dx$, we see it is in fact the second term that is upsetting, and this term is independent of $P(x)$. Thus, one takes instead a differential entropy, which measures how much more entropic $P(x)$ is with respect to some implicit reference distribution. Moreover, this difference can be defined in terms of $dx$, where terms in $\ln dx$ cancel before the limit $dx \to 0$ is taken. This allows us to effectively “renormalize” the entropy.

Typically, the reference distribution is a uniform distribution of unit width and height. This is an arbitrary choice (e.g. thinner uniform distributions will have negative entropies, and this has no special physical meaning). This raises an important concern when we consider a probability density over a dimensionful quantity such as work (energy), or height (distance). If we always choose a width of 1 and a height as 1 as our reference distribution then either: (i) this makes no dimensional sense, or (ii) if we add units to fix the problem i (i.e. for a probability distribution over a quantity measured in units of $k$, take a reference distribution of width 1 $k$ and height 1 $k^{-1}$), then probability densities referring to the same data expressed in different units will have different differential entropies, because the implied reference distributions will be different. For example, consider a probability distribution over heights of people, measured both in feet and in meters: the implied reference distribution for the former is a uniform distribution over 1 foot, the latter over 1 meter – and hence the differential entropy for this same physical distribution expressed in two different units will be different.

To avoid this problem, we should explicitly write our choice of reference when we define the differential entropy. Let us take as such a reference a uniform distribution $K(x)$, and compare the difference in Shannon entropy between $P_{bin}(x)$ and $K_{bin}(x)$ – the distributions formed by binning $P(x)$ and $K(x)$ into a discrete distributions the binned alphabet $B$, and probabilities given by $P(x)\delta x$ and $K(x)\delta x$ respectively (for small $\delta x$):
\[
H_1[P_{\text{bin}}(x)] - H_1[K_{\text{bin}}(x)] \\
= - \sum_{x \in \mathcal{B}} P(x) \delta x \ln [P(x) \delta x] + \sum_{x \in \mathcal{B}} K(x) \delta x \ln [K(x) \delta x] \\
= - \sum_{x \in \mathcal{B}} \{ P(x) \delta x \ln [P(x)] + P(x) \delta x \ln [\delta x] \} \\
+ \sum_{x \in \mathcal{B}} \{ K(x) \delta x \ln [K(x)] + K(x) \delta x \ln [dx] \} \\
= - \sum_{x \in \mathcal{B}} P(x) \delta x \ln [P(x)] - \ln \delta x + \sum_{x \in \mathcal{B}} K(x) \delta x \ln [K(x)] + \ln \delta x \\
= - \sum_{x \in \mathcal{B}} P(x) \delta x \ln [P(x)] + \sum_{x \in \mathcal{B}} K(x) \delta x \ln [K(x)] \\
\tag{27.6}
\]

(We have used that \( \sum_{x} P(x) \delta x = \sum_{x} K(x) \delta x = 1 \), such that the terms in \( \ln \delta x \) exactly cancel.) In this form, it can be explicitly seen that the difference between the entropy of two distributions does not contain any terms that will diverge as we take the limit \( \delta x \to 0 \), whereby the sums convert into integrals.

Suppose we choose \( K(x) \) to be a uniform distribution over width \( k \) with probability density \( k^{-1} \), then the right-most term of Eq. (27.6) becomes \(- \ln k \) [in the same units as the left-hand term in \( P(x) \)], and so the differential Shannon entropy of probability density function \( P(x) \) with respect to this reference may be written

\[
H^k_1[P(x)] := \lim_{\delta x \to 0} \{ H_1[P_{\text{bin}}(x)] - H_1[K_{\text{bin}}(x)] \} \\
= - \int_{-\infty}^{\infty} P(x) \ln [k P(x)] \, dx. \tag{27.7}
\]

Similar forms exist for other differential Rényi entropies, for example, \( H^k_0 \) and \( H^k_\infty \):

\[
H^k_0[P(x)] := \ln \left[ \frac{1}{k} \text{support} [P(x)] \right] \tag{27.8}
\]

\[
H^k_\infty[P(x)] := - \ln \left[ k \max_x [P(x)] \right]. \tag{27.9}
\]

The former compares the support of \( P(x) \) with the range \( k \); the latter compares the maximum density of \( P(x) \) with \( k^{-1} \). One additional benefit of these definitions including \( k \) is that it avoids equations where one seemingly must take the logarithm of dimensionful quantities.

The values given by different choices of \( k \) are related by a constant offset given by the difference in the entropy between the different implied reference distributions. In thermodynamic settings, where we are commonly concerned with distributions over energies (work and heat), a natural reference is to set \( k = k_B T \), since this is the characteristic energy scale of fluctuations at temperature \( T \) [29]. This is formally equivalent to taking probability distributions over energies expressed in units of
$k_B T$, and then using the traditional form of differential entropies where the reference distribution is implicit.

### 27.1.3 Relative Entropies and Divergences

Conceptually related to information entropies are **relative entropies**, also known as **divergences**. While information entropies quantify the randomness intrinsic to a variable, the relative entropy quantifies deviations in statistical behaviour between two probability distributions.

Consider the random variables $X$ and $Y$ with probabilities of outcomes $\{p_x(i)\}$ and $\{p_y(i)\}$ respectively (wherein $X$ and $Y$ have alphabets such that the index $i$ labels the same symbol from alphabet $A$). The **Kullback–Leibler divergence** (or average relative entropy) is defined:

$$D_1(X \| Y) = - \sum_i p_x(i) \log \frac{p_x(i)}{p_y(i)}.$$  \hspace{1cm} (27.10)

We can understand this divergence as a measure of relative surprise [27]. Suppose that we had some system configured according to random variable $X$, but we thought it was configured according to $Y$. Our surprise at each outcome will be given by terms of the form $\ln p_y(i)$, but these surprises occur with probabilities given by the true probabilities $p_x(i)$. On average our misidentified system will surprise us by $- \sum_i p_x(i) \ln p_y(i)$. The average discrepancy between this, and the true amount ($- \ln p_x(i)$) that we should have been surprised by, is then Kullback–Leibler divergence $D_1$.

Equivalently, $D_1$ quantifies the average amount of information we gain when we misidentify a system $\xi$ configured in $X$ as one configured in $Y$, and then are subsequently corrected [30]. The interpretation of Kullback–Leibler divergence as information gain gives it a role in machine learning [31]. Suppose a machine is attempting to learn some the distribution of system $\xi$ that is configured according to $X$. If $Y$ is the machine’s current estimate of $\xi$, upon receiving a new sample from the true distribution $X$, the average information gained is $D_1(X \| Y)$. (When the learning is eventually complete, $Y = X$, and $D_1(X \| Y) = 0$; here, the machine no longer learns new information upon sampling $\xi$, since its model is already perfect).

Like the Shannon entropy, $D_1$ is an asymptotic quantity, involving averages, and so might have limited meaning in a regime where the number of experimental trials are limited. Thus, as with the Shannon entropy, we can generalize this quantity to a family of Rényi divergences [32], which characterise various aspects of the discrepancy between two distributions beyond the asymptotic limit:

$$D_\alpha(X \| Y) := \frac{1}{\alpha - 1} \ln \left( \sum_i \frac{p_i^\alpha}{q_i^{\alpha-1}} \right), \quad \alpha \geq 0.$$  \hspace{1cm} (27.11)
The limiting case $\alpha \to 1$ yields the Kullback–Leibler divergence. There are two other special cases we are particularly interested in. The first, $\alpha = 0$, quantifies a difference in support between $X$ and $Y$:

$$D_0(X \parallel Y) = -\ln \left[ \sum_{i \in \{i | p_x(i) > 0\}} p_y(i) \right]. \quad (27.12)$$

That is, we measure a function of the probability that a sample of $Y$ is within the support of $X$. This can be also be interpreted in a one-shot information gain context but where we only consider if events are possible or not, and put no weighting on the probability of events distributed according to $X$. If the support of $X$ and $Y$ are the same, then no single outcome of $X$ will challenge our belief that the system is configured according to $Y$—reflected by $D_0(X \parallel Y) = 0$. On the other hand, if some of the outcomes in $Y$ are not in $X$, these outcomes will never be observed by sampling $\xi$, and so each sample makes us more likely to believe the system is not configured according to $Y$. Here, $D_0(X \parallel Y)$ is infinite, since $j$ would be infinitely surprising to us with our erroneous distribution $Y$.

The final special case we shall discuss is $\alpha \to \infty$:

$$D_\infty(X \parallel Y) = -\log \left[ \max_i \left( \frac{p_y(i)}{p_x(i)} \right) \right]. \quad (27.13)$$

This quantifies the most shocking discrepancy between $X$ and $Y$, quantifying the greatest extent we can be surprised by an outcome if we thought we had $Y$ but actually had $X$. This does not factor in that the variate that maximises this quantity may be very unlikely to occur. As before, if the $i$th outcome occurs with some probability in $X$ but not in $Y$, then $p_x(i) = 0$ and Eq. (27.13) diverges: here, such an outcome would completely falsify our belief that we had distribution $Y$ in a single-shot.

$D_\alpha$ also obeys a monotonic relationship with $\alpha$, but in the opposite direction to the Rényi entropies. $D_\alpha$ is monotonically non-decreasing with $\alpha$ such that $D_0$ will be the lowest value, and $D_\infty$ the highest.

Divergences readily generalize to continuous distributions. Since the divergence implicitly involves a difference in the first place, the problems of renormalization intrinsic to the differential entropy (see discussion in Sect. 27.1.2) do not appear here; no implicit reference distribution is required, since we are already directly comparing two distributions. For two probability density functions $P(x)$ and $Q(x)$ over $x$, we have:

$$D_\alpha(P(x) \parallel Q(x)) = \frac{1}{\alpha - 1} \int_{-\infty}^{\infty} dx \ln \left[ \frac{P(x)^\alpha Q(x)^{1-\alpha}}{P(x)^{\alpha-1}} \right], \quad (27.14)$$

$$D_0(P(x) \parallel Q(x)) = -\ln \left( \int_{-\infty}^{\infty} dx \theta[P(x)] Q(x) \right), \quad (27.15)$$
\[ D_1(P(x) \| Q(x)) = \int_{-\infty}^{\infty} dx \ P(x) \ln \frac{P(x)}{Q(x)}, \quad (27.16) \]

\[ D_\infty(P(x) \| Q(x)) = \begin{cases} \ln (\min \{\lambda \mid P(x) \leq \lambda Q(x) \ \forall x\}) & \text{support } Q \subseteq \text{support } X, \\ \infty & \text{otherwise}, \end{cases} \quad (27.17) \]

where in Eq. (27.15), \( \theta(y) = 1 \) if \( y > 0 \) and 0 otherwise.

### 27.1.4 Entropies in Quantum Information Theory

All of the above entropic quantities have quantum equivalents. Classical probability distributions may be thought of as special cases of quantum states that are diagonal in the basis of the measurement distinguishing between the variates. Consider the set of variates \( \mathcal{X} = \{x_i\} \) that form the alphabet of some random variable. One may express the choice from this set as a Hilbert space of dimension \( |\mathcal{X}| \). Then for a random variable \( X \) where each outcome \( x_i \) occurs with probability \( p_x(i) \), one can construct a quantum state \( \rho_X = \sum_i p_x(i) |x_i\rangle \langle x_i| \) where \( \{|x_i\rangle\} \) are an orthonormal basis. The state \( \rho_X \) hence has eigenvalues that are the probabilities associated with \( X \), and eigenvectors that are in one-to-one correspondence with each variate \( x_i \) of \( X \), and hence knowing the matrix \( \rho_X \) would allow us to reconstruct random variable \( X \) if we are also given the alphabet \( \mathcal{X} \).

It is natural therefore to seek quantum analogues of classical entropies that are functions of quantum states. The further subtlety in quantum information is that our entropic measure must also accommodate the possibility of coherences between outcomes (non-diagonal elements in the density matrix). Moreover, when extracting probabilities from a quantum state, there are many choices of measurement. Thus, to be a function of a quantum state, rather than also of an (implicit) measurement, one typically defines a quantum entropy with respect to a minimization over all choices of projective measurement [4]. If one then calculates a Rényi entropy on these probabilities (or indeed, any concave function), the Schur–Horn theorem tells us that this minimization will be achieved when we measure in the diagonal basis of the density operator – that is, when the outcome probabilities of the measurement are given by the eigenvalues of the quantum state.

For the case of the quantum generalization of the Shannon entropy, we can write this minimization directly in terms of \( \rho \) to yield the von Neumann entropy

\[ H_1(\rho) = - \text{Tr} (\rho \ln \rho). \quad (27.18) \]

It is sometimes fashionable to introduce additional notation (\( S \) and \( H \)) to distinguish the von Neumann entropy from the Shannon entropy. We here view that as redundant mysticism, since classical probability theory is a subset of quantum information.
theory, and applying Eq. (27.18) to the appropriate quantum representation \( \rho_X \) of the classical random variable \( X \) will yield exactly the same value as calculating the Shannon entropy directly. Although some subtlety must be considered with mutual informations and conditional entropies, for unipartite systems the operational meaning of information entropy is the same between the classical and quantum cases: Schumacher compression [33] quantizes Shannon’s source coding theorem, demonstrating that \( N \) independent copies of a quantum state \( \rho \) can be transmitted in a Hilbert space (i.e. quantum configuration space) of size \( NH_1(\rho) \), in the asymptotic limit \( N \to \infty \).

Likewise, one can define [34] the family of quantum Rényi entropies associated with quantum state \( \rho \):

\[
H_\alpha(\rho) := \frac{1}{1 - \alpha} \ln \left[ \frac{\text{Tr} \rho^\alpha}{\text{Tr} \rho} \right], \quad \alpha \geq 0.
\] (27.19)

When \( \rho \) is chosen to encode a classical probability distribution, Eq. (27.4) is recovered. (The \( \text{Tr} \rho \) in the denominator accommodates the possibility of unnormalized \( \rho \).)

Similarly, there are quantum definitions for divergences. For quantum states \( \rho, \sigma \), the Kullback–Leibler divergence (\( \alpha = 1 \)) is defined as

\[
D_1(\rho || \sigma) := \text{Tr} \rho (\ln \rho - \ln \sigma).
\] (27.20)

The general quantum Rényi relative entropy is expressed [34]:

\[
D_\alpha(\rho || \sigma) := \frac{1}{\alpha - 1} \ln \left[ \frac{\text{Tr} \rho^\alpha \sigma^{1-\alpha}}{\text{Tr} \rho} \right].
\] (27.21)

Other quantum generalizations are possible, such as the sandwiched quantum Rényi divergence [34–36], which coincides with the above when \( \rho \) and \( \sigma \) commute. In this form, it can be straightforwardly seen [34] by setting \( \sigma = 1 \) that \( H_\alpha(\rho) = -D_\alpha(\rho || 1) \)—that is, the Renyi entropy itself can be considered as a divergence of \( \rho \) from the (unnormalized) state \( 1 \). Alternatively if we consider the uniform random state with the same dimension \( d \) as \( \rho \), \( \pi := 1/d \), then we also have \( H_\alpha(\rho) = \log d - D_\alpha(\rho || \pi) \). Since \( D_\alpha \geq 0 \) (with equality holding for general \( \alpha \) only when \( \rho = \pi \)), this also tells us that for all \( \alpha \), the maximum value \( H_\alpha \) can take is \( \log d \) and that this is saturated when the quantum state is maximally mixed. That is, the uniformly random probability distribution maximizes all Rényi entropies for a given alphabet size.

We conclude this section by giving the explicit forms [36] for the quantum Rényi relative entropies in the cases \( \alpha = 0 \):

\[
D_0(\rho || \sigma) = -\ln \text{Tr} \left( \pi \rho \sigma \right)
\] (27.22)
where \( \pi_\rho \) is projection onto the support of \( \rho \); and in the case of \( \alpha \to \infty \):

\[
D_\infty(\rho \mid \mid \sigma) = \ln \max_{i,j} \left\{ \frac{\lambda_i}{\mu_j} : \langle i \mid j \rangle \neq 0 \right\},
\]

(27.23)

where \( \rho = \sum_i \lambda_i |i\rangle \langle i| \) and \( \sigma = \sum_j \mu_j |j\rangle \langle j| \). In all these cases, it is left as an exercise to the reader to show that when \( \rho \) and \( \sigma \) are classical probability distributions, these quantities reduce to their respective classical versions.

### 27.2 Thermodynamic Prerequisites

#### 27.2.1 Information Entropy in Thermodynamics

Having now equipped ourselves with some information-theoretic hammers, let us seek out some thermodynamic nails. Broadly, there are two different contexts where information entropy appears in modern thermodynamics. (i) The entropy of the state of (small, possibly quantum) systems, undergoing some transformation. (ii) The entropy of distributions of variables associated with thermodynamic processes, such as the total amount of work investment into a system as it undergoes some protocol. These two contexts are conceptually very different. In the former, information entropy is akin to a thermodynamic state variable, since it is something that can be assigned to a given system at a point in time. The second context is more statistical in nature: the entropy here is not so associated with the system itself, but instead with data built up over many trials of an experiment. In both these contexts, where Shannon entropies are used to quantify average properties, one may consider alternative statements involving Rényi entropies that allow statements to be made outside of this asymptotic limit.

In this article, we shall primarily focus on context (ii). However, let us first make a few comments about (i), since it is a lively area of active research (see Chaps. 29 and 33).

Approach (i) follows the modern information thermodynamics paradigm established by Landauer [37] and Bennett [38, 39] asserting the inevitable physicality of information [40]. This is particularly useful if we wish to make statements about the fundamental thermal costs of information processing. Indeed, Maxwell’s demon [41, 42] – an intelligent agent that can seemingly violate the second law of thermodynamics by converting heat to work without any other consequence – is resolved by noting that this agent must maintain some kind of memory, and this memory is itself a physical system that must be reset at some thermodynamic cost in order to have a complete thermodynamic cycle.

---

6A formal discussion on where the information entropy can be considered a thermodynamic entropy is presented by Weilenmann et al. [19].
The exact lower bound on the cost of reconfiguring memory may be quantified by Landauer’s principle [37], which relates the Shannon entropy of the memory – an information-theoretical quantity – to the exchange of thermodynamic work – a physical quantity, such as the raising or lowering of a weight. Namely, consider a random variable $X$ corresponding to a choice of $x_i \in \mathcal{X}$, each occurring with probability $p_x(i)$, and a random variable $Y$ corresponding to $y_i \in \mathcal{Y}$ with probabilities $\{p_y(i)\}$. Suppose some physical system $\Xi$ encodes the variable $X$. If we wish to reconfigure $\Xi$ so that it encodes the variable $Y$, if this reconfiguration is done in contact with a thermal reservoir at temperature $T$, then the minimum average work investment required is given by:

$$W \geq k_B T \left[ H(X) - H(Y) \right],$$

where $H(A)$ is the Shannon entropy of $A$. If $H(X) < H(Y)$, then the right-hand-side is negative, signifying that work can be extracted from the physical system, at the cost of making it more random. It follows from the first law that this work investment will be accompanied by an equal and opposite exchange of heat with the thermal reservoir.

As an example, consider bit reset: here, $X$ is a $(\frac{1}{2}, \frac{1}{2})$ distribution over two possibilities, whereas $Y$ reflects a pure state of certainty [probabilities $(1, 0)$]. Thus $H(X) = \ln 2$, $H(Y) = 0$, and we recover the well-known “Landauer erasure” cost of $k_B T \ln 2$.

Various thought experiments, such as Szilard’s engine [42, 43] allow the derivation of this same cost from physical considerations (e.g. applying ideal gas laws to expanding pistons). Should some previously unknown material be discovered, we would not expect that it could be used to form a perpetual motion machine: the second law of thermodynamics likely holds independently of the underlying physical mechanisms. Similarly, we can understand Landauer’s principle as an emergent physical law that we expect to hold true no matter the specifics of the microscopic laws governing the system on which it is applied. Systems that claim to violate this bound typically also draw from another type of reservoir that is freely convertible into work, such as information reservoirs, or move the entropy onto a different physical system (or into correlations) that is unaccounted for. The work cost associated with a change of information entropy encoded on any physical medium will be subject to this limit.\(^7\)

For any physically realisable experiment, a larger work investment than predicted from the Landauer bound will typically be required for two distinct reasons: (i) Landauer’s bound assumes a quasistatic change, where the physical system is kept in thermal equilibrium throughout the reconfiguration. This requires infinitely slow adjustments, whereas conversely, real experiments proceed in a finite amount of time. (ii) The bound is derived on asymptotic information quantities: assuming either a large number of copies of the systems that can be compressed (i.e. such that the bound is a limit “per system on average”), or many repetitions of the experiment

\(^7\)Conversely, this limit can be sharpened by restricting the set of allowed protocols (such as by bounding the effective dimension of the thermal reservoir [44]).
where the statistics are collected and averaged, and the thermal reservoir is assumed to be infinitely large (whereas in fact it could also be of limited size [44]).

Non-equilibrium statistical mechanics can help us with reason (i), wherein the difference between entropies informs the free energy difference associated with states encoded in different distributions. Conversely, one-shot statistical mechanics (sometimes called single-shot statistical mechanics) allows us to go beyond this average regime. There are a wealth of papers on this topic (e.g. [12–19]) that extend well beyond the scope of this chapter. For a particularly pedagogical introduction, one could consult Dahlsten [14].

### 27.2.2 Work Extraction Games

Let us now turn our attention to the second context in which entropies can appear in the discussion of thermodynamics. We begin by setting out the following very general thermodynamic scheme (Fig. 27.2): Suppose there is an experiment consisting of three components (a) a working medium, or system, (b) a work reservoir, or battery (e.g. a raising weight), (c) a heat reservoir, or heat bath at some temperature $T$. On this set-up, one composes a protocol: a predefined sequence of actions taken on the system involving two types of interaction: The first type is to allow some total-energy preserving interaction $^8$ with the battery, such that energy is exchanged between the battery and the system. This energy change could either be due to some joint dynamic on the working medium and the battery (a favoured approach for truly quantum thermodynamics), or could be viewed abstractly as the imposition of a time-varying Hamiltonian on the system, where the battery acts as a generic work reservoir that can supply the resulting difference in internal energy on the system, such as by raising or lowering a weight. $^9$ Energy exchanged in this manner is classified as work.

The second type of interaction is thermal contact between the system and the heat reservoir (though the system need not necessarily fully equilibrate). Energetic exchanges resulting from this are considered heat.

In an experiment, one can perform many trials of this protocol, and each trial will exchange some amount of work $W$ with the battery, and some amount of heat $Q$ with the heat bath. From the collated statistics of $W$ over many trials, one can form

---

$^8$The reader should take care that there are varying notions of energy conservation, and in resource-theoretic frameworks, this will alter the set of permitted “thermal operations”. In particular, one may admit any operation that conserves energy on average (as per [45]), or alternatively could place stricter restrictions, such as mandating that the unitary representation of the dynamics on the system-battery commute with the total Hamiltonian (as per [16]). Here, we present a general scheme that can be adapted to either notion.

$^9$Furthermore, these two pictures can be seen to be equivalent: a time-varying Hamiltonian can be recast as a time-invariant Hamiltonian with the help of an ancillary “clock” system – for details, see Supplementary Material Sect. VIII of Brandão et al. [46], Appendix D2 of Yunger Halpern et al. [29], or Sect. IIA in Alhambra et al. [47].
a work distribution $P(W)$. (One might also infer $P(W)$ from the theoretical details of a given protocol).

This scheme is sufficiently general that it describes the thermodynamic behaviour of any system interacting thermally with a single heat bath and drawing upon (or depositing into) a work reservoir. We can flesh it out with some details to specialize to the microscopic quantum case where the working medium has discrete energy levels (following the lead of, say, [14, 15, 48]). Here, the working medium is characterised by its time-varying Hamiltonian $H(t) := \sum_i E_i(t) |E_i(t)\rangle \langle E_i(t)|$, and its state $\rho(t)$, which represents a distribution over energy levels. If the system is classical, then $\rho = \sum_i p_i(t) |E_i(t)\rangle \langle E_i(t)|$ is diagonal with respect to the Hamiltonian basis.

The system’s average internal energy is given $\langle H \rangle = Tr \rho H = \sum_i p_i E_i$. If the system is classical, its state remains diagonal with respect to the Hamiltonian at each timestep (e.g. by actively avoiding the build up of quantum coherence [49]), and hence may always be expressed as a classical distribution over energy levels. In this case, the total differential change to the energy may be expressed

$$d\langle H \rangle = \sum_i p_i dE_i + \sum_i E_i dp_i.$$  \hspace{1cm} (27.25)

By analogy with the first law $dU = dW + dQ$ we can divide these two terms into [15, 50–52]:

1. **Exchanges of work**: $dW = \sum_i p_i dE_i$, associated with changing the Hamiltonian at fixed occupation probability. This is motivated as work, since it corresponds to a change in energy as a consequence of some external action on the system [53] (i.e. arises due to the time-dependence of the Hamiltonian) such as adjusting an external magnetic field or raising a weight.

2. **Exchanges of heat**: $dQ = \sum_i E_i dp_i$, associated with changing the populations at fixed Hamiltonian. This is motivated as heat, since it corresponds to the changes in energy effected by thermalization as a system is moved towards its equilibrium state (see e.g. [16, 29]).

In general, a protocol is constructed by inducing a combination of the above two classes of operations. Physical considerations may lead us to impose further constraints, particularly to ensure that the allowed heat-like exchanges obey the second law. An obviously motivated restriction (see, e.g. [16]) is that heat-like changes should move the system towards a thermal equilibrium state (the *Gibbs*...
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\(\text{Fig. 27.3 Landauer bit reset. A diagrammatic representation of the bit reset protocol (following notation of Åberg [15]), representing the system's state and Hamiltonian throughout the protocol. The two thick horizontal lines represent energy levels, with their relative vertical position representing the energy of each level. The gray bars above each level represents its occupation probability. i Initially the system is in an equal mix of degenerate energy levels. ii At each time-step, the second level is raised by } dE_2, \text{ at work cost } p_2dE_2. \text{ iii The system is then left to thermalize such that the probability of the second level being occupied changes by } dp_2. \text{ This exchanges heat } E_2dp_2 \text{ with the heat reservoir. iv Steps ii and iii are repeated until the second level is raised to infinity, and hence totally depopulated. v The system is then decoupled from the thermal reservoir, such that the (empty) second level can be set back to 0 energy without any associated energy change. The total work cost over the entire protocol is } k_BT \ln 2.\)

\[\text{state } \gamma = \text{diag} \left[ e^{-\beta E_1}/Z, \ldots, e^{-\beta E_N}/Z \right] \text{ where } Z := \sum_i e^{-\beta E_i} \text{ is the partition function.} \]

\(\text{We can further restrict heat-like interactions to obey } \text{detailed balance}^{10} \text{ such that the ratio of transition probabilities between two configurations } i \text{ and } j \text{ obeys } P(i \rightarrow j)/P(j \rightarrow i) = \exp \left[ -\beta (E_j - E_i) \right]. \)

\(\text{As an example, let us consider quasistatic bit reset: the process of taking a two-level system from state } \rho = \text{diag} \left( \frac{1}{2}, \frac{1}{2} \right) \text{ to } \rho = \text{diag} \left( 1, 0 \right), \text{ where the initial and final Hamiltonian is } H = 0. \text{ This is expressed diagrammatically in Fig. 27.3. The theoretically-perfect quasistatic protocol for reset is to slowly increase the second level to } \infty, \text{ allowing the system to fully equilibrate (that is, to reach the Gibbs state } \gamma = \text{diag} \left[ 1/(1+e^{-\beta E_2}), e^{-\beta E_2}/(1+e^{-\beta E_2}) \right], \text{ where } \beta = 1/k_BT \text{ is the inverse temperature) between each infinitesimal change in } E_2. \text{ Once the second level has been fully raised, the system is decoupled from the thermal reservoir, and the (now empty) second level is lowered back to 0, completing the protocol. The latter stage has no associated work cost, since it is a change in energy of a completely depopulated level, and so the total expected work cost } \langle W_{\text{reset}} \rangle \text{ of the protocol is given by the first stage:} \)

\[\langle W_{\text{reset}} \rangle = \int_0^\infty p_2dE_2 = \int_0^\infty \frac{e^{-\beta E_2}}{1 + e^{-\beta E_2}}dE_2 = \frac{1}{\beta} \ln 2 = k_BT \ln 2. \quad (27.26)\]

\(\text{This work cost exactly matches that predicted by applying Landauer’s principle on the change between initial and final entropies [Eq. (27.24)], indicating that this protocol is optimal. A similar integration over population changes will yield} \]

\(^{10}\text{This constraint is closely related to first, see Appendix A of [29].} \)
\( \langle Q_{\text{reset}} \rangle = -k_B T \ln 2 \), just as we would expect from the first law (since \( \Delta U = 0 \)). One can also formulate variations of this protocol outside of the quasistatic limit, by accommodating the possibility that the system does not thermalize completely between each change in the energy of the second level \([49]\).

These quantities correspond to average behaviours. When the system is classical, it is straightforward to generalize this to a trajectory formalism (as per \([10]\) or in \([14, 15]\)), and talk about single trials of the experiment. Here, the system is taken to occupy one particular energy level at any given time (i.e. so that the density matrix is always a rank one projector in the energy eigenbasis). In this picture, thermalization corresponds to random jumps between energy levels. A single trajectory is then a “path” through the system’s state space (i.e. a list of energy levels occupied and the times of transitions between them). Work and heat costs may then be calculated for a given trajectory, such that the mean values correspond to the average over all trajectories.

27.2.3 Worst-Case and \( \epsilon \)-Guaranteed Work

When we use heat and work in the context of traditional thermodynamic processes, we typically refer to the mean (“average” or “expected”) work \( \langle W \rangle \) (cf. heat \( \langle Q \rangle \)) taken over many runs of an experiment. If the thermodynamic protocol acts on a large system and is quasistatic (evolving sufficiently slowly that the system remains in internal equilibrium), the work costs of individual runs of the experiment do not deviate much from the mean values. However, when the protocol happens over a finite amount of time, the system can be driven out of thermal equilibrium, and the work cost of an individual run of the experiment can deviate quite significantly from the mean value. Here, one instead records a work distribution \( P(W) \)—a probability density function over the work costs of each run of the experiment. From this distribution, one can calculate the mean work \( \langle W \rangle \) in the usual way:

\[
\langle W \rangle = \int_{-\infty}^{\infty} dW W P(W).
\]

There are circumstances where mean properties of a distribution are misleading. Consider a game where a ball is launched upwards from the ground, with the aim that it reaches a table of height 1 m. Suppose with probability 0.99 the ball reaches only reaches 0.1 m, but with probability 0.01 it is launched to 100 m. The mean height reached by this ball is 1.099 m, which is greater than the table height—but the ball will not reach the table in 99% of launches. As such, the mean is not a good characterisation of the process for the purposes of determining whether some threshold is met.

Similar circumstances arise in a thermal contexts with respect to work distributions \( P(W) \). It could be that a single instance of the experiment is powered by a battery that can only impart so much work in one run, or the system contains some small wire (such as might be found in the filaments of microprocessor’s transistors) that can only support up to a maximum amount of heat dissipation before it overheats and breaks. In these contexts, we are less concerned by the average work \( \langle W \rangle \), but rather wish to know the maximum work \( W_{\text{max}} := \max_W \{W | P(W) > 0\} \). In protocols whose net
Fig. 27.4 Example work distribution, with the mean work $\langle W \rangle$ and the $\epsilon$-guaranteed worst-case work $W_{\text{max}}^\epsilon$ marked. Positive $W$ indicates work must be invested from the battery into the system. The grey area shaded region has area $\epsilon$, such that the probability that a work sampled from this distribution exceeds $W_{\text{max}}^\epsilon$ is $\epsilon$.

Work exchange is to invest work from the battery into the system, this maximum quantity is sometimes referred to as the worst–case work cost.

Conversely, for processes where work is typically extracted out of the system and into the battery, the “maximum” quantity will be the least negative. Here, the process could be providing the input energy to trigger another process with a minimum activation energy: an “all or nothing” threshold that must be crossed in order to start a chemical reaction (similar to the ball and table example above). In this extraction context, $-W_{\text{max}}$ is sometimes known as the guaranteed work, since each trial of the protocol is guaranteed to output at least that much work. (Here, extracting more work is desirable, so the term “worst–case” would still be an appropriate adjective).

Sometimes, we are not interested in the absolute worst-case scenario, but can tolerate some failure probability $\epsilon$. The $\epsilon$-guaranteed worst–case work cost is the lowest value $W_{\text{max}}^\epsilon$ that satisfies

$$\int_{W_{\text{max}}^\epsilon}^\infty dW \ P(W) = \epsilon.$$  \hspace{1cm} (27.27)

(This is drawn in Fig. 27.4).

One expects the work cost of a trial to exceed $W_{\text{max}}^\epsilon$ only with probability $\epsilon$. This is a generalization of the work distribution’s median value; setting $\epsilon = \frac{1}{2}$ yields the median work. This definition also holds for processes where work is output (though we must pay attention to the signs). Should we alternatively express such a process in terms of $-W$ (i.e. exchanging the sign), we have

$$\int_{-\infty}^{W_{\text{worst}}^\epsilon} dW \ P(-W) = \epsilon,$$  \hspace{1cm} (27.28)

where $W_{\text{worst}}^\epsilon$ is the $\epsilon$–guaranteed work output. Precisely what failure means is context-dependent: it could mean that in $\epsilon$ of cases the protocol completes, but costs
more work than allowed; or it could mean that in \( \epsilon \) of cases a different protocol is executed (say, because the battery is drained).

In the case of quasistatic processes on large systems (particularly, on ensembles of many systems that are independent or otherwise have correlations that are limited in range), the work distribution \( P(W) \) will be (close to) a Dirac delta function \( P(W) = \delta(W - \Delta F) \) (where \( \Delta F \) is the free energy change). Here, \( \langle W \rangle \approx W_{\text{max}}^\epsilon \) for all \( \epsilon \), and knowing the mean work is sufficient to characterize the protocol’s work cost. In the next section we shall discuss the far more interesting context wherein the system is driven out of equilibrium, and the work distribution is no longer well-characterized by the mean.

### 27.3 Work Fluctuation Theorems and One-Shot Entropies

Fluctuation theorems are powerful tools that allow us to make statements relating out of equilibrium behaviour with equilibrium properties such as free energy differences. Of particular interest is Crooks’ fluctuation theorem \([11]\), that relates the entropy production of a system driven in one direction, with that of the reversely driven system. This relation holds under the assumption that each individual microscopic trajectory the system takes is reversible. In this context, microscopic reversibility means that for each forward process trajectory there exists a corresponding reverse trajectory in the reversed process that moves through the same states but in time-reversed order, and that the ratio of probabilities that the system evolves according to these trajectories in their respective process directions is given by \( \exp(-\beta Q) \) where \( Q \) is the heat exchanged with the thermal reservoir during the forward trajectory \([11]\). Microscopic reversibility is satisfied if the driving of the protocol is characterized by a single parameter, and the thermalizing interactions obey detailed balance \([10]\).

The killer application of Crooks’ theorem (provided also in \([11]\)) is to model the probabilistic work cost of out-of-equilibrium thermodynamic processes. Suppose there is a process that begins in a thermal state (with respect to initial Hamiltonian), and undergoes evolution driven by a single external parameter \( \lambda(t) \) (over range 0 to \( \tau \)), and where all thermalizing interactions obey detailed balance. Such a process has a well-defined reverse, wherein the driving parameter \( \lambda \) is varied from \( \tau \) back to 0, and the initial state of the reverse is the thermal state of the system where the external parameter is \( \tau \) (this is not necessarily the same as the final state of the forward process, since in general the system may have been moved out of thermal equilibrium). When the evolution is not quasistatically slow, there is an element of randomness to the work cost \( W \) of these processes. Describing the distribution over work cost in the forward case by \( P_{\text{fwd}} \) and in the reverse as \( P_{\text{rev}} \), Crooks’ fluctuation theorem \([11]\) implies\(^{11}\) the nonequilibrium work relation:

\(^{11}\)Sometimes Eq. (27.29) is referred to as Crooks’ theorem itself. However, in \([11]\), Crooks proves a more general statement about entropy production systems with microscopically reversible dynam-
\[
\frac{P_{\text{fwd}}(W)}{P_{\text{rev}}(-W)} = \exp \left[ \beta (W - \Delta F) \right],
\]

(27.29)

where \( \Delta F \) is the equilibrium free-energy change\(^{12}\) associated with the forward process.

Although we here shall not supply a full proof of the equality,\(^{13}\) we can see intuitively why the free energy difference appears: our set-up involves two thermal states, and these effectively encode within them the partition function \( Z \) associated with their respective Hamiltonians. Elementary statistical mechanics tells us that \( F = -k_B T \ln Z \), and so a logarithm of the ratio of partition functions (as will be generated when we sum over the probabilities associated with the two thermal states) will supply terms of the form \( \Delta F \).

Crooks’ fluctuation theorem implies other important thermodynamic statements. For instance, multiplying Eq. 27.29 by \( e^{\beta \Delta F} P_{\text{rev}}(-W) \) then integrating over \( W \) yields the famous Jarzynski equality [9]:

\[
\langle e^{\beta W} \rangle = e^{\beta \Delta F}.
\]

(27.30)

In turn, applying Jensen’s inequality to Eq. (27.30) yields a statement of the second law in the form \( \langle W \rangle \geq \Delta F \).

The energetic quantity appearing on the right hand side of Eq. (27.29) is known as the *dissipated work* \( W_{\text{diss}} := W - \Delta F \). The dissipated work quantifies the excess work investment required to complete a protocol beyond the free energy difference between the initial and final states. Since \( \Delta F \) is a property of the protocol (rather than of trials), it is the same for every run of an experiment, and hence one can define the *average dissipated work* \( \langle W_{\text{diss}} \rangle = \langle W \rangle - \Delta F \).

This dissipated work represents a wastefulness caused by taking the system out of thermodynamic equilibrium. The free energy difference of a process and its reverse are related by simple negation. However, \( \langle W_{\text{diss}} \rangle \geq 0 \) in both directions. (If this were not true, one could close either of these processes into a cycle with the dissipation-free quasistatic variant of the reserve, and violate the second law.) This follows also from Crooks’ fluctuation theorem [55, 56]. Recall the definition of the Kullback–Leibler divergence (Eq. (27.16)), and substitute in Eq. (27.29):

\( P_{\text{fwd}}(\omega)/P_{\text{rev}}(-\omega) = \exp(\omega) \). The equation pertaining to work exchanges is the most notable example, and was also provided by Crooks’ in the same article.

\(^{12}\)Under the assumptions that allow us to use Crooks’ nonequilibrium work relation, the initial state is in thermal equilibrium and its free energy may be defined in the usual way. At time \( \tau \), the system may not be in thermal equilibrium. However, we can consider the state that would be reached (for the same final Hamiltonian) if that system were allowed to fully thermalize (limit \( t \to \infty \)), and take the free energy of that thermal state instead. It is the difference in free energy between the initial thermal state and the thermalized version of the final state that determines \( \Delta F \).

\(^{13}\)Quan and Dong [54] provide a derivation of this in a language familiar to quantum information scientists.
\[
D_1(P_{\text{fwd}}(W) \mid\mid P_{\text{rev}}(-W)) = \int_{-\infty}^{\infty} dx \ P_{\text{fwd}}(W) \ln \frac{P_{\text{fwd}}(W)}{P_{\text{rev}}(-W)}
\]

\[
= \int_{-\infty}^{\infty} dx \ P_{\text{fwd}}(W) \beta [W - \Delta F]
\]

\[
= \beta \langle W_{\text{diss}} \rangle . \quad (27.31)
\]

Thus, the Kullback–Leibler divergence between the distribution of work invested into the forward process, and the distribution of work extracted from the reversed process is directly proportional to the average dissipated work. \( \langle W_{\text{diss}} \rangle \geq 0 \) then follows from the positivity of \( D_1 \). Moreover we see that \( \langle W_{\text{diss}} \rangle = 0 \) if and only if \( P_{\text{fwd}}(W) = P_{\text{rev}}(-W) \) for all \( W \), which provides us with a slightly more generic definition of thermodynamic reversibility [56].

Yunger Halpern et al. [57] show that a similar relation holds true for the worst-case dissipated work, defined \( W_{\text{diss}}^{\text{worst}} := W_{\text{max}} - \Delta F \):

\[
W_{\text{diss}}^{\text{worst}} = k_B T D_\infty(P_{\text{fwd}}(W) \mid\mid P_{\text{rev}}(-W)) . \quad (27.32)
\]

Similarly to \( D_1 \), one proves this by substituting Crooks’ nonequilibrium work relation into the definition of \( D_\infty \). The protocol’s adherence to Eq. (27.29) guarantees that distributions \( P_{\text{fwd}}(W) \) and \( P_{\text{rev}}(-W) \) have the same support. Therefore, the largest value of \( W \) in the forward process \( W_{\text{max}} \) is exactly the one which maximizes the right-hand side of Eq. (27.29), and hence determines the minimum value of \( \lambda \) in the right-hand-side of Eq. (27.17).

A related equality is derived by Dahlsten et al. [58]. Consider a system in an initial state \( \rho_0 \), which does not need to be a thermal state of the initial Hamiltonian, but must be diagonal in that basis. Let that system evolve by some process \( \mathcal{P}_{\text{fwd}} \), consisting of changes in energy levels, and thermalizations that respect detailed balance. Ultimately, one arrives at a bound of the form \( W < W_{\text{max}}^{\varepsilon} \) where

\[
W_{\text{max}}^{\varepsilon} = k_B T \left[ D_\infty(\tilde{P}_{\text{fwd}}(W) \mid\mid \tilde{P}_{\text{rev}}(-W)) - \ln \left( \frac{Z_f}{\tilde{Z}} \right) \right] , \quad (27.33)
\]

consisting of two terms, which we shall explain. The first term is the worst case dissipated work encoded between the forward and reverse work distributions (as in [57], discussed above). The tilde above \( \tilde{P} \) indicates a smoothed work distribution (see [58] for detail) formed from the true work distribution by discounting trajectories in the following “tails”: (i) the values which are unlikely to be seen since they have very low support in the initial state \( \rho_0 \) (total probability \( p_{\text{out}} \)); (ii) the highest (i.e. worst-case) work values beyond some tunable cut-off value. This is a type of smoothing and is done to lessen the influence of very unlikely trajectories, and to explicitly incorporate a degree of error we are willing to tolerate in the bound.

The second term is a modification of the usual free energy difference. \( Z_f \) is the partition function of the final Hamiltonian, but \( \tilde{Z} \) is some modified function that replaces the role of the initial partition function \( Z_i \). Particularly, \( \tilde{Z} \) omits terms
corresponding to energy levels that are in the set $\text{OUT}$ of system configurations that have the least support in the initial state $\rho_0$. That is $\tilde{Z} = \frac{1}{1-p_{\text{out}}} \sum_{i \notin \text{OUT}} \exp (-\beta E_i)$, where $p_{\text{out}}$ is the total support of $\rho_0$ on these unlikely $\text{OUT}$ states. Using $\tilde{Z}$ instead of the true initial partition function will provide us a bound on the worst case work, since one can then construct a process $\tilde{P}$ whose work costs upper bound that in the true process $P$, but that begins in the thermal state $\tilde{\gamma}$ associated with $\tilde{Z}$ (details in [58]).

In this context, it is unimportant that the initial state be thermal, because we concerned only with a single trajectory (namely, the non-excluded trajectory with the worst work cost) without regards to how likely it is to occur, and the support of $\rho_0^{\text{IN}}$ ($\rho_0$ omitting terms in $\text{OUT}$ and renormalized) and that of the thermal state of $\tilde{Z}$ are identical.

For Eq. (27.33) to be useful, we must also bound the failure probability $\varepsilon$. Let $p_{\text{work-\text{tail}}}$ be the probability that a trajectory is culled for being too expensive, and recall that the probability that the system is in $\text{OUT}$ is $p_{\text{out}}$. We then see the total error is bounded $\varepsilon \leq p_{\text{work-\text{tail}}} + p_{\text{out}}$ (and will be strictly less if some of the worst-case work trajectories begin in an $\text{OUT}$ state). However, $p_{\text{work-\text{tail}}}$ is not quite the same as the $\varepsilon$ guarantee discussed earlier, since the former quantity relates to the smoothed $P(W)$ arising from modified process $\tilde{P}$, whereas the $\varepsilon$ is defined with respect to the true work distribution $P$. However, we can bound $p_{\text{work-\text{tail}}} \leq d (\rho_0, \tilde{\gamma}) + \varepsilon$ where $d (\cdot, \cdot)$ is the trace distance, and $\varepsilon$ the “guarantee”. As such, the total error probability is upper bounded by:

$$\varepsilon \leq p_{\text{out}} + d (\rho_0, \tilde{\gamma}) + \varepsilon. \quad (27.34)$$

In another approach from Yunger Halpern et al. [29], a one-shot entropy is combined with Crooks’ nonequilibrium work relation to bound the worst-case work of a process with respect to an entropic property of the reverse process’s work distribution. Particularly, suppose there is some process $P_{\text{fwd}}$ with a distribution over work costs given $P_{\text{fwd}}(W)$. We can bound the $\varepsilon-$guaranteed worst-case (i.e. lowest) work $W^\varepsilon_{\text{worst}}$ that can be extracted from the reverse process $P_{\text{rev}}$ by

$$W^\varepsilon_{\text{worst}} \leq \Delta F - k_B T \left[ H^T_{\infty} (P_{\text{fwd}}) + \log (1 + \varepsilon) \right]. \quad (27.35)$$

where $H^T_{\infty}$ is the differential min-entropy (order-$\infty$ Rényi entropy) taken with respect to a reference probability distribution with width $k_B T$ and height $\beta$ (see discussion at the end of Sect. 27.1.2). The proof follows by first deriving an minor modification to Jarzynski’s equality

$$(1 - \varepsilon) e^{-\beta \Delta F} = \int_{W_{\text{worst}}}^{\infty} P_{\text{fwd}}(W) e^{-\beta W} \quad (27.36)$$

by rearranging Eq. (27.29), and integrating over $W_{\text{worst}}$ to $\infty$ (cf. the lower limit $-\infty$, which would recover the standard Jarzynski equality). One can then bound the integral on the right-hand side using the largest value of $P_{\text{fwd}}(W), P_{\text{fwd}}^\text{max}$:
\[ \int_{W_{\text{worst}}}^{\infty} P_{\text{fwd}}(W) e^{-\beta W} \leq P_{\text{fwd}}^{\max} \int_{W_{\text{worst}}}^{\infty} dW e^{-\beta W} \]
\[ = \exp \left( \ln \left( \frac{P_{\text{fwd}}^{\max}}{\beta} \right) \right) \exp \left( -\beta W_{\text{worst}}^{\epsilon} \right) \]
\[ = \exp \left( -H_{\beta}^{\infty} \left( P_{\text{fwd}} \right) - \beta W_{\text{worst}}^{\epsilon} \right), \quad (27.37) \]

and then rearrange to arrive at Eq. (27.35).

Yunger Halpern and Jarzynski [59] apply Ineq. (27.35) to upper bound the estimate on the number of trials required to estimate the free energy difference of a process in terms of the min-entropy \( H_{kT}^{\infty} \left( P(W) \right) \). From Jarzynski’s equality [9], it had been established [60] that around \( N \sim \exp \left( \beta \langle W_{\text{diss}} \rangle \right) \) experimental runs are required to form a good estimate of \( \Delta F \). In particular, averages of the exponential quantity \( \langle e^{\beta W} \rangle \) are dominated by large values of \( W \). Thus, to get a good estimate, one hopes to sample one of these large values. Since these large values appear in the tail of the distribution, they may not be likely, and so one might need to take many samples before one appears: namely, requiring a number of trials proportional to the inverse of the tail’s total probability.

Consider sampling the work cost of some reverse \( P_{\text{rev}} \) of some process \( P_{\text{fwd}} \). One may wish to pick some \( \delta \)-guaranteed output work value \( W^{\delta} \) (known in this context as a \( \delta \)-dominant work value), wherein the probability of an experimental trial outputting less work than that is \( \delta \). Then, approximately \( N_{\delta} \sim \frac{1}{\delta} \) trials will be performed before such a trial is encountered. One can rearrange Eq. (27.35) and lower bound this number:
\[ N_{\delta} \geq \exp \left[ \beta \left( W^{\delta} - \Delta F \right) + H_{kT}^{\infty} \left( P_{\text{fwd}} \right) \right]. \quad (27.38) \]

If \( W^{\delta} \) is chosen such that \( W^{\delta} = \left( W \right)_{\text{fwd}} \), then \( N_{\delta} \geq \exp \left[ \beta \left( \langle W_{\text{diss}} \rangle \right) + H_{kT}^{\infty} \left( P_{\text{fwd}} \right) \right] \). Furthermore, if the probability density \( P_{\text{fwd}}(W) \) is less than \( \beta \), then \( H_{kT}^{\infty} \left( P_{\text{fwd}} \right) \geq 0 \), and the bound on \( N_{\delta} \) from Eq. (27.38) will be tighter than that implied by Jarzynski [60].

### 27.4 Quantum Fluctuation Theorems and One-Shot Entropies

Let us conclude this chapter by considering a few instances in which one-shot entropies have been applied to quantum fluctuation relations (for other discussion of quantum fluctuations, see Part II of this book).

It was shown by Kurchan [61] and Tasaki [62] that Jarzynski’s equality can be applied in the quantum realm for a restricted set of protocols where a quantum system begins in a thermal state with respect to its initial Hamiltonian, and undergoes unitary evolution governed by a time-dependent Hamiltonian \( H(t) = \sum_i E_i(t)|E_i(t)\rangle\langle E_i(t)| \) from time \( t = 0 \) to \( \tau \). At the end of this evolution, the system is projectively measured in the basis of the final Hamiltonian \( \tilde{H} := H(\tau) \). In these
protocols, since the system is decoupled from the thermal reservoir throughout its evolution, one may call the energy difference between projective energy measurements made in \( H(0) \) at the beginning and \( H(\tau) \) end of the protocol the work cost of the protocol. In this setting, if the system begins in energy level \( i \) and ends in energy level \( j \), the work cost would be \( W = E_j(\tau) - E_i(0) \). Following these rules, one ends up with the Jarzynski equality wherein \( \Delta F \) corresponds to the difference in the free energy between the initial (thermal) state, and the thermal state associated with the final Hamiltonian \( H(\tau) \).

An especially brief proof that such a set-up will obey the Jarzynski equality is supplied by Vedral [63], who points out that the equality holds essentially because quantum transformations conserve total probability. Consider a system prepared initially in state \( \rho_0 = \sum_i P(i) |i\rangle \langle i| \), and subjected to evolution by the unitary \( U \). After this evolution, the system is measured in the basis of projective measurement \( \{|j\rangle\} \).

According to the Born rule, the joint probability of starting in \( |i\rangle \) and ending in \( |j\rangle \) is given

\[
P(i, j) = \text{Tr} \left[ |j\rangle \langle j| U |i\rangle \langle i| U^\dagger \right] = \text{Tr} \left[ |j\rangle \langle j| U |i\rangle \langle i| U^\dagger \right] \times \text{Tr} \left[ |i\rangle \langle i| \rho_0 \right].
\]

The factorisation on the right-hand side expresses a simple probabilistic chain rule,

\[
P(i, j) = Q(j|i) P(i),
\]

where \( P(i) \) is the probability of beginning in state \( i \), and \( Q(j|i) \) is the conditional probability of ending in state \( j \) given we started in \( i \). The final probability of interest, \( Q(j) = \text{Tr} \left[ |j\rangle \langle j| U \rho_0 U^\dagger \right] \), is the probability that the system is measured in state \( j \), given that it was initially prepared according to the density matrix \( \rho_0 \). One can define a (simple, classical) mutual information between the outcomes of the two measurements

\[
I_{ij} = -\ln Q(j) + \ln Q(j|i),
\]

and then calculate

\[
\langle e^{I_{ij}} \rangle = \sum_{ij} P(i, j) \exp(I_{ij}) = \sum_{ij} P(i, j) \frac{Q(j)}{Q(j|i)} = \sum_i P(i) \times \sum_j Q(j) = 1.
\]

Suppose now that one takes the initial measurement as the Hamiltonian \( H(0) \), the initial state as the thermal state of that Hamiltonian, and the final measurement as the Hamiltonian \( H(\tau) \). After some minor algebra, we find that \( I_{ij} = \beta [E_i(0) - E_j(\tau)] - \beta \Delta F \), and since \( \langle e^{-I_{ij}} \rangle = 1 \), this recovers Jarzynski’s equality for quantum systems.

Such a quantum process has a naturally defined reverse process, wherein \( \tilde{H}(t) := H(\tau - t) \). The reverse process state is written as \( \tilde{\rho}(t) \), and the initial state \( \tilde{\rho}(0) \) is here
the thermal state of $\tilde{H}(0)$ (i.e. the associated thermal state with the final Hamiltonian $H(\tau)$ of the forward process). Parrondo et al. [64] demonstrate that for such a process and its reverse, a quantum fluctuation theorem can be used to determine the mean dissipated work:

$$\langle W_{\text{diss}} \rangle = k_B T D_1(\rho(t) \mid\mid \tilde{\rho}(\tau - t)). \quad (27.43)$$

The left-hand side has no time dependence (this would not make sense, since $\langle W_{\text{diss}} \rangle$ is a property of the whole protocol rather than of one instance in time). Indeed, the choice of time in $\rho / \tilde{\rho}$ does not matter: $D_1(\rho(t) \mid\mid \tilde{\rho}(\tau - t))$ is an entropic quantity that is invariant under unitary transformations of its arguments, and the time evolution for both the process and its reverse is unitary. An obvious choice of $\rho$ and $\tilde{\rho}$ is then to set $t = 0$ so that the arguments of $D_1$ are the thermal states of the initial and final Hamiltonians. By putting these into the definition of $D_1$ [Eq. (27.20)], the free energy difference immediately comes out, and one arrives at Eq. (27.43).

Yunger Halpern et al. [57] show that a similar quantum equality holds relating the worst-case work with the order-$\infty$ Rényi divergence:

$$W_{\text{diss}}^{\text{worst}} = k_B T D_\infty(\rho(t) \mid\mid \tilde{\rho}(\tau - t)). \quad (27.44)$$

The proof follows a similar path to that in [64] for $D_1$. Noting the time-invariance of $D_\infty$, one plugs the thermal states corresponding to the beginning of each protocol into (27.23), to arrive at

$$D_\infty(\rho(0) \mid\mid \tilde{\rho}(0)) = \ln \max_{i,j} \left\{ \exp \left[ \beta \left( \tilde{E}_j - E_i - \Delta F \right) \right] \right\}, \quad (27.45)$$

where $\{ \tilde{E}_j \}_j$ are the energies of the final Hamiltonian, and $\{ E_i \}_i$ of the initial. This quantity is clearly maximized when $\tilde{E}_j - E_i$ takes its largest value, and so the entire right-hand side corresponds to $\beta W_{\text{diss}}^{\text{worst}}$.

A related equality for the case of finite-$\alpha$ Rényi relative entropies has been derived by [65]:

$$\left( e^{-\beta W_{\text{diss}}} \right)^\alpha = \exp (-\alpha \beta \Delta F) \exp (D_\alpha(\rho(t) \mid\mid \tilde{\rho}(\tau - t))) \quad (27.46)$$

This is a generalization of the Jarzynski equality, as seen by setting $\alpha = 1$. This equation opens up new experimental possibilities for determining Rényi divergences between quantum states (which is difficult to do via direct tomography). This facilitates, for instance, the experimental testing of recent advances in modern thermodynamics that involve Rényi divergences between a state and its thermal equilibrium state [18, 66–69]. Through the use of single-qubit probes [70–73] (a type of Ramsey interferometry – see Chap. 14), one can characterize the work-distribution, and then

---

14In addition to this and the work fluctuation equation discussed in Sect. 27.3, Yunger Halpern et al. [57] also demonstrate that this equality holds for classical phase space fluctuations.
use the above equalities to determine the Rényi divergences between the initial and final thermal states [74].

We conclude by noting that recent developments in field of quantum fluctuation relations extend their remit beyond the regime of assumptions made by Tasaki (e.g. [47, 75] or Chap. 12). From the success of the results presented thus far, we suspect that wherever the Kullback–Leibler divergence might appears in these general contexts, an equivalent expression that uses Rényi divergences should also be possible.
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Chapter 28
The Second Law and Beyond
in Microscopic Quantum Setups

Raam Uzdin

28.1 Introduction

Quantum thermodynamics deals with a broad spectrum of issues related to thermodynamics of small and quantum systems. In particular, this chapter examines the applicability of one the most fundamental ideas in thermodynamics: the second law. In addition to its classical role, the second law is the main connecting thread between classical thermodynamics and thermodynamics of microscopic (possibly highly quantum) systems.

The second law has various formulations. Here we consider one of the most versatile and useful forms: the Clausius inequality

$$\Delta S - \int \frac{\delta Q}{T} \geq 0,$$

(28.1)

where $S$ is the entropy of the system, and $Q$ is the heat exchanged with a bath at temperature $T$. In classical thermodynamics, entropy changes are defined by the quantity $\int \frac{\delta Q}{T}$ evaluated for a reversible process between two equilibrium states. The bath is assumed to be large with a well-defined temperature at all stages of the evolution.

The Clausius equality (CI) is quite remarkable. It provides a quantitative prediction that can easily be adapted to the quantum microscopic world. One of the important results of applying the CI to the microscopic and/or quantum world, is that the efficiency of quantum heat engines is limited by the Carnot efficiency even when the evolution exploits unique quantum properties such as entanglement. Moreover, the CI is the underlying principle behind Szilard engines, and Landauer’s erasure principle [1, 2] (see also Chap. 29).
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As described later in detail, under reasonable assumptions the CI is well understood, and can be obtained for microscopic systems using several different approaches. However, there are various open questions and challenges related to the CI: (1) Is the current regime of validity sufficiently large to handle important microscopic scenarios? If not, the CI should be further explored and extended. (2) In microscopic setups where the CI is valid, is it also useful, i.e., does it provide practical predictions? (3) Is the CI a one of a kind constraint, or is it just one member of a family of constraints on microscopic thermodynamic processes? Recent studies show that additional constraints do exist [3–6].

The importance of additional constraints or “laws” comes from the fact that in nanoscopic setups, systems are easily taken out of equilibrium. In equilibrium macroscopic systems, knowledge of a few coarse-grained properties (e.g., internal energy, volume, pressure, etc.) is sufficient for knowing almost everything about the system. In contrast, in small out of equilibrium systems, changes in the internal energy, for example, provide only a limited amount of information on how the energy distribution deviates from equilibrium. Moreover, in small systems, it is possible to experimentally probe features that are more detailed than the average energy, e.g., the energy variance. Thus, it is intriguing to ask if there are thermodynamic constraints, perhaps of the CI form, on other moments of the energy [6], or on other measurable features of the system. Furthermore, in microscopic setups, the environment itself may be very small. Thus, it is conceivable to measure various environment properties (e.g. energy variance) as the environment starts to deviate from its initial equilibrium state.

In trying to extend the regime of validity of the CI, or in the search of new thermodynamic constraints on new quantities, it is important to keep track on what properties of the CI have been retained, what features have been lost or replaced, and at what cost. In particular, it is important that the suggested extension involves measurable quantities, and that it has predictive power with respect to present and future experiments. For example, thermodynamic resource theory (see Chap. 26) predicts that there are families of mathematical constraints on a specific set of processes involving thermal baths [3, 4, 7]. This is a very interesting and important finding. However, these constraints do not deal directly with observable quantities and their operational (or informational) meaning has not been clarified yet. Nevertheless, in the asymptotic many copies limit, resource theory reduce to the free-energy (single bath) form of the second law [3, 4, 7–9]. It is not a necessary requirement that new constraints will have the same form and nature of the CI. However, it is very interesting to explore and find constraints that resemble the second law and its rock-solid, well-established logic. Thus, this chapter puts emphasis on the structure of the CI, and its various features.

In what follows, we aim to achieve the goals stated in the abstract by studying three different approaches of deriving the CI: (1) The reduced entropy approach; (2) The global passivity approach; (3) The Completely positive maps approach. Each approach shows different aspects of the CI, and can lead to new challenges related to the second law in nanoscopic setups. Before exploring each approach let us state the CI statement of the second law in microscopic setups.
28.2 The CI in Microscopic and Quantum Setups

Consider a setup that is composed of a system that is initially in an arbitrary mixed or pure state, and several environments that are initially in thermal equilibrium (each environment is in a Gibbs state with some temperature). All elements (‘element’ may refer to the system, or to one of its environments) are initially uncorrelated. Thus, at \( t_0 \) the setup shown in Fig. 28.1a is described by the following total density matrix:

\[
\rho^\text{tot}_0 = \rho^\text{sys}_0 \otimes e^{-\beta_1 H_1} \otimes \frac{e^{-\beta_2 H_2}}{Z_1} \otimes \frac{e^{-\beta_3 H_3}}{Z_2} \otimes \ldots \tag{28.2}
\]

where \( H_k \) is the Hamiltonian of environment \( k \), \( \beta_k = 1/T_k \) is its initial inverse temperature, and the \( Z_k \)’s are normalization factors. The Boltzmann constant \( k_B \) is set 1 throughout the chapter. We call an environment that is initially prepared in a thermal state a ‘microbath’ (later denoted in equations by \( \mu_b \)). Unlike macroscopic baths, microbaths are not assumed to be large and to remain in a thermal state while interacting with the system. The only requirement of a microbath is that its initial state is thermal. That said, the microbath is allowed to be very large. The preparation process of a microbath is outside the scope of the present discussion. We shall assume that such (possibly small) initially thermal environments are given in the beginning of the experiment. Nevertheless, in principle, they can be prepared by weakly interacting with a much larger thermal environment. Another option is to use a heat exchanger as in [10].

---

Fig. 28.1 a The standard CI form of the second law assumes that all elements are initially uncorrelated \((28.2)\). b In microscopic setups where a system is initially strongly coupled to one of the environments, the system starts in a \textit{coupled} Gibbs state \((28.54)\). Hence, in general, the system does not have a thermal form when the environment is traced out. The CI does not hold in this scenario. Nonetheless, new approaches can successfully handle this scenario (Sect. 28.4.4).
The evolution of the setup is generated by some global time-dependent Hamiltonian that describes all the interactions between the system, the microbaths, and external fields (i.e., driving). In such setups the following microscopic form of the CI [11–18] holds:

\[
\Delta S_{VN}^{sys} + \sum \beta_k q_k \geq 0, \quad q_k = \Delta \langle H_k \rangle,
\]

where \( S_{VN}^{sys} = -tr[\rho^{sys} \ln \rho^{sys}] \) is the von Neumann entropy of the system (we shall drop the VN subscript hereafter). The \( \Delta \) always refers to changes with respect to time \( t_0 \) where (28.2) holds, e.g., at time \( t \): \( \Delta S_{VN}^{sys} = S(t) - S(t_0) \). \( q_k \) is the heat or more accurately the energy change in the \( k \)th microbath. For \( q_k \) to represent the energy change in bath \( k \), \( H_k \) must satisfy \( H_k(t_f) = H_k(t_0) \) which means that at the end of the process the environment is not modified directly by an external field. A classical derivation is carried out in [19, 20]. We point out a few interesting facts on the microscopic CI result (28.3)

- As long as the initial condition (28.2) holds, the interaction between the elements and the external driving can be arbitrarily strong and lead to highly non-Markovian dynamics (i.e., there is no reduced Markovian description for the dynamics of the system).
- The microbaths and the system can be arbitrary small in size (e.g., a single spin) as long as the initial state of the setup is given by (28.2).
- The microbath can be very far from thermal equilibrium at the end and during the interaction with the system. The \( \beta_k \)'s refer only to the initial temperatures of the microbath.

For additional refinements of the CI (see [2, 21]). In what follows, we derive the CI (28.3) using different approaches.

### 28.3 The Reduced Entropy Approach

To keep the notation simple, let us assume we have only three elements: a system ‘s’, and two environments ‘A’ and ‘B’. At this point, it is not assumed that the environments are initially thermal. However, all three elements are assumed to be initially uncorrelated to each other, and therefore the initial density matrix is given by

\[
\rho_0^{tot} = \rho_0^s \otimes \rho_0^A \otimes \rho_0^B.
\]

Next, we assume that the evolution is generated by some time-dependent Hamiltonian of the form:

\[
H_{tot}(t) = H_s(t) + H_A(t) + H_B(t) + H_{int}(t),
\]
where the first term describes possible external driving of the system (e.g. by laser light), the next two terms are the environment Hamiltonians (which may also be subjected to external fields), and the last term describes the time-dependent interactions between the three elements. This generic Hamiltonian can describe almost any thermodynamic protocol that does not involve feedback or measurements during the evolution. No other interactions or other parties are involved. Note that typically the environments (A and B) are either not driven \( \frac{d}{dt} H_{A(B)} = 0 \) by external fields, or at the very least are not modified at the end of the thermodynamic protocol

\[
H_{A(B)}(t_f) = H_{A(B)}(t_0).
\]  

However, this assumption is not needed until Eq. (28.22).

In quantum mechanics, any \( H_{\text{tot}}(t) \) leads to a unitary evolution operator \( U \) (i.e., \( U^\dagger U = I \)) that relates the final density matrix to the initial one,

\[
\rho_{\text{tot}}(t) = U \rho_{\text{tot}}(0) U^\dagger.
\]  

Finally, we consider a slightly more general case where there is some noise in \( H_{\text{tot}}(t) \) (this noise can be a control amplitude noise, timing noise, etc) so that with probability \( p_j \), \( U_j \) is executed instead of the desired \( U \). As a result, the evolution of the setup is described by a mixture of unitaries

\[
\rho_{\text{tot}}^{\text{mix}}(t) = \sum p_k U_k \rho_{\text{tot}}(0) U_k^\dagger.
\]  

Next, we use the non-negativity of the quantum relative entropy [22] for any two density matrices \( \rho \) and \( \sigma \)

\[
D(\rho|\sigma) \equiv \text{tr}[\rho \ln \rho - \ln \sigma] \geq 0,
\]  

where equality holds if and only if \( \rho = \sigma \). We set \( \rho \) to be the state of the setup at time \( t = \rho_{\text{tot}}^{\text{mix}} \), and \( \sigma \) to be the tensor product of the local density matrices \( \sigma = \rho_i \otimes \rho_A \otimes \rho_B \) where \( \rho_i^{\text{tot}} = \text{tr}_{\rho_i} \rho_{\text{tot}}^{\text{mix}} \). Using the log property for product states (\( \sigma \)), we get

\[
D(\rho_{\text{tot}}^{\text{mix}}|\rho_i \otimes \rho_A \otimes \rho_B) = \left( \sum_{j=i,A,B} S_j^i \right) - S_{\text{tot}}^{\text{mix}} \geq 0,
\]  

where the inequality follows from the non negativity of the quantum relative entropy (28.10). If the global evolution is unitary (28.8), then \( S_{\text{tot}}^{\text{mix}} = S_0^{\text{tot}} \) since all the eigenvalues of the total density matrix are conserved quantities. If the global evolution is a mixture of unitaries (28.9) then due to the Schur concavity [23] of the von Neumann entropy it holds that,

\[
S_{\text{tot}}^{\text{mix}} \geq S_0^{\text{tot}}.
\]
Note that this inequality is not a manifestation of the second law. Unlike the inequality (28.11) that holds also for a unitary evolution, Eq. (28.12) originates from the randomness/noise in the protocol that we have included for generality. Using (28.12) in (28.11) we get

\[
\left( \sum_{j=s,A,B} S_j \right) - S_{tot}^0 \geq 0. \tag{28.13}
\]

Since the setup starts in a product state (28.5) it holds that \( S_{tot}^0 = \sum_{j=s,A,B} S_j^0 \) and (28.13) becomes the reduced entropy growth form of the (microscopic) second law [11–13, 18],

\[
\sum_{j=s,A,B} \Delta S_j \geq 0. \tag{28.14}
\]

This form is strictly entropic and has no reference to heat or energy. Moreover, (28.14) holds even if the environments are initially in highly non-thermal states. For two parties, (28.14) can be obtained from the non-negativity of the quantum mutual information [22]. When there are more parties, (28.11) should be used.

Equation (28.14) has the following informational interpretation. For any global unitary the total entropy is conserved \( \Delta S_{tot} = 0 \). However, the final density matrix contains classical and quantum correlations between the different elements. The sum of reduced entropies does not include these correlations, and therefore it grows despite the fact that the total entropy is conserved.

It is important to highlight several points. (1) This growth is only with respect to the initial values, and it is typically non-monotonic in time due to the possible non-Markovian nature of the evolution. (2) The reason that the entropy is growing and not decreasing is due to the special assumption that the elements are initially uncorrelated. (3) As mentioned earlier, no assumptions were made on the size of the elements. The microbath or the system can be as small as a single spin. These features make the entropic form of the second law useful for understanding processes involving small quantum systems (e.g., algorithmic cooling [24]).

To conclude this section, we would like to discuss the zero entropy production limit that appears in infinitesimal transformations with respect to the initial product density matrix. The relative entropy has two useful properties. (1) It is easy to verify that the following general result holds

\[
D(\rho_{tot}^{i} | \rho_0^{s} \otimes \rho_0^{A} \otimes \rho_0^{B}) \geq D(\rho_{tot}^{i} | \rho_i^{s} \otimes \rho_i^{A} \otimes \rho_i^{B}), \tag{28.15}
\]

(2) The relative entropy is quadratic in small perturbations

\[
D(\sigma + \delta\sigma | \sigma) = O(|\delta\sigma|^2). \tag{28.16}
\]

There is no linear term in \( \delta\sigma \) as it would have implied \( D(\sigma - \delta\sigma | \sigma) < 0 \) and the relative entropy cannot be negative. Next we consider an infinitesimal evolution of
the whole setup $\rho_f^{\text{tot}} = \delta \rho_f^{\text{tot}} + \rho_0^{\text{tot}}$ where $|\delta \rho_f^{\text{tot}}| \ll 1$. Using (28.11), (28.15) and (28.16) we get

$$O(|\delta \rho_f^{\text{tot}}|^2) \geq \sum_{j=s,A,B} \Delta S^j.$$  

Equation (28.17) implies that $\sum_{j=s,A,B} \Delta S^j \to 0$ as $\delta \rho_f^{\text{tot}} \to 0$. This is not a trivial statement, since the individual changes in the local entropies are $\Delta S^j = O(|\delta \rho_f^{\text{tot}}|)$. That is, entropy is moved around between the elements and not created through build up of correlations. This result will become important in studying the reversible limit of the Clausius inequality in Sect. 28.3.3.

\section*{28.3.1 The Clausius Inequality: The Energy-Information Form of the Second Law}

The transition from the entropic form of the second law to the energy-information CI form, involves three more simple steps. The first is to apply the following identity that holds for any two density matrices $\rho_1, \rho_2$.

$$S(\rho_2) - S(\rho_1) \equiv \text{tr}[\rho_2 (\ln \rho_1)] - D(\rho_2|\rho_1).$$  

(28.18)

Applying this identity to the initial and final reduced states of the $k$th environment

$$\Delta S^{\text{env},k} = \Delta \left( - \ln \rho_0^{\text{env},k} \right) - D(\rho_f^{\mu_b,k}|\rho_0^{\mu_b,k}),$$  

(28.19)

and substituting it in (28.14) we obtain

$$\Delta S^{\text{sys}} + \sum_k \Delta \left( - \ln \rho_0^{\text{env},k} \right) \geq \sum_k D(\rho_f^{\mu_b,k}|\rho_0^{\mu_b,k}).$$  

(28.20)

The next step is to set the environments to be microbaths, i.e. $\rho_0^{\text{env},k} \to \rho_0^{\mu_b,k} = e^{-\beta_k H_{\mu_b}^{\mu_b}} / Z_k$ and get

$$\Delta S^{\text{sys}} + \sum_k \beta_k q_k \geq \sum_k D(\rho_f^{\mu_b,k}|\rho_0^{\mu_b,k}),$$  

(28.21)

where, as before, we denote the change in the average energy of bath $k$ by $q_k$

$$q_k \equiv \text{tr}[\rho_f^{\mu_b,k} - \rho_0^{\mu_b,k}) H_{\mu_b}^{\mu_b}].$$  

(28.22)

To interpret $q_k$ as the change in the energy of the bath we have used assumption (28.7). Due to the relative entropy terms in (28.21), form (28.21) is slightly stronger
than the standard CI (28.3). However, the relative entropy terms cannot be easily measured. Nevertheless, they are not void of physical meaning. They represent the work that can be extracted from the microbaths due to the fact they are not in a thermal state at the end of the process. If, for example, an additional auxiliary large bath at temperature $T_h$ was available, then a $T_h D(\rho_f^{\mu_b,h} | \rho_0^{\mu_b,h})$ amount of work could have been reversibly extracted from the hot microbath. However, as we consider an entropically self-contained setups (where a large external bath is not included), this work extraction scheme is irrelevant.

In the last third step, the relative entropy property $D(\rho_f^k | \rho_0^k) \geq 0$ is used to obtain the CI inequality (28.3) from (28.21). Finally, by defining the operator

$$B^{env} = - \ln \rho_0^{env},$$

(28.23)

where $\rho_0^{baths}$ is the initial density matrix of all the microbaths in the setup, the CI can be written more compactly as

$$\Delta S^{sys} + \Delta \left\langle B^{env} \right\rangle \geq 0. \quad (28.24)$$

This form will be used in Sect. 28.4.4.

### 28.3.2 The Structure of the CI

The CI connects two very different quantities. One is an information measure, and the other is an expectation value obtained from energy measurements. These two quantities have completely different nature and properties. $S^{sys}(\rho^{sys})$ is an information measure and as such it is nonlinear in $\rho^{sys}$. It is basis-independent, and invariant to level permutations and, more generally, to unitary transformations $S^{sys}(\rho^{sys}) = S^{sys}(U \rho^{sys} U^\dagger)$. That is, only the eigenvalues of the density matrix are important. It matters not to which orthogonal states these eigenvalues are assigned. If the system is in a known pure state $|\psi\rangle$ then $S^{sys}(|\psi\rangle \langle \psi|) = 0$. If $\rho^{sys}$ is in a fully mixed state then $S^{sys}$ obtains a maximal value.

The second term in the CI, $\sum \beta_k q_k = \beta \Delta \left\langle H_k^{ub} \right\rangle$ is completely different. First, it is linear in the density matrix. Second, it is not invariant under local permutations and more general local unitary transformations $tr[U_k \rho^{ub} U_k^\dagger H_k^{ub}] \neq tr[\rho^{ub} H_k^{ub}]$. Moreover, $\left\langle H_k^{ub} \right\rangle$ involves only the diagonal elements of the density matrix in the energy basis. Thus, dephasing all the coherences in the energy basis will not change the energy expectation values at a given instant (it will, however, change the evolution from that point on). In contrast, information quantities such as the von Neumann entropy are very sensitive to dephasing. All types of dephasing operations increase the values of $S^{sys}(\rho^{sys})$. We point out that all Schur concave information measures have this property [6, 23].
This relation between a quantity that is basis-independent and a quantity that is basis-dependent can be quite powerful. For example, if we erase one bit of information from our system (no matter in which basis), then according to the CI (Landauer principle [1] Reeb and Wolf [2]) at least $T \ln 2$ amount of heat has to be exchanged with the bath (see Chap. 29 for more general forms of erasure). Thus, although nonlinear quantities such as $S^{\text{sys}}(\rho^{\text{sys}})$ are not directly measurable (they are not associated with a Hermitian operator), they can be quite insightful when associated with expectation values as in the CI. Note that in the CI the nonlinear quantities involve only the system, which at least in nanoscopic setups can be regarded as small. For example, it is not unreasonable to perform tomography of a two-spin system, if needed. On the other hand, it is not practical to perform a full tomography of a thirty-spin microbath in order to evaluate its entropy changes. Hence, when using nonlinear quantities in thermodynamics, we should be mindful of how they can be evaluated or used either directly or indirectly.

28.3.3 The Reversible Limit of the CI

A major feature of the CI is that the inequality is saturated (becomes an equality) for reversible processes. The saturation limit of the CI is highly important for two main reasons. First, inequalities that are not saturated can be completely useless. For example, $\Delta S + \beta q + 10^{100} \geq 0$ is also a valid inequality, but it is trivially satisfied and cannot be used to state something useful on $\Delta S$ by knowing $q$ or vice versa.

The second reason why the CI saturation is important is that it provides a special meaning to reversible processes compared to irreversible processes. All reversible processes between two endpoints (two density matrices of the systems) are equivalent in terms of heat, work, and entropy changes in the bath. On the other hand, irreversible processes are path-dependent and lead to suboptimal work extraction. Note that creating a reversible interaction with microbaths is not as straightforward as it is in macroscopic setups since, in general, the microbaths do not remain in a Gibbs state.

Equation (28.21) implies that in saturation the relative entropy terms on the right hand side must vanish. We show now that this naturally happens in infinitesimal transformations $|\delta \rho^{\text{tot}}| \ll 1$ where (28.17) holds. It is always possible to choose $\delta \rho^{\text{tot}}$ small enough so that $|\delta \rho^{\text{env}}| \ll 1$ also holds. According to (28.16) $|\delta \rho^{\text{env}}| \ll 1$ implies $D(\rho^{\text{env}}_f | \rho^{\text{env}}_0) = O(|\delta \rho^{\text{env}}|^2)$. To connect this to the right hand side of (28.21) we use the fact that for initially uncorrelated microbath it holds that $D(\rho^{\text{env}}_f | \rho^{\text{env}}_0) \geq \sum_k D(\rho^{\mu b, k}_f | \rho^{\mu b, k}_0)$. Thus, the right hand side of (28.21) vanishes as $O(|\delta \rho^{\text{env}}|^2)$ for infinitesimal transformations. Note that the entropy in the microbath changes linearly in $\delta \rho^{\text{env}}$ via the term $\Delta \langle B^{\text{env}} \rangle$. Thus, in reversible transformations $\Delta \langle B^{\text{env}} \rangle$ represent the entropy flow from the system to the environment and the total entropy production is zero. For a large environment, $|\delta \rho^{\text{env}}|$ can be made very small as the interaction with the system involves many degrees of freedom (particles) in the environment where each one changes only a little. Therefore, finite heat exchanges
with a large environment may still involve a vanishing \( \sum_k D(\rho_f^{\mu,b,k} | \rho_0^{\mu,b,k}) \). Crucially, for markovian dynamics large environments are needed in order to maintain (to a good approximation) the product state assumption \( \rho_f^{\text{tot}} = \rho_f^{\text{sys}} \otimes \rho_f^{\text{env}} \) at each instant of the evolution and not just for the initial state. For markovian dynamics in microscopic heat capacity reservoirs, see [25].

### 28.3.4 Fluctuation Theorems and Clausius-Like Inequalities

Fluctuation theorems (FT’s) are intensively studied for the last few decades (see [26–29] and Chap. 10). Their main appeal is that they provide equalities that hold even when the system is driven far away from equilibrium. In contrast, the CI provides a potentially saturated inequality in non-equilibrium dynamics.

Interestingly, by applying the Jensen inequality some manifestations of the CI can be retrieved from FT’s. For this reason, it is sometimes claimed that FT’s are more fundamental than the CI. However, it is highly important to remember that, presently, the CI is applicable in various scenarios where FT’s may not hold or become impractically to use: (1) Initial coherence in the energy eigenbasis of the systems. (2) the FT equalities may not involve the quantities of interest. For example Jarzynski equality yields a prediction on \( \langle e^{-\beta w} \rangle \) and not on the average work \( \langle w \rangle \), or on a distinct moment of the work \( \langle w^n \rangle \). Instead it provides information on \( \sum_{n=0}^{\infty} (-\beta)^n \langle w^n \rangle \). This is still useful as a tool for evaluating free energy differences but not for relating average work to heat flows.

In summary, in comparison to the CI, fluctuation theorems presently provide stronger statements (equalities) but for more limited physical scenarios. Further study is needed to understand if there is a fundamental complementarity between the strength of non-equilibrium results (FT or CI) and their regime of validity, or perhaps it is possible to hold the stick at both ends and find FT’s that are both more general and stronger than the CI.

Finally, we point that energy appears in the CI in the form of “difference of averages” \( q = \langle H_{\mu b} \rangle_f - \langle H_{\mu b} \rangle_0 \), while in FT (e.g. [29, 30]) energy appears as “nonlinear average of differences”, e.g., \( e^{-\beta(E_f - E_0)} \) where \( E_f \) and \( E_0 \) are initial and final energy measurements in a specific realization (trajectory) [30]. That is, the energy term in the CI has the structure \( \Delta \langle g(H) \rangle \) while in FTs the structure is \( \langle \tilde{g}(\Delta E) \rangle \) where \( g \) and \( \tilde{g} \) are some analytic functions. In FT’s the evaluation of \( \Delta E \) involves measuring \( E_0 \) and \( E_f \) in the same run of the experiment. In quantum mechanics \( E_0 \) measurements will modify the evolution due to the loss of coherence (wavefunction “collapse”). In contrast, quantities such \( \langle g(H) \rangle_f \) and \( \langle g(H) \rangle_0 \) are evaluated over multiple runs of the experiment: in one set of experimental runs \( \langle g(H) \rangle_0 \) is measured and evaluated, and in another set of runs \( \langle g(H) \rangle_f \) is measured. Therefore, the structure of \( \Delta \langle g(H) \rangle \) is more compatible with quantum mechanics compared to \( \langle \tilde{g}(\Delta E) \rangle \) that appears in FTs.
28.3.5 Deficiencies and Limitations of the CI

Despite its great success and its internal consistency, the CI also has a few deficiencies. One deficiency concerns very cold environments and the other occurs in dephasing interactions. These deficiencies are not inconsistencies but scenarios where the CI provides trivial and useless predictions.

In the limit of a very low temperature, the predictive power of the Clausius inequality is degraded. As $T = \frac{1}{\beta} \to 0$, the $\beta q$ term diverges and the changes in the entropy of the system becomes negligible (the entropy changes in the system are bounded by the logarithm of the system’s Hilbert dimension). Hence, in this limit, the CI reads $\beta q \geq 0$, which means that heat is flowing into this initially very cold bath. This is hardly a surprise. If the initial temperature is very low the microbath will be in the ground state. Thus, it is clear that any interaction with other agents can only increase its average energy.

Another trivial, and somewhat useless prediction of the CI is obtained in dephasing interactions. Such interactions satisfy $[H_{\text{int}}, H_{\text{sys}}] = 0$ and typically also $[H_{\text{int}}, H_{\text{env}}] = 0$. Consequently, dephasing interactions do not affect the energy distributions of the system and the environment. However, they degrade the coherence in the energy basis of the system. Since there is no heat flow involved, the CI predicts $\Delta S^{\text{sys}} \geq 0$. This is a trivial result: any dephasing process can be written as a mixture of unitaries operating on the system only, and mixture of unitaries always increases the entropy due to the concavity of the von Neumann entropy.

In addition to these two deficiencies, two more obvious deficiencies should be mentioned. The first is the restriction to initially uncorrelated system and environment. In some important microscopic scenarios, this assumption is not valid [31–34]. This is not a limitation of the derivation in Sect. 28.3.1 since in the presence of an initial correlation it is easy to find scenarios which indeed violate the CI (e.g., [37]). Another limitation of the CI is that in some cases it does not deal with the quantities of interest. For example in Sect. 28.6.3, we discuss machines whose output cannot be expressed in terms of average energy changes or entropy changes. Hence, the CI does not impose a performance limit for these machines.

28.3.6 The Passive CI Form: Environment Energy Versus Heat

In this chapter we refer to $q$, the energy exchanged with the bath, as heat. However, this terminology ignores the fact that the final non-equilibrium state of the microbath may admit work extraction by applying a local unitary on the microbath. Moreover, some studies suggested using ‘squeezed thermal bath’ as fuel for quantum heat machines [38–40]. A squeezed microbath is obtained by applying a unitary $U_{\mu b}$ to a microbath $\rho^{\mu b}_{\beta, sq} = U_{\mu b} \rho^{\mu b}_{\beta} U_{\mu b}^\dagger$. Since the thermal state has the lowest average energy for a given von Neumann entropy, any squeezing operation of a thermal state
increases the energy of the bath. Thus, the preparation of squeezed baths requires the consumption of external work.

Next, we use similar arguments to those in [41] (see also Chap. 2) to show that squeezing can be fully captured in a slightly modified version of the CI. For this, we need to introduce the notion of passive states [42, 43], ergotropy [44], and passive energy [41]. A passive state (passive density matrix) with respect to a Hamiltonian is one in which lower energy states are more populated than higher energy states. In addition, the passive density matrix has no coherences in the energy basis of the Hamiltonian. These states are called passive states since no transient local unitary (acting on the system alone) can reduce the average energy of a system prepared in this state. That is, no work can be extracted from such a state if at the end of the process the system Hamiltonian returns to its initial value (transient unitary). Passive states are discussed in detail in Sects. 28.4.1 and 28.4.2.

The maximal amount of work that can be extracted using local transient unitaries is called ergotropy [44]. It is obtained by bringing a non-passive density matrix into its passive form with respect to the Hamiltonian. Let \( \mathcal{E} \) denote the ‘passive energy’ [41] that is defined as the energy that remains after extracting all the ergotropy. It is the energy of the passive state associated with some initial non-passive state. Since unitaries do not change the eigenvalues of the density matrix, the initial non-passive state dictates the eigenvalues of the passive state. Therefore, the initial state uniquely determines the passive state up to degeneracies in the Hamiltonian. These possible degeneracies are not important in the present chapter.

The entropic form of the CI (28.14) holds regardless of squeezing, since squeezing is a local operation that does not change the local entropies. Applying unitary invariance of the VN entropy to squeezed microbaths we can write

\[
\Delta S^{\mu b} = S(\rho_f^{\mu b}) - S(\rho_{sq}^{\mu b}),
\]

as

\[
\Delta S^{\mu b} = S(U_f \rho_{fin}^{\mu b} U_f^\dagger) - S(U_i \rho_{sq, \hat{\beta}}^{\mu b} U_i^\dagger) = S(\rho_f^{\mu b}) - S(\rho_\hat{\beta}^{\mu b}),
\]

where \( U_f \) is the unitary that takes the final state of the microbath into a passive state, and \( U_i \) is the unitary that takes the initial state of the microbath to a thermal passive state. Using (28.26) in (28.18) we get

\[
\Delta S^{\mu b} = \beta \Delta \mathcal{E}^{\mu b} - D(\rho_{f, pass}^{\mu b} | \rho_\beta^{\mu b}),
\]

where \( \Delta \mathcal{E}^{\mu b} = tr[(\rho_{f, pass}^{\mu b} - \rho_\beta^{\mu b}) H^{\mu b}] \) is the change in the passive energy (defined above) of the microbath. Next, we use (28.14) and (28.27) and obtain the passive form of the CI [41]

\[
\Delta S^{sys} + \sum \beta_k \Delta \mathcal{E}_k \geq 0,
\]
where \( \beta_k \) is the initial temperature of the unsqueezed \( k \)th microbath, and \( E_k \) is the passive energy of the \( k \)th microbath. One can argue that \( \Delta E_k \) is a more accurate definition of heat compared to \( \Delta \langle H_k \rangle \) as it excludes ergotropy [41, 45]. However, another point of view is that heat is related to energy that cannot be operationally extracted \textit{in practice}. If retrieving the ergotropy from the bath is too complicated to implement then for all practical purposes all energy dumped into the microbath can be considered as heat. For macroscopic baths, direct work on the bath is usually not considered as it may often involve keeping track of phases of many interacting degrees of freedom. However, in the microscopic world where the size of the microbath may be comparable to that of the system, work extraction from a microbath is not an unreasonable operation. In conclusion, the decision whether to use (28.3) or (28.28) may strongly depend on the experimental capabilities in a specific setup.

That said, one of the nice features of the CI (28.3) is that it does not depend on heat and work separation or interpretation. It simply puts a limit on the changes in the average energy of the microbaths. Work and heat separation and the very definition of work become very obscure, and to some extent immaterial, when trying to define higher moments of work in the presence of initial coherences in the energy basis (see, for example, [46]). On the other hand, changes in higher moments of the energy of the system are well defined even in the presence of initial coherences (see Sect. 28.3.4). This is exploited in [6]. See [41, 47] for schemes that suggest some alternative separations of heat and work.

### 28.3.7 Quantum Coherence and the Clausius Inequality

The microscopic form of the CI (28.3) is so similar to the historical macroscopic form put together by Clausius (28.1), that one may wonder if (28.3) contains any quantum features at all. The difference between stochastic dynamics of energy population and quantum dynamics manifests in ‘coherences’: the off-diagonal elements of the density matrix that quantify quantum superposition of energy states. Coherence and its quantification is actively studied in recent years [48].

Removal of the system coherence by some process increases the entropy of the system. According to the CI the growth of entropy sets a bound on how much heat can be exchanged in such a decoherence process that affects only the off diagonal elements of the density matrix of the system. Indeed, as discussed in Sect. 28.3.5, by using a specific type of system-environment dephasing interactions it is possible to decohere the system without changing the energy of the system or the microbath (no heat flow). This thermodynamically irreversible process involves significant correlation buildup between the system and the microbath [49]. However, in [50] a protocol was suggested to remove the coherence in a reversible process.

The Kammerlander-Anders protocol [50] reversibly implements \( \rho_i \rightarrow \text{diag}(\rho_i) \) in two stages. In stage I, a unitary transformation is applied to the system, and brings it into an energy diagonal state. This step involves work without any entropy changes \( S'_I = S_I = S(\rho_i) \). In stage II a standard reversible diagonal/stochastic state
preparation protocol [6, 12, 50, 51] is employed to change $\text{diag}(\rho^\prime)$ to $\text{diag}(\rho_i)$. The details of this part of the protocol are not important. Only the entropy change in this stage is needed for our analysis

$$\Delta S_H = S[\text{diag}(\rho_i)] - S' = S[\text{diag}(\rho_i)] - S(\rho_i). \quad (28.29)$$

Note that this expression is always positive as it can be written in terms of quantum relative entropy

$$\Delta S_H = S[\text{diag}(\rho_i)] - S(\rho_i) = D[\rho_i | \text{diag}(\rho_i)] \geq 0. \quad (28.30)$$

The heat required to reversibly generate this entropy difference using a single-bath is given by the CI

$$q^{\text{rev}} = -T \Delta S_H. \quad (28.31)$$

Since the initial and final average energy are the same (same values of the diagonal elements, and the same Hamiltonian) it follows that the work in this reversible process is

$$W^{\text{rev}} = q^{\text{rev}} = T D[\rho_i | \text{diag}(\rho_i)] \geq 0. \quad (28.32)$$

Since the CI dictates $q \geq q^{\text{rev}}$ it follows that $W^{\text{rev}} \geq W$. This result means that work can always be extracted by reversibly removing the coherence in a reversible way. Moreover, reversible protocols extract the maximal amount of work from coherences. Using the CI it was not necessary to describe the protocol in full detail (see [6, 50]) to obtain the optimal work extraction.

Another way to think of the thermodynamic role of coherence in the energy basis is to define the non-equilibrium free energy [12, 51] $\mathcal{F}$ through the Clausius inequality (28.3). Starting with the CI

$$\Delta (S + \beta \Delta \langle H^{\mu b} \rangle) \geq 0, \quad (28.33)$$

and using energy conservation $W + \Delta \langle H^{\mu b} \rangle + \Delta \langle H^{\text{sys}} \rangle = 0$ (no initial or final interaction terms), we get the non-equilibrium free energy form of the CI

$$W \leq -\Delta \mathcal{F}, \quad (28.34)$$

where $\mathcal{F} = \langle H^{\text{sys}} \rangle - T S(\rho^{\text{sys}})$ is the non-equilibrium free energy [6, 12, 51]. As in the CI, (28.34) becomes an equality for reversible processes. Since $S[\text{diag}(\rho^{\text{sys}})] \geq S(\rho^{\text{sys}})$, (28.34) predicts that in a reversible coherence removal process the extracted work is $W = -T [S(\rho^{\text{sys}}) - S[\text{diag}(\rho^{\text{sys}})]] > 0$ as obtained by the Kammerlander-Anders protocol described above.

Based on the derivations in the last two sections, we can add two more items to CI properties listed in Sect. 28.2.

- The passive CI can handle squeezed thermal baths.
System coherences are taken into account, and play an important role in the microscopic CI.

28.4 Global Passivity Approach

28.4.1 Traditional Passivity and Work Extraction

As mentioned briefly in Sect. 28.3.6, passivity was broadly used in thermodynamics in the context of work extraction [41–44]. We start with the definition of passivity, and then exploit it in new ways [49]. Consider a system subjected to a transient pulse

\[ H(t) = H_0 + H_{\text{pulse}}(t). \]

The pulse satisfies \( H_{\text{pulse}}(t \leq 0; t \geq \tau_{\text{pulse}}) = 0 \) so after time \( \tau_{\text{pulse}} \), the Hamiltonian returns to its initial form. However the final density matrix is modified \( \rho_f \neq \rho_0 \) due to non-adiabatic coupling the pulse induced. Since this Hamiltonian generates a unitary transformation, all eigenvalues of the initial density matrix \( \lambda(\rho_0) \) must be conserved (in particular, the entropy is conserved). To maximize the amount of average energy the pulse is extracting from the system (work) we want to minimize the quantity

\[
\Delta \langle H_0 \rangle = \text{tr}[\rho_f H_0] - \text{tr}[\rho_0 H_0].
\] (28.35)

The second term is fixed by the initial condition, so the first term \( \text{tr}[\rho_f H_0] \) has to be minimized. Since the eigenvalues are conserved \( \lambda(\rho_f) = \lambda(\rho_0) \), the minimal value of \( \text{tr}[\rho_f H_0] \) is obtained by making \( \rho_f \) diagonal in the energy basis and assigning lower energies with higher eigenvalues of the density matrix (probabilities). This is called the passive distribution. Writing \( \lambda_1 \geq \lambda_2 \geq \lambda_3 \ldots \) the passive density matrix with respect to the Hamiltonian is

\[
\rho_{\text{pass}} = \sum_k \lambda_k \ket{k^\downarrow} \bra{k^\uparrow}
\]

where \( \ket{k^\uparrow} \) are the eigenstates of \( H_0 \) sorted in energy-increasing order \( E_k \leq E_{k+1} \leq E_{k+2} \ldots \) Alternatively stated, for a system starting in a passive state \( \rho_{\text{pass}} \) with respect to \( H_0 \) it holds that

\[
\Delta \langle H_0 \rangle_{\text{pass} \to \text{fin}} = \text{tr}[\rho_f H_0] - \text{tr}[\rho_{\text{pass}} H_0] \geq 0,
\] (28.36)

for any transient unitary (pulse-like operation). Moreover, from linearity, (28.36) also holds for any mixture of unitaries (28.9). As mentioned earlier, the maximal amount of work that can be extracted from an initial state using a transient unitary process is called ergotropy [44] and is equal to
\[ erg = -(\text{tr}[\rho_{\text{pass}} H_0] - \text{tr}[\rho_0 H_0]) \geq 0. \]

Thermal states are passive with respect to the Hamiltonian, but not all passive states are thermal. It turns out that the relationship between thermal states and passive states has a more profound aspect. For a given \( \rho_0 \) and \( H_0 \) the passive state is determined up to degeneracies in \( H_0 \). If \( \rho_0 \) is not specified, then a given Hamiltonian \( H_0 \) has many possible passive states. However, thermal states are the only completely passive states. That is, when taking any number \( n \) of uncorrelated copies in a thermal state \( \rho_{\text{tot}} = \rho_{\beta} \otimes I \otimes I \cdot \cdot \cdot + I \otimes H_0 \otimes I \cdot \cdot \cdot + \cdot \cdot \cdot \) (\( I \) is the identity operator). In particular, the thermal state is the only state that remains passive in the limit \( n \to \infty \). This is a very important property from the point of view of the second law. If the thermal state was not completely passive then by joining many identical thermal microbaths we could have obtained a non-passive state, and extract work from it, which is in contradiction to the second law. However as discussed earlier in Sect. 28.3.6, the CI is a bit more general as it can handle squeezed microbaths as well.

### 28.4.2 Global Passivity

It is important to understand that passivity is not a property of a state \( \rho \) or of an operator \( A \), it is a joint property of the pair \( \{ \rho, A \} \) (we will denote in calligraphic letter operators that are passive with respect to the initial state). While passivity was traditionally used to describe work extraction of from a system, in [49] it was suggested that passivity is a much more general concept that can be used for other operators (not just Hamiltonians) and to other objects (not just the system). Based on these observation it was shown in [49] that passivity plays a much more significant role in thermodynamics compared to the way it was used thus far.

First, we point out that there is no reason to limit passivity to be with respect to the Hamiltonian of the system or the bath. The definition above is applicable to any observable described by a Hermitian operator. For example given a state \( \rho_0 \) in some basis one can ask what is the passive state with respect to the angular momentum operator. In what follows, not only that we will not use passivity with respect to the Hamiltonian, we will also use observables (operators) that involve the whole setup.

Second, in the context of passivity, \( A \) is usually given (the Hamiltonian of the system or of a microbath), and the focus is on the passive state associated with it [41–44, 52, 53]. In [49] it was suggested to look on the opposite problem. Given an initial state (which may not be passive with respect to the Hamiltonian), what are the passive operators with respect to this state? That is, \( \text{what are the } A \text{'s such that } \Delta \langle A \rangle \geq 0 \text{ for any (transient) unitary transformation (28.8) or a mixture of unitaries (28.9)?} \)

Let \( \rho_0^{\text{tot}} \) be the density matrix that describes the total setup (system plus microbaths). A thermodynamic protocol is a sequence of unitary operations that describe system-environment interaction and interaction with external fields (e.g. a laser field)
that act as work repositories. The accumulated effect of this protocol is given by a
global unitary $U$ or by a mixture of unitaries (28.9).

Global passivity [49] is defined as follows: An operator $\mathcal{B}$ is globally passive (i.e.
passive with respect to $\rho_{\text{tot}}^0$), if it satisfies

$$\Delta \langle \mathcal{B} \rangle \geq 0,$$  

(28.37)

for any thermodynamic protocol (for any $p_k$, and $U_k$ in (28.9)).

As we shall see for any initial preparation $\rho_{\text{tot}}^0$ there are many families of globally
passive operators. To systematically find the passive operators associated with $\rho_{\text{tot}}^0$ we
can use the fact that in thermodynamic processes $\rho_{\text{tot}}^0$ is explicitly known (in contrast
to $\rho_{\text{tot}}^f$) and construct operators from it. The simplest choice with the strongest kinship
to the CI is

$$\mathcal{B}_{\text{tot}} = -\ln \rho_{\text{tot}}^0.$$  

(28.38)

We emphasize that this is a time-independent operator and its expectation value is
linear in the instantaneous density matrix $\rho_{\text{tot}}^0$. That is, the expectation value at time $t$
is $\langle \mathcal{B}_{\text{tot}} \rangle_t = \text{tr}[\rho_{\text{tot}}^0 (-\ln \rho_{\text{tot}}^0)]$. It is easy to verify that this operator is globally passive.

According to (28.38) the probability of observing an eigenvalue $\lambda_B$ is $p_{\lambda_B} = e^{-\lambda_B}$. Hence, larger eigenvalues are associated with lower probabilities and we can conclude
that $\rho_{\text{tot}}^0$ and $\mathcal{B}_{\text{tot}}$ form a passive pair, and therefore

$$\Delta \langle \mathcal{B}_{\text{tot}} \rangle \geq 0,$$  

(28.39)

for any mixture of unitaries (28.9). The connection of the global passivity inequality
(28.39) to the standard CI will be explored in the next section. However, a major
difference already stands out: in contrast to the CI (28.39) holds for any initial $\rho_{\text{tot}}^0$
even if the system and microbaths are all initially strongly correlated. Thus, (28.39)
has the potential to go beyond a mere re-derivation of the CI.

### 28.4.3 The Observable-Only Analog of the CI

To see the first connection between (28.39) and the CI we assume the standard
thermodynamics assumption on the initial preparation (28.2) and get that relation
(28.39) now reads

$$\Delta \langle \mathcal{B}_{\text{sys}} \rangle + \sum_k \beta_k q_k \geq 0,$$  

(28.40)

where $\mathcal{B}_{\text{sys}}$ is a time-independent operator

$$\mathcal{B}_{\text{sys}} = -\ln \rho_{0}^{\text{sys}},$$  

(28.41)
and as in Sect. 28.3.1, $q_k = \Delta \langle H_k \rangle$ is the change in the average energy of the ‘$k$’th microbath. Form (28.40) is linear in the final density matrix and involves only expectations values. Equation (28.40) looks similar to the CI (28.3), but instead of the change in the entropy $\Delta S^{sys}$, there is a change in the expectation value of the operator $B^{sys}$. Before doing the comparison it is important to point out that in setups that consist of only microbaths and no system (e.g. in absorption refrigerator tricycles [54], or in a simple bath-to-bath heat flow) then both (28.40) and the CI reduce to $\sum_i \beta_i q_i \geq 0$. To quantitatively compare the standard CI and (28.40) in the general case, we use (28.18) to rewrite (28.40) as

$$\Delta S^{sys} + \sum_k \beta_k q_k \geq -D(\rho_f^{sys} | \rho_0^{sys}).$$  (28.42)

The term on the right-hand side is negative, which means that (28.40) is a weaker inequality compared to the CI. Nonetheless, (28.40) has an important merit. To experimentally evaluate $\Delta S^{sys}$ a full system tomography is needed ($S^{sys}_f$ is calculated from $\rho_f^{sys}$). In contrast, for $\Delta \langle B^{sys} \rangle$ we need to measure only the expectation value of $B^{sys}$. Not only that this involves only $N$ elements out of the full $N \times N$ density matrix of the system, the elements (probability in the basis of $B^{sys}$) need not be known explicitly. The average $\langle B^{sys} \rangle$ converges much faster compared to evaluation/estimation of the individual probabilities via tomography.

### 28.4.4 ICCI - Initial Correlation Clausius Inequality

To get the full energy-information form of the CI (28.3), and to go beyond the standard validity regime (28.2), we introduce the notion of passivity-divergence relation [49]. We start by writing the identity (28.18) for the whole setup

$$\Delta \langle B^{tot} \rangle = \Delta S^{tot} + D(\rho_f^{tot} | \rho_0^{tot}).$$  (28.43)

where $B^{tot}$ is defined in (28.38). When a specific protocol described by a global unitary $U$ is applied to the setup, then $\Delta S^{tot} = 0$ since the eigenvalues of the total density matrix do not change in a unitary evolution. What if we have some noise in our controls that implements $U$ and the evolution is described by a mixture of unitaries? In this case it holds that

$$\Delta S^{tot} \geq 0.$$  (28.44)

This result can be obtained from the concavity of the von Neumann entropy:

$$S(\rho_f^{tot}) = S \left( \sum_k p_k U_k \rho_0^{tot} U_k^\dagger \right) \geq \sum_k p_k S(U_k \rho_0^{tot} U_k^\dagger) = S(\rho_0^{tot}).$$  (28.45)
Property (28.44) is not unique to the von Neumann entropy, it holds for any Schur concave function \([23]\). A density matrix \(\rho_{\text{tot}}^f\) generated by a mixture of unitaries is majorized by the initial density matrix \(\rho_{\text{tot}}^0\) (see, e.g., \([55]\)). Therefore, for any Schur concave function \(S\), it holds that \(S(\rho_{\text{tot}}^f) \geq S(\rho_{\text{tot}}^0)\) \([23]\). Equation (28.44) should not be confused with (28.14) that describes the increase of the sum of reduced entropies when starting from uncorrelated state. While (28.14) contains the essence of the standard CI, (28.44) describes another layer of irreversibility created by the noise in the protocol. As we shall see shortly the CI will be obtained from (28.43) even when there is no randomness in the protocol and \(\Delta S_{\text{tot}} = 0\).

Using (28.44) in (28.43), we obtain the ‘passivity-divergence relation’

\[
\Delta \langle B_{\text{tot}} \rangle \geq D(\rho_f^f | \rho_f^0).
\]  

(28.46)

This inequality can be viewed as a stronger version of passivity for the following reasons: First, global passivity (28.39) immediately follows from (28.46) due to the non-negativity of the quantum relative entropy. Second, (28.46) implies that the change in the expectation value is not only non-negative, but also larger than \(D(\rho_f^f | \rho_f^0) \geq 0\). Equations (28.43)–(28.46) constitute an alternative way of proving (28.39).

The passivity-divergence relation (28.46) is expressed in terms of the setup states without any explicit reference to the system. To obtain an energy-information form (system’s information) we use the monotonicity property of relative entropy

\[
D(\rho_f^f | \rho_f^0) \geq D(\rho_{\text{sys}}^f | \rho_{\text{sys}}^0).
\]  

(28.47)

This property follows from joint convexity of the quantum relative entropy and it holds for any \(\rho_f^f, \rho_f^0\) even in the presence of quantum or classical correlations. Mathematically, the quantum relative entropy is a divergence. Divergence is a measure that quantifies how different two density matrices are. In general, it is not a distance in the mathematical sense as it may not satisfy the triangle inequality. Equation (28.47) states that the disparity of the reduced states is smaller than the disparity of the total states. This is plausible since some of the differences are traced out. Nevertheless, there are divergences which do not satisfy this property. Using (28.46)–(28.47) we get

\[
\Delta \langle B_{\text{tot}} \rangle \geq D(\rho_f^{\text{sys}} | \rho_f^0).
\]  

(28.48)

As we show next, it is this very step that generates an extended version of the CI. By applying (28.18) to the relative entropy of the system in (28.48) we get

\[
\Delta \langle B_{\text{tot}} \rangle \geq -\Delta S_{\text{sys}} + \Delta \langle B_{\text{sys}} \rangle.
\]  

(28.49)

where \(B_{\text{sys}}\) is defined by (28.41) even if the system is initially correlated to the environment. Rearranging we obtain the initial correlation Clausius inequality (ICCI) \([49]\).
\[ \Delta S_{\text{sys}} + \Delta \langle B'_{\text{tot}} \rangle - \Delta \langle B'_{\text{sys}} \rangle \geq 0, \] (28.50)

For initially uncorrelated system and environment \( \rho^t_0 = \rho^t_{\text{sys}} \otimes \rho^t_{\text{env}} \) it holds that \( B'_{\text{tot}} = B'_{\text{sys}} \otimes I_{\text{env}} + I_{\text{sys}} \otimes B'_{\text{env}} \) and the ICCI reduces to the CI (28.24)

\[ \Delta S_{\text{sys}} + \Delta \langle B'_{\text{env}} \rangle \geq 0. \] (28.51)

Therefore, we conclude that in the presence of initial correlations the environment operator \( B_{\text{env}} \) must be replaced by \( B_{\text{tot}} - B_{\text{sys}} \). This is the content of the ICCI. The local environment expectation value is replaced by a global expectation value. If the environment is composed of microbaths initially prepared in a thermal state we get the standard CI (28.3). Note that the ICCI can also be written as

\[ \Delta S_{\text{sys}} + \Delta \langle B_{\text{env}} \rangle + \Delta \langle B_{\text{corr}} \rangle \geq 0, \] (28.52)

when

\[ B_{\text{corr}} = B_{\text{tot}} - B_{\text{sys}} \otimes I_{\text{env}} - I_{\text{sys}} \otimes B_{\text{env}}, \] (28.53)

and \( I_{\text{sys}}, I_{\text{env}} \) are identity operators. The correlation operator \( B_{\text{corr}} \) becomes identically zero when \( \rho^t_0 = \rho^t_{\text{sys}} \otimes \rho^t_{\text{env}} \). Note that \( \langle B_{\text{corr}} \rangle_0 \) is a measurable correlation quantifier of the initial state as it contains only expectation values (in contrast to mutual information, for example).

**The ICCI for a Coupled System-Environment Initial Thermal State**

Next, we consider an important case where initial correlations naturally arise. In the setup in Fig. 28.1b there is a cold microbath and a hot microbath and the system is initially coupled to the hot microbath. We assume the system was coupled to the hot microbath while the hot microbath was prepared (e.g., by weak coupling to a macroscopic bath). As a result, the hot microbath is not in a thermal state, rather, the microbath plus the system are in a thermal state. Hence, the initial density matrix is

\[ \rho^t_0 = \frac{1}{Z_{hs} Z_c} e^{-\beta_h (H_{hs} + H_{\text{int},0})} e^{-\beta_c H_c}. \] (28.54)

Using this in the ICCI (28.50) we get:

\[ \Delta S_{\text{sys}} + \beta_c q_c + \beta_h q_h + \beta_h \Delta \langle H_{\text{int},0} \rangle + \beta_h (H_s - H_{s}^{\text{eff}}) \geq 0, \] (28.55)

where the effective Hamiltonian is defined via \( \rho^t_{\text{sys}} = e^{-\beta_h H_{e}^{\text{eff}} / Z} \). The Z normalization factor yields an additive constant that can omitted so

\[ H_{s}^{\text{eff}} = -\frac{1}{\beta_h} \ln \rho^t_{\text{sys}} = -\frac{1}{\beta_h} \ln tr_h e^{-\beta_h (H_r + H_{\text{int},0} + H_0)}. \] (28.56)
Note that all the Hamiltonians on the right hand side of (28.56) refer to their value at time zero, and not to their possibly different instantaneous values. The term $H_{\text{eff}} - H_s$ is known as the potential of mean force [31] or the solvation potential [34] (see also Chap. 21). The first three terms in (28.55) are the standard “bare” Clausius terms. The fourth term represents changes in the interaction energy and the last term is a system dressing effect. The last term represents the fact that the reduced state of the system is not the thermal state of the bare Hamiltonian of the system. See [49] for an explicit calculation of $H_{\text{eff}}^{\text{sys}}$ for a dephasing interaction and a swap interaction.

The coupled thermal ICCI (28.55) has some similarity to the classical result in [32–36]. However, our result is valid also in the presence of coherences (in the energy basis) and quantum correlations that arise from the initial system-environment coupling.

### 28.4.5 An Outlook for the Global Passivity Approach

So far, we have used global passivity to extend the validity regime of the CI to the case of initial system-environment correlation. In doing so, we maintained the CI structure described in Sect. 28.3.2. Remarkably, global passivity can generate additional thermodynamic inequalities that involve different quantities. In [49] it was pointed out that since $(B^{\text{tot}})_{\alpha}$ and $B^{\text{tot}}$ have the same eigenvectors and the same eigenvalue ordering for $\alpha > 0$ $(B^{\text{tot}})^{\alpha}$ is a stretched/squeezed version of $B^{\text{tot}}$ it follows that $(B^{\text{tot}})^{\alpha}$ is also globally passive (with respect to $\rho_0^{\text{tot}}$) and therefore

$$\Delta \langle (B^{\text{tot}})^{\alpha} \rangle \geq 0,$$

for any $\alpha > 0$ and for any thermodynamic protocol (28.9). These inequalities involve higher moments of the energy. In [49] it was exploited to detect “lazy Maxwell’s demons” (subtle feedback operations) and hidden heat leaks that the CI cannot detect. In addition, it was used to put a bound the build up of system-environment correlations in quantum dephasing scenarios. Hopefully, such inequalities will significantly extend the scope of the microscopic thermodynamic framework as discussed in Sect. 28.6.

### 28.5 CPTP Maps Approach

The previous derivation is based on global arguments that take into account the whole setup including the microbaths. In this section, we adopt a system point of view where the environment is represented by its action on the system. To simplify the notations, a single bath is considered in the section.

Using the definition of the relative entropy and the von Neumann entropy it is straightforward to verify that the following identity holds for any $\rho_1, \rho_2, \rho_{\text{ref}}$
\[ S(\rho_2) - S(\rho_1) + \text{tr}[(\rho_2 - \rho_1)(\ln \rho_{\text{ref}})] \equiv D(\rho_1|\rho_{\text{ref}}) - D(\rho_2|\rho_{\text{ref}}). \] (28.58)

By taking \( \rho_{\text{ref}} = \rho_1 \) in (28.58), (28.18) is obtained. Alternatively, by using (28.18) once for \( \rho_2, \rho_{\text{ref}} \) and once for \( \rho_1, \rho_{\text{ref}} \) it is possible to get (28.58). Focusing on the left hand side we see a familiar structure, entropy difference followed by a change in the expectation value of the Hermitian operator \( \ln \rho_{\text{ref}} \). Next we choose \( \rho_2 = \rho_{\text{st}}, \rho_1 = \rho_{\text{s0}}, \rho_{\text{ref}} = \rho_{\beta} = e^{-\beta H_s}/Z \) and get

\[ \Delta S_{\text{sys}} - \beta \Delta \langle H_s \rangle \equiv D(\rho^{\text{sys}}_0|\rho_{\beta}) - D(\rho^{\text{sys}}_f|\rho_{\beta}). \] (28.59)

Despite the close similarity to the CI expression, (28.59) is an identity void of any physical content. Our first step, then, is to assign a physical scenario to the left hand side. In order to identify the change \( \beta \Delta \langle H_s \rangle \) of the energy of the system with heat as in the CI, we need a scenario with zero work. Using the standard system-based definitions of work and heat

\[ W = \int t^t \text{tr} \left[ \frac{d}{dt} \rho \right], \] (28.60)

\[ Q = \int t^t \text{tr} \left[ H_s \frac{d}{dt} \rho \right], \] (28.61)

we see that to have zero work, the Hamiltonian of the system has to be fixed in time. Such a process is called an isochore since it is the analog of the fixed volume process in macroscopic thermodynamics. Thus, for an isochore it holds that

\[ \Delta S_{\text{sys}}^{\text{isc}} - \beta Q^{\text{isc}} = D(\rho^{\text{sys}}_0|\rho_{\beta}) - D(\rho^{\text{sys}}_f|\rho_{\beta}). \] (28.62)

The identity sign was removed as this expression holds just for isochores. Now we are in position to focus on the right hand side.

### 28.5.1 Completely Positive Maps with a Thermal Fixed Point

Completely positive trace preserving maps (CPTP) are very useful in describing measurements, feedback, dephasing, and interaction with thermal baths. One way of representing CPTP maps is by using Kraus operators. This is a local approach where the environment is not explicitly described. Another way to describe a CPTP map is by interacting with an auxiliary system (environment). Any CPTP map \( \rho_f^s = M(\rho_0^s) \) can be written as

\[ M(\rho_0^s) = \rho_f^s = \text{tr}_A[U \rho_0^{\text{env}} \otimes \rho_0^s U^\dagger], \] (28.63)

where \( \rho_0^{\text{env}} \) is the initial density matrix of some environment and \( U \) is a global unitary that describes the system-environment interaction. CPTP maps have the following
monotonicity property for any two density matrices $\rho, \sigma$ [22] 

$$D(\rho|\sigma) \geq D[M(\rho)|M(\sigma)].$$  \hspace{1cm} \text{(28.64)}

That is, a CPTP map is “contractive” with respect to the quantum relative entropy divergence. Roughly speaking, operating with $M$ on two distinct states make them more similar to each other. If $M$ has a fixed point $M(\rho_{FP}) = \rho_{FP}$, \text{(28.64)} reads

$$D(\rho|\rho_{FP}) \geq D[M(\rho)|\rho_{FP}],$$  \hspace{1cm} \text{(28.65)}

which means that when $M$ is applied all $\rho$’s “approach” the fixed point of the map. Next, we make the physical choice that in isochores where a system is coupled to a bath, the thermal state $\rho_s = e^{-\beta(H_s - F_s)}$ is the fixed point. If we connect an already thermal system to a bath in the same temperature, nothing will happen. This is the CPTP equivalent of the zeroth law. This non-trivial feature has to be properly justified and in what follows we discuss the emergence of thermal fixed points in CPTP maps.

\textbf{Fixed Points of CPTP Maps}

Let our environment be initialized at a Gibbs state $\rho_b^\beta = e^{-\beta(H_b - F_b)}$ where $F_b = -\frac{1}{\beta} \ln \text{tr}(e^{-\beta H_b})$. Next, we assume that the interaction Hamiltonian $H_{int}$ commutes with the total system-bath bare Hamiltonians

$$[H_{int}, H_s + H_b] = 0.$$  \hspace{1cm} \text{(28.66)}

This guarantees that $\langle H_s \rangle + \langle H_b \rangle = \text{const}$ and that no energy is transferred to the interaction energy. This condition also assures that no work has to be invested in coupling the system to the bath. In thermodynamic resource theory this condition is often written as $[U, H_s + H_b] = 0$. Under this condition, it follows that the thermal state of the system is a fixed point of the CPTP map since

$$M(\rho_{\beta}^s) = \text{tr}_b[U \rho_{\beta}^b \otimes \rho_{\beta}^s U^\dagger] = \text{tr}_b[U e^{-\beta(H_s + H_b - F_s - F_b)} U^\dagger] = \rho_{\beta}^s.$$  \hspace{1cm} \text{(28.67)}

See [56] for a discussion of the difference between Gibbs preserving maps and the map considered above.

There are other scenarios where fixed points occur. For example, if two baths are coupled simultaneously to the same levels of the system, the fixed point will not be thermal, in general. We call it a ‘leaky fixed point’ since in such cases even in steady state there is a constant heat flow (heat leak) between the baths. We will return to this point at the end of the section.
28.5.2 From Fixed Points to the Clausius Inequality

Under condition (28.66), $\rho_\beta$ is a fixed point of a CPTP map obtained by interacting with an initially thermal environment. Using the contractivity (28.65) with respect to the thermal fixed point we get that for isochores (ISC)

$$\Delta S_{ISC}^{sys} - \beta Q_{ISC} \geq 0. \quad (28.68)$$

To extend this isochore result to general thermodynamic scenarios we need to include the possibility of doing pure work on the system without contact with the bath. For a unitary transformation on the system (this may include either changing the energy levels in time, or applying an external field to change the population and coherences), it holds that the heat flow is zero

$$\frac{dQ}{dt} = \text{tr} \left[ \frac{d\rho^s}{dt} H(t) \right] = \text{tr} \{-i[H(t), \rho]H(t)\} = 0, \quad (28.69)$$

where we used the cyclic property of the trace in the last transition. Furthermore, the system entropy does not change under local unitaries, hence for unitary evolution (UNI) $\Delta S_{UNI}^{sys} = 0$, $Q_{UNI} = 0$. The unitary evolution is the analog of the macroscopic thermodynamic adiabat. Now, if we have a sequence of an isochore and a unitary, the Clausius term is

$$\Delta S - \beta Q = (\Delta S_{ISC} + \Delta S_{UNI}) + \beta(Q_{ISC} + Q_{UNI}) \quad (28.70)$$

$$= \Delta S_{ISC} + \beta Q_{ISC} \geq 0. \quad (28.71)$$

Hence,

$$\Delta S - \beta Q \geq 0, \quad (28.72)$$

for any concatenation of isochores (thermal CPTP maps) and unitaries. One can show that other processes such as isotherms can be constructed from a concatenation of isochores and adiabats [6, 57]. A similar analysis to the one given above appears in Chap. 10.

For isotherm, $\Delta S = \beta Q$ and the reversible saturation of the CI is obtained. This can also be shown by direct integration. For isotherms, the state is always in a thermal state even when the Hamiltonian (slowly) changes in time. Therefore $\rho_s = e^{-\beta(t)[H(t) - F(t)]}$ and $H(t) = F(t) + T(t) \ln \rho^s(t)$ ($F$ is a scalar matrix). Using it in the entropy definition we get

$$\Delta S = \int_{t'}^{t} \text{tr} \left[ -\left( \frac{d}{dt} \rho_s \right) \ln \rho_s \right] = \int_{t'}^{t} \text{tr} \left\{ \beta(t)[H(t) - F(t)] \frac{d}{dt} \rho_s \right\} = \int_{t'}^{t} \beta \frac{dQ}{dt}. \quad (28.73)$$

where we have used $\frac{d}{dt} \text{tr}(\rho_s) = 0$ for the second term. Note that $Q$ represents the change in the energy of the system due to the interaction of the bath. However, since
we assumed that condition (28.66) holds, it follows that \(-Q = q = \Delta \langle H_b \rangle\). Thus, we have retrieved the reversible saturation in an isothermal reversible process (for unitaries it is trivially satisfied).

This derivation has two main drawbacks. The first is that condition (28.66) does not always hold. In particular, in short interaction time, before the rotating wave approximation becomes valid, there are counter-rotating terms that do not satisfy (28.66). The second drawback concerns the ability of CPTP maps to describe a general interaction with a thermal bath. As mentioned earlier, a general protocol can be decomposed into adiabats and isochores. However, the assumption that at each isochore the fixed point is the thermal state requires that the bath be large and the coupling to it is weak. Weak coupling is needed in order to ensure negligible system-bath correlation at the beginning of each isochore (see (28.63)). This is necessary for using the CPTP contractivity property (28.64) and (28.65).

Interestingly, in the presence of heat leaks, the local fixed point approach may provide different predictions from the standard global approach to the CI. There is no contradiction between the local approach described above (28.72) and the CI, but they provide predictions on different quantities. Consider the case where a two-level system is connected simultaneously to two large thermal baths with temperature \(1/\beta_1\) and \(1/\beta_2\). The fixed point of the two-level system will be some diagonal state with some intermediate temperature \(1/\beta_{\text{eff}}\) that depends on the interaction strength (thermalization rate) with each bath. In systems with more levels, the steady state will not be thermal in general. According to the local approach (28.72) the \(\beta_{\text{eff}}\) that should be used in the CI is \(\beta_{\text{eff}}\) so that \(\Delta S - \beta_{\text{eff}} Q \geq 0\). However, according to the global approach (28.24), we have \(\Delta S + \beta_1 q_1 + \beta_2 q_2 \geq 0\). Both expressions are correct but they contain information on different quantities.

### 28.6 Outlook and Challenges

New approaches to the second law, as well as new mathematical tools such as those discussed in the previous sections (e.g. Sect. 28.4), lead to additional thermodynamic constraints on operations that involve thermal environments. In the context of the second law in microscopic setups, there are several main challenges that deserve further research:

- Strongly correlated thermal systems
- Correlation dynamics and higher order energy moments
- Exotic heat machines (‘X machines’)
- Heat leaks and feedback detection
- Deviation from the standard energy-information paradigm
- Fluctuation theorems and CI extensions
28.6.1 Strongly Correlated Thermal Systems

Consider a system composed of several dozen interacting particles, e.g., interacting spins in a lattice. The particles are initially in a thermal state. Next, a unitary operation (e.g., lattice shaking, or interactions with external fields) is applied to the setup and takes it out of equilibrium. When the particle number exceeds three dozen or so, the dynamics cannot be carried out numerically with present computational resources. Hence, thermodynamic predictions can be quite useful. Applying the second law to the whole setup yields a very trivial result. There is no change in entropy, and there is no heat exchange with some external environment. The energy changes in the setup are purely work related.

To understand the internal energy flows and local entropy changes, we need to choose some artificial partitioning according to our zone of interest. The zone of interest constitutes the ‘system’, and everything else is the ‘environment’ (even if it is very small and comparable to the system’s size). For example, the system can be a collection of a few neighboring spins or even a single spin. The system can even be disconnected, e.g., two non-adjacent spins or a sparse lattice that includes only a subset of the total number of spins (e.g., every second spin in a chain configuration). In all these examples, it is interesting how the reduced entropy of the zone of interest changes (the total entropy of the setup is conserved) when energy flows in and out of it. Due to the equilibrium interaction, the spins are initially correlated to each other. Consequently, the partitions suggested above cannot be studied with the CI. In contrast, the ICCI is suitable for this scenario. It is interesting to explore what insights the ICCI, (and other yet undiscovered thermodynamics constraints), can provide to this important scenario. See Chap. 34 for studies of non-equilibrium dynamics in isolated setups.

28.6.2 Correlation Dynamics and Higher Order Energy Moments

The changes in the first moment of the microbath energy (heat) are constrained by the CI. What about the second or even higher moments of the energy of the microbath or the system? The CI does not deal with these quantities. Does this mean that any change is possible, or perhaps there are analogs of the CI that limit higher order moments of the energy?

In large baths that to a good approximation remain in a thermal state it is enough to know the changes in the average energy to predict their final temperature. However, the final state of microbaths is typically a non-equilibrium state. Thus, information on changes in higher order moments of the energy becomes important. In [6] it was shown that in some scenarios it is possible to write Clausius-like inequalities for higher moments of the energy. Interestingly, it is shown that changes in higher-moments of the energy are associated with information measures that differ from the
von Neumann entropy. If the new Clausius-like inequalities are tight (become equalities) for reversible processes (as in [6]), it is expected that changes in non-extensive higher moments of the energy, be associated with non-extensive information measures. The work in [6] is based on the local approach presented in Sect. 28.5.2.

Higher order moments of the energy are also very important when the correlation buildup between system and bath is studied. The CI is based on the fact that elements that start uncorrelated become correlated. However, the CI does not set a bound on how big or how small these correlations should be in terms of observable quantities. Consider for example the system-bath covariance \( \text{cov}(H_s, H_b) = \langle H_s H_b \rangle - \langle H_s \rangle \langle H_b \rangle \). When it is zero the system and bath are uncorrelated and when it equal to \( \sqrt{\text{var}(H_s)} \sqrt{\text{var}(H_b)} \) the system and bath are maximally correlated. Unlike mutual information, the covariance is an observable measure of correlation. However, it is quadratic in energy, and therefore not constrained by the second law. In [49] it was shown that in some cases global passivity framework imposes constraints on the covariance buildup. Moreover, system-environment correlations can develop between other observables. For example, in a spin decoherence setup [49], correlation builds up between the bath Hamiltonian and the initial polarization operator of the spin. It is interesting to find thermodynamic bounds on this covariance. The bounds in [49] have not been proven optimal or unique. Thus, this topic warrants further study.

### 28.6.3 Exotic Heat Machines

Similarly to standard heat machines such as engines or refrigerators, exotic heat machines (X machines) [58] are machines that exploit thermodynamic resources (i.e. work repositories and microbaths) to execute a task of interest. However, the task of the X machine is not cooling (reduction of the entropy or the average energy) or work extraction. The tasks of X machines, especially in the microscopic realm, can be much more fine-grained and customized for a specific scenario. Machines for entanglement generation have been suggested and studied in [59, 60].

As a concrete example of an X machine setup, consider a qutrit system such as that shown in Fig. 28.2. The system can interact with a three-spin environment that is initially prepared in a thermal state (microbath) with inverse temperature \( \beta \). The goal of this setup is to deplete as much as possible the second level of the qutrit. This task is of importance when trying to inhibit an undesired interaction or chemical reaction associated with the second level of the qutrit. The task is carried out by some global unitary transformation on the qutrit and spins setup. Crucially, to accomplish this goal, we allow for both the entropy and the average energy of the qutrit to grow, as long as the population of the second level reduces. Thus, this task cannot be considered as cooling, heating, or work extraction. More formally, the task of this heat machine is to minimize the expectation value of a target operator \( \mathcal{A}_{\text{target}} \) which in this case equals to \( \langle \mathcal{A}_{\text{target}} \rangle = |2_{\text{sys}}\rangle \langle 2_{\text{sys}}| \).

On top of their potential practical value, X machines present us with fantastic and exciting thermodynamic challenges. The minimization of \( \langle \mathcal{A}_{\text{target}} \rangle \) may be
An example of an ‘X machine’ setup. These machines use thermal resources (a three-spin microbath in this case) to execute a non-thermodynamic task such as depleting the second level in the qutrit system. Since the goal of X machines is not to manipulate average energy or entropy, the second law does not set a performance bound for such machines.

completely unrelated to changes in the average energy or in the entropy. Thus, even in cases where the CI holds for X machines, it does not provide a performance bound. For example, how well can these machines perform as a function of the initial temperature of the environment and its size? To understand this, it is vital to find additional CI-like inequalities that will relate changes in \( \langle A_{\text{target}} \rangle \) (output), to changes in the microbath (resources). In analogy to reversible processes in conventional machines, it will be very appealing to find bounds that can be saturated by known protocols.

28.6.4 Detecting Heat Leaks and Lazy Maxwell’s Demons

The CI has a clear regime of validity. If, for some reason, we find that in our setup the CI does not hold, we can conclude that the process in this setup is outside the regime of validity of the CI. The information on being outside the regime of validity can be used to deduce some conclusions on the cause of the anomaly. For example, in a Maxwell demon setup, if we see heat flowing from the cold bath to the hot bath without applying work (CI violation), we can deduce the existence of a Maxwell demon even if we do not observe the demon directly, only the outcome of its operation. Similarly, in thermodynamic setups in superconducting circuits, a violation of the CI may indicate that the intrinsic thermalization to the background temperature cannot be ignored. Thus, CI violation can provide information on the setup and on the processes that take place.

Next, we ask how far it is possible to push this notion of detection using the violation of thermodynamic inequalities. Perhaps the simplest scenario to consider is the “lazy Maxwell demon” [49]. The setup is initialized with cold molecules in one chamber and hot molecules in another. A Maxwell demon that controls a trap door between the chambers, measures the speed of the incoming molecules on both sides, and according to the results, it decides whether to open or close the door. If the demon performs properly, it can make the cold bath colder and the hot bath hotter. This violation of the CI occurs since feedback operations (the demon’s action) are
outside the regime of validity of the CI (unless the feedback mechanism is included in the setup [61]).

Consider the case where the demon is lazy, and it often dozes off while the trap door is open. In these cases, the average energy (heat) flows naturally from the hot bath to the cold bath. If the fraction of the time when the demon is awake is too small, the cold bath will get warmer, and the hot bath will get colder. Since in this case the CI is not violated, the demon cannot be detected using the CI. We ask if there are other thermodynamic inequalities that can detect the presence of feedback even when the first moment of the energies changes consistently with the CI. In [49] it was shown for a specific example that global passivity inequalities can detect lazy demons that the CI cannot detect. If, however, the feedback is too weak (a very lazy demon), even the global passivity inequalities may not be able to detect it.

Although the findings in [49] show that this kind of improved thermodynamic demon detection is possible, a big question still remains: can any feedback operation, even a very subtle one, be detected by some thermodynamic constraints on observables such as the CI? Most likely, the resolution of this question will lead to a more comprehensive thermodynamic framework.

### 28.6.5 Deviation from the Standard Energy-Information Paradigm

In this chapter, an emphasis has been put on the energy-information structure of the CI. However, in [62] a fluctuation theorem has been used to derive an elegant relation between average heat and a new type of measure $B_Q$ that replaces the entropy change of the system. The $B_Q$ measure is defined as

$$B_Q = -\ln \text{tr}(M \rho_0^s),$$

(28.74)

where

$$M = \text{tr}_E[U(\rho_{\text{env}}^\text{env} \otimes I^\text{sys})U^\dagger],$$

(28.75)

and $U$ stands for the global evolution operator. $M$ describes how a system identity state ($I^\text{sys} / \text{tr}[I^\text{sys}]$, super hot state), evolves under the operator $U$. The relation to heat found in [62] is

$$\beta q \geq B_Q.$$  

(28.76)

It is both interesting and important to understand the advantages and disadvantages of $B_Q$ (and similar measures) with respect to the CI.

As mentioned in Sect. 28.3.5, one of the deficiencies of the CI is its trivial prediction for extremely cold microbaths. It simply predicts that energy in this super cold bath will increase. This problem has been elegantly addressed for an harmonic oscillator system using a phase space approach [63]. For an initial Gaussian state, the authors find a CI-like relation between the purity and the heat. In the CI-like
expression in [63] the diverging $\beta$ factor is replaced by an expression that does not diverge as $\beta \to \infty$.

Another interesting deviation from the standard energy-information employs catalysts and many copies of the same setup [47] (see also Chap. 33). Using the theorem described in [47] (see also [64]), it is possible to employ a global unitary and an external catalyst to change a given initial density matrix $\rho_0$ to any isentropic state $\rho_f$ such that $S(\rho_f) = S(\rho_0)$. Thus, it is possible to transform the initial state to a thermal state $\rho_{\beta_{\text{eff}}}$, whose temperature $1/\beta_{\text{eff}}$ is chosen to satisfy $S(\rho_0) = S(\rho_{\beta_{\text{eff}}})$. Now, all initial non-equilibrium scenarios can be treated as if they are initially thermal with some effective temperature. For example, if there is a non-thermal reservoir one can write a Clausius inequality for it with $1/\beta_{\text{eff}}$ as its initial temperature.

It is interesting to pursue these approaches and to find new approaches that can overcome the deficiencies of the CI.

### 28.6.6 Fluctuation Theorems and CI Extensions

As mentioned in Sect. 28.3.4, in their regime of validity, fluctuation theorems (FT) yield stronger statements than the CI, and they can reduce to the CI by using some mathematical inequalities such as the Jensen inequality. As described in Sect. 28.4.5 [49] and in Sect. 28.6.2 [6], non-trivial extensions of the CI can be derived. These extensions provide inequalities on new observables (e.g., higher order energy moments), and can extend the regime of validity of the CI (e.g., to initial system-environment correlations). It is fascinating to investigate if some of these new CI extensions (e.g. Eq. (28.57)) can be obtained from fluctuation theorems.
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Chapter 29
Information Erasure

Toshio Croucher, Jackson Wright, André R. R. Carvalho, Stephen M. Barnett and Joan A. Vaccaro

29.1 Introduction

The origin of thermodynamics is intimately related to the development of heat engines in the 18th century. Understanding the connections between macroscopic quantities such as pressure, volume and temperature, as well as the interplay between work and heat in engine cycles, led to the formulation of the fundamental laws underpinning thermodynamical transformations. The analysis of the Carnot heat engine, for example, is the root behind the second law of thermodynamics.

The thermodynamical behaviour of macroscopic systems can also be understood as emerging from microscopic dynamical laws and the intrinsic statistical uncertainty about the state of the system. This statistical approach to thermodynamics, pioneered by Maxwell, Boltzmann, and Gibbs, brought to centre stage the concept of information, which is our main concern in this chapter. Perhaps the first instance where information and thermodynamics are linked together is in the scenario of Maxwell’s demon, where a hypothetical microscopic intelligent being is able to follow the state of individual molecules and act on the system to apparently violate the second law. For recent experiments on Maxwell’s demon, we refer the reader to Chaps. 39 and 40.

While Maxwell himself [1] seemed to be open to the possibility that our conclusions about the behaviour of macroscopic systems may simply not be applicable to
situations where individual constituents can be observed and manipulated, most of the subsequent work on Maxwell’s demon paradox focused on trying to reconcile the second law with the underlying dynamical microscopic description of the system [2, 3].

An important contribution in this direction was made by Szilard [4], who designed a single molecule heat engine that would work in apparent violation of the second law, provided that information about the partition occupied by the molecule were measured and recorded. Szilard circumvents this violation by asserting that such acquisition of information would necessarily incur on an entropy increase not less than $k_B \ln (2)$, although he doesn’t pinpoint when such an increase occurs in his engine cycle. Subsequently, Brillouin [5, 6] showed that the same entropy bound follows from the act of measurement itself, narrowing down the possible source of entropy cost.

A few years later, in principle in an unrelated context, Landauer [7] investigated the question of the physical cost of performing basic computation. Using the simplest irreversible logical operation of resetting an unknown bit of information, Landauer showed that this erasure process would require a minimum of $k_B T \ln (2)$ of energy to be dissipated as heat into the environment surrounding the bit. But it was only twenty years later that Bennett [8, 9] established the connection between Landauer’s erasure principle and the Maxwell’s demon problem. Moreover, Bennett also proposed a reversible measurement scheme that wouldn’t involve thermodynamical costs, proving that the real reason why the demon doesn’t violate the second law is the necessity to erase the demon’s memory rather than any energy costs associated with measuring and storing the information.

Formulating the problem in information-theoretical terms allows one to detach the statistical aspects of the theory from the specificities of any physical realization, a view that is at the core of Jaynes’ maximum entropy principle [10, 11]. This principle states that, in order to make inferences based on partial information about a system, one must use the probability distribution that maximises the entropy subject to this information constraint. The probability distribution resulting from this maximisation procedure has exactly the same form of the distribution obtained using traditional methods in statistical mechanics but without requiring the enumeration of states, or the knowledge of the physical properties of the system and its constants of motion. An important consequence of this approach is that one is allowed to move away from a standpoint where energy plays a privileged role in the theory and treat different conserved quantities on equal footing.

But not until 2006 was the potential of Jaynes’ generalisation of statistical mechanics for erasure and heat engines appreciated [12, 13]. Vaccaro and Barnett realised that under Jaynes’ framework, it was natural to question the special role of energy in Landauer’s erasure mechanism. In their work, for example, they propose an erasure

---

1 Maxwell states in his book [1]: “This is only one of the instances in which conclusions which we have drawn from our experience of bodies consisting of an immense number of molecules may be found not to be applicable to the more delicate observations and experiments which we may suppose made by one who can perceive and handle the individual molecules.”
that works at the cost of angular momentum rather than energy. Much in the same spirit, an extension of Laudauer’s principle using arbitrary degrees of freedom has been recently considered under a resource theoretical framework [14, 15]. For an overview on a resource theory approach, and the role of multiple conserved quantities in quantum thermodynamics, please refer to Chaps. 26 and 31, respectively.

This brings us back to where we started: the cornerstone of thermodynamics, the heat engine. Since Landauer’s principle explains that an erasure step is required to allow Szilard’s engine to work without violating the second law, the ideas put forward in [12, 13] indicate that heat engines can work with a single thermal reservoir, as long as there is another process that takes care of the erasure as, for example, a reservoir of another conserved quantity. In fact, any physical resource that could account for the increase in entropy in the reservoir as it absorbs the entropy from the erased information would be an equally valid choice. A notable resource in this context is quantum correlations. In [16], for example, Alicki et al. have shown that work can be extracted from an initially entangled composite quantum system with the aid of single local reservoirs, while, in [17], del Rio et al. have proposed an erasure procedure assisted by a quantum memory entangled to the system.

Here, we will focus on the analysis of information erasure using multiple conserved quantities and its impact on heat engines design. It should be noted, however, that there is a vast body of literature on other aspects of Landauer’s erasure principle, including alternative derivations [18, 19] and extensions and improvements on Landauer’s bound [20].

This chapter is organised as follows. In the next section, we discuss in more detail the principles of information erasure, from Landauer’s energetic cost to Vaccaro-Barnett’s approach in terms of multiple conserved quantities. Then, we describe how these ideas can be used to design fundamentally different heat engines. Finally, we discuss fluctuation theorems associated with erasure and end with a discussion.

### 29.2 The General Principles of Information Erasure

We should be clear from the outset what is meant by erasing information. In particular, we need to distinguish between losing knowledge about a system and resetting its state. For example, the state of an open system may evolve from a pure state to a mixed state by interacting with its environment. As the pure state represents complete knowledge of the system and the mixed state represents incomplete knowledge, our knowledge of the system is lost over time. The extreme case where the state becomes maximally mixed represents a complete loss of knowledge. However, to say that information has been erased in this case would not be following conventional terminology, although this use is occasionally found in the literature [21]. Rather, the term erasure is more-often reserved for the quite distinct task of resetting the state of a system. An example of setting a state is given by the state preparation that typically occurs at the beginning of an experiment in many branches of quantum physics. Resetting would occur if the same system is reused for a subsequent experiment.
Landauer was interested in the task of resetting the memory systems of computing machines. For each particular computation performed by the machine, the state of the memory system encodes a corresponding result and, in this context, the state represents information. However, the resetting task needs to be independent of any particular computation, and so must be capable of resetting a memory system that contains an arbitrary result. As an arbitrary result is represented by a mixed state, the objective of resetting is to replace such a state with a pure reset state. This is the conceptual framework of erasure of information: the arbitrary information that is encoded in the memory system is erased by physically manipulating the memory system so that it evolves from the associated mixed state into the pure reset state. In this context, it is particularly interesting to consider the memory initially in a maximally mixed state, as it represents a complete lack of knowledge on the system and, consequently, incurs in the maximum cost of erasure.

To explore how information erasure can be performed, let the memory system be a two state system whose state space is spanned by the basis \( \{ |0\rangle, |1\rangle \} \) labelled according to corresponding binary values, and let the reset state be \( |0\rangle \). The erasure process needs to replace the maximally mixed state \( \frac{1}{2} (|0\rangle \langle 0| + |1\rangle \langle 1|) \) with the pure state \( |0\rangle \langle 0| \). This requires the two orthogonal states \( |0\rangle \) and \( |1\rangle \) to be mapped to the same state \( |0\rangle \), which rules out a unitary operation on the memory system alone. It can, however, be represented by a unitary SWAP operation on the combination of the memory and an ancillary system that has been prepared in the reset state \( |0\rangle \), i.e.

\[
\frac{1}{2} (|0\rangle \langle 0| + |1\rangle \langle 1|) M \otimes |0\rangle \langle 0| A \xrightarrow{\text{SWAP}} |0\rangle \langle 0| M \otimes \frac{1}{2} (|0\rangle \langle 0| + |1\rangle \langle 1|) A
\] (29.1)

where \( M \) and \( A \) label the memory and ancilla density operators, respectively. Of course, this immediately raises the question of the preparation of the state of the ancilla. According to Jaynes’ maximum entropy (MaxEnt) principle, without knowing anything about the history of the ancilla, the best state that describes it is a maximally mixed one. In other words, in the absence of prior knowledge, all the states of the ancilla should be equally probable. The situation of ancilla being freely available in the reset state \( |0\rangle \) is, therefore, an unlikely one and so using a SWAP operation merely defers the problem of erasure to the preparation of the ancilla system. To avoid this problem, we need to consider an erasure process that make use of freely available resources.

Thermal reservoirs at a fixed temperature \( T \), such as the temperature of the local environment, are regarded as freely available [22, Chap.25]. As such, the task of erasure needs to be cast in terms of transferring the entropy from the memory system into a thermal reservoir at finite temperature \( T \). This is essentially the problem that Landauer considered [7].

If the erasure is to be most efficient it should be reversible and, fortunately, this makes calculating the minimal physical effort of an erasure process easy to quantify. As the total entropy of the memory and reservoir system is fixed for a reversible process, any change of \( \Delta S_M \) in the entropy of the memory is accompanied by an opposing change of \( \Delta S_R = -\Delta S_M \) in the entropy of the reservoir. If the reservoir is
sufficiently large that its temperature \( T \) remains constant throughout the erasure, it will absorb the corresponding amount \( Q_R = T \Delta S_R \) of heat in the process. The 1 bit of information that is erased from the memory represents a change in Gibbs entropy of \( \Delta S_M = -k_B \ln(2) \), where \( k_B \) is Boltzmann’s constant, and so \( Q_R = k_B T \ln(2) \). This is Landauer’s result that the minimal cost of the erasure of 1 bit of information is the dissipation of heat of \( k_B T \ln(2) \) in the surroundings [7]. Landauer did not prescribe any particular method for the erasure process, rather he asserted only that a minimum heating effect accompanies the erasure of information in general, and gave the example of heat of \( k_B T \ln(2) \) per bit being transferred to the surroundings under equilibrium conditions [7]. This general effect is now known as Landauer’s erasure principle.

It is instructive to have a simple dynamical model of an erasure process, and one that serves this purpose well involves doing work on the memory system to slowly increase the gap in the energy of its states \(|0\rangle\) and \(|1\rangle\) while keeping it in thermal equilibrium with the reservoir at fixed temperature \( T \). This is similar to one of the work extraction models in [16], but done in the erasure context. Let the energy gap \( E \) be produced by increasing the energy of the state \(|1\rangle\) by a small amount, \( dE \), while keeping the energy of the state \(|0\rangle\) unchanged. As the memory system is maintained in thermal equilibrium with the reservoir, its state when the energy gap is \( E \) is described by the density operator

\[
\hat{\rho} = \frac{|0\rangle\langle 0| + e^{-E/k_B T} |1\rangle\langle 1|}{1 + e^{-E/k_B T}}.
\] (29.2)

The work required to increase the gap from \( E \) to \( E + dE \) is given by the probability, \( p_1 \), of the occupation of the state \(|1\rangle\) multiplied by \( dE \), that is \( dW = p_1 dE \), where \( p_1 = e^{-E/k_B T} (1 + e^{-E/k_B T})^{-1} \). The total work done in increasing the gap from zero to infinity\(^2\) is \( W_M = \int dW = k_B T \ln 2 \). At the same time as the gap increases from \( E \) to \( E + dE \), heat of \( dQ = Edp_1 \) is transferred between the memory and the reservoir. Writing \( E = k_B T \ln((1 - p_1)/p_1) \) and integrating over \( p_1 \) from \( \frac{1}{2} \) to 0 gives the total heat transferred as \( Q_M = -k_B T \ln(2) \) and so heat of \( Q_R = -Q_M = k_B T \ln(2) \) is transferred to the reservoir, as before. Once the work process is completed, the memory system will be in the reset state \(|0\rangle\). It is then thermally isolated from the reservoir and the energy degeneracy of its states is restored without any further work cost or gain. The process can be described as follows:

**Erasure by increasing energy gap:** entropy is transferred from the memory system to the reservoir, under equilibrium conditions and the conservation of energy, as the energy gap between the information-carrying states of the memory system is slowly increased.

We now use this description to generalise Landauer’s erasure principle. Landauer repeatedly justified his claim that “information is physical” on the basis that information is inevitably tied to physical degrees of freedom and thus to physical laws [23]. An implicit consequence of this is that there is a minimal physical cost associated

\^2In practical terms, the fact that the probability \( p_1 \) reduces exponentially with \( E \), means the work process may be halted at a finite value of the gap for a correspondingly small probability of error.
with the erasure of information. Although he regarded the transfer of entropy from the memory system to the surroundings as an essential part of erasure, he demonstrated the physical cost only in terms of heat and energy \[7, 23\]. In our description of a specific erasure process, energy appears in two important contexts: in the physical cost of increasing the energy gap, and as a conserved quantity. If the conserved quantity was something other than energy, then the cost of the erasure process might also be in terms of the different quantity and not energy. It was a rumination of this kind that led to our generalisation of Landauer’s principle \[12, 13, 24, 25\]. Taking account of Jaynes’ generalisation of Gibbs ensemble for the case where the state of the reservoir involves multiple physical observables \(\hat{V}_k\) for \(k = 1, 2, \ldots\) allows us to find the general cost of erasing information as follows \[25\]. The role played by the \(k\)th observable \(\hat{V}_k\) is like that of energy in conventional thermodynamics and, following Jaynes \[10\], will be referred to as the \(k\)th type of energy. The density operator giving the best description of the reservoir when the averages \(\langle \hat{V}_k \rangle\) are known can be obtained using the MaxEnt principle, which corresponds to maximising the von Neumann entropy

\[
S = -\text{Tr}[\hat{\rho} \ln \hat{\rho}]
\]

(29.3)
given the constraints

\[
\text{Tr}[\hat{\rho} \hat{V}_k] = \langle \hat{V}_k \rangle,
\]

(29.4)
\[
\text{Tr}[\hat{\rho}] = 1.
\]

(29.5)
The solution, obtained using Lagrange multipliers, is given by \[10\]

\[
\hat{\rho} = \exp \left( -\mu - \sum_k \lambda_k \hat{V}_k \right),
\]

(29.6)
with the corresponding entropy and partition function being, respectively,

\[
S = \mu + \sum_k \lambda_k \langle \hat{V}_k \rangle,
\]

(29.7)
and

\[
Z = \text{Tr} \left[ \exp \left( -\sum_k \lambda_k \hat{V}_k \right) \right].
\]

(29.8)
Here, \(\mu = \ln Z\) and \(\lambda_k = -\partial S/\partial \langle \hat{V}_k \rangle\) are the Lagrange multipliers associated with the constraints on normalisation and on the averages of the \(k\)th type of energies, respectively. Allowing changes in \(\hat{V}_k\) to be independent of those of the state of the reservoir implies that the corresponding changes \(\langle \delta \hat{V}_k \rangle\) and \(\delta \langle \hat{V}_k \rangle\) are independent,
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and so [10]

$$\delta S = \sum_k \lambda_k \delta Q_k$$  \hspace{1cm} (29.9)

where

$$\delta Q_k \equiv \delta \langle \hat{V}_k \rangle - \langle \delta \hat{V}_k \rangle$$  \hspace{1cm} (29.10)

corresponds to the $k$th type of heat. Rearranging Eq. (29.10) as

$$\delta U_k = \delta W_k + \delta Q_k$$  \hspace{1cm} (29.11)

expresses the first law for $\hat{V}_k$ in terms of the change $\delta U_k \equiv \delta \langle \hat{V}_k \rangle$ in the $k$th type of internal energy, the amount $\delta W_k \equiv \langle \delta \hat{V}_k \rangle$ of the $k$th type of work done on the reservoir, and the amount $\delta Q_k$ of the $k$th type of heat transferred to it.

If this more general reservoir is used for the erasure of 1 bit of information in a reversible, and thus efficient, manner then the total entropy of the reservoir and memory system will be unchanged. Allowing for irreversible processes, the information erased from the memory appears as an increase of $\Delta S \geq \ln(2)$ nats in the entropy of the reservoirs and, from Eq. (29.9), this implies

$$\sum_k \lambda_k \Delta Q_k \geq \ln(2)$$  \hspace{1cm} (29.12)

which was first derived in Ref. [25]. This result represents the reservoir gaining an entropy of at least $\ln(2)$ nats by the transfer of different types of heat $\Delta Q_k$ to the reservoir with the only restriction being that their $\lambda_k$-weighted sum is bounded below by $\ln(2)$. There are a number of comments to make about this result. The first is that if the cost is paid in only one type of heat, say for $k = 1$, it can be expressed as

$$\Delta Q_1 \geq \frac{\ln(2)}{\lambda_1}.$$  \hspace{1cm} (29.13)

In the case where $\hat{V}_1$ is the operator for energy $\hat{H}_R$, the Lagrange multiplier $\lambda_1$ is the inverse temperature $\beta = 1/k_B T$, the change $\Delta Q_1$ is the heat $Q$, and we recover Landauer’s result $Q = k_B T \ln(2)$ [7]. Alternatively, in the case where $\hat{V}_1$ is the $z$ component of spin angular momentum $\hat{J}_z$, the Lagrange multiplier $\lambda_1$ is the corresponding inverse spin temperature $\gamma$. For a reservoir consisting of $N$ spin $1/2$ systems, the inverse temperature is explicitly given by $\gamma = \ln \left[ \left( 1 - \alpha \right) / \alpha \right] / \hbar$, where $\alpha$ is the fraction of particles in the spin up state [24]. The change $\Delta Q_1$ is the spin-equivalent of heat $Q_s$ called spintherm [26], where

$$Q_s \equiv \delta \langle \hat{J}_z \rangle - \langle \delta \hat{J}_z \rangle,$$  \hspace{1cm} (29.14)
and we recover our previous result \[25, 27\]

\[ Q_s \geq \gamma^{-1} \ln(2). \] (29.15)

Lostaglio et al. \[28\] have shown how the cost of erasing 1 bit of information can be paid in varying amounts of heat \(Q\) and spintherm \(Q_s\) satisfying \(\ln(2) = \beta Q + \gamma Q_s\).

The description given above for a specific erasure method can easily be generalised to accommodate this versatility in the cost of erasure as follows:

**Erasure by increasing arbitrary eigenvalue gap:** entropy is transferred from the memory system to the reservoir, under equilibrium conditions and the conservation of the set of observables \(\{\hat{V}_k : k = 1, 2, \ldots\}\), as the gap between the eigenvalues associated with the information-carrying eigenstates of an observable \(\hat{V}_j\) of the memory system is slowly increased.

The erasure process is additive in the sense that it can be applied in a sequence of stages, each one erasing successively more information. The choice for the index \(j\) and the amount of information erased in each stage determines the proportion of the corresponding cost \(\Delta Q_j\) in Eq. (29.12) \[28\].

### 29.3 Erasure of Information Carried by Discrete Variables

The descriptions of the specific erasure processes in the preceding section assume that the eigenvalues corresponding to the information-carrying eigenstates of the observable \(\hat{V}_j\) can be varied continuously. In the particular case of energy, although the information-carrying states may belong to a discrete portion of the eigenvalue spectrum, the spacing of the spectrum can be adjusted, in principle, through the use of an external potential. However, observables such as angular momentum do not have this possibility for fundamental reasons and so they call for special treatment. In this section, we use the \(z\) component of spin angular momentum, \(\hat{J}_z\), as our prototypical discrete observable to illustrate the kinds of issues that arise.

Although it is not possible to vary the eigenvalues of a spin observable, an increase in the gap between the information-carrying eigenstates can be simulated as follows. Consider a memory system composed of a spin-\(\frac{1}{2}\) particle where \(\hat{V}_j\) corresponds to the \(z\) component of angular momentum and the information-carrying states are its eigenstates. By augmenting the memory spin with a collection of ancilla spin-\(\frac{1}{2}\) particles, it is possible to select pairs of eigenstates of the \(z\) component of total angular momentum whose eigenvalues differ by \(\Delta J_z = nh\) for \(n = 1, 2, \ldots\). A sequence of pairs with increasing differences, i.e. \(\Delta J_z = h, 2h, \ldots\), can be used as the information-carrying states as described in Refs. \[24, 25\]. The operation of transferring the information from one pair to the next in the sequence requires the corresponding \(k\)th type of work, i.e.

\[ \mathcal{L}_k \equiv \langle \delta \hat{J}_z \rangle, \] (29.16)
which has been called spinlabor [26]. However, as the increase in the gap is not continuous but rather in steps of $\hbar$, the simulation is only approximate. Nevertheless, the erasure process will be approximately quasi-static provided this step size is small compared to the spin temperature, i.e. $\hbar \ll \gamma^{-1}$. Being not quite reversible, the actual cost of erasure in this case would be higher than the lower bound in Eq. (29.15).

Another issue that arises when treating a spin-$\frac{1}{2}$ memory system is that the memory requires angular momentum of $\frac{1}{2}\hbar$, on average, to go from the initial maximally-mixed state,

$$
\frac{1}{2}(\left|\uparrow\right\rangle\left\langle\uparrow\right| + \left|\downarrow\right\rangle\left\langle\downarrow\right|)_M ,
$$

(29.17)
to the reset state $\left|\uparrow\right\rangle\left\langle\uparrow\right|_M$, where $\left|\downarrow\right\rangle$, $\left|\uparrow\right\rangle$ are the eigenstates of $\hat{J}_z$ corresponding to the eigenvalues $-\frac{1}{2}\hbar$, $\frac{1}{2}\hbar$, respectively. This increases the amount of spinlabor needed as follows. The first law for $\hat{J}_z$ is given, according to Eq. (29.11) with the definitions Eqs. (29.14) and (29.16), by

$$
\delta\langle\hat{J}_z\rangle_R = L_{s,R} + Q_{s,R} , \quad \delta\langle\hat{J}_z\rangle_{MR} = L_{s,MR} + Q_{s,MR} ,
$$

(29.18)
for the reservoir (labeled $R$) and the memory-reservoir combined system (labeled $MR$), respectively. Taking note of the facts that spin angular momentum and spinlabor are additive, i.e. $\delta\langle\hat{J}_z\rangle_{MR} = \delta\langle\hat{J}_z\rangle_M + \delta\langle\hat{J}_z\rangle_R$ and $L_{s,MR} = L_{s,M} + L_{s,R}$, respectively, no spinlabor is performed on the reservoir, i.e. $L_{s,R} = 0$, the erasure produces the change $\delta\langle\hat{J}_z\rangle_M = \frac{1}{2}\hbar$ in the memory, and no spintherm is exchanged between the memory-reservoir combined system and its environment, i.e. $Q_{s,MR} = 0$, reveals [26]

$$
Q_{s,R} = L_{s,M} - \frac{1}{2}\hbar .
$$

(29.19)
This shows that $\frac{1}{2}\hbar$ of the spinlabor $L_{s,M}$ is retained by memory and the remainder is dissipated as spintherm in the reservoir. If, instead, the reset state was $\left|\downarrow\right\rangle\left\langle\downarrow\right|_M$, the result would be

$$
Q_{s,R} = L_{s,M} + \frac{1}{2}\hbar ,
$$

(29.20)
i.e. there would be an additional contribution of $\frac{1}{2}\hbar$ to the spintherm of the reservoir due to the change in the state of the memory. The same value of $Q_{s}$ occurs in Eqs. (29.19) and (29.20)—it is the spintherm associated with a transfer of $\ln(2)$ in entropy to the reservoir and it is bounded below by Eq. (29.15). The values of the spinlabor $L_{s,M}$ in Eqs. (29.19) and (29.20) are, however, different and reflect the physical effort needed for different tasks.

3We use subscripted labels $M$ and $R$ to distinguish quantities associated with the memory and reservoir, respectively, when confusion might otherwise arise.
Finally, discrete observables also allow different kinds of erasure mechanisms. We briefly describe here one that arises within the framework of the central spin problem; its full details may be found in Ref. [29]. The memory is represented by the central spin, typically an electron, and the reservoir is a collection of spins, typically nuclei, that surround it. We assume the hyperfine interaction between the electron and nuclei is the dominant interaction and that other interactions can be ignored. Let the reservoir comprise spin-\(\frac{1}{2}\) particles that are initially in the fully polarised spin-up state \(|0\rangle_R \equiv |\uparrow\uparrow\uparrow\cdots\rangle_R\) where the 0 represents no particle is spin down. In general, we will write \(|n\rangle_R\) to represent a future-evolved state of the reservoir that is a sum of different permutations of \(n\) nuclei spin down and the remainder spin up. The memory is initially in the mixed state given by Eq. (29.17) and the hyperfine interaction induces the memory and reservoir to exchange spin angular momentum at a particular rate, flipping the spin of the memory in a way that conserves total angular momentum. Note however, that the state \(|\uparrow\rangle_M|0\rangle_R\) is a fixed point of the evolution because exchanging spin is not possible, whereas the state \(|\downarrow\rangle_M|0\rangle_R\) evolves to \(|\uparrow\rangle_M|1\rangle_R\) at half the spin flipping period. This situation is represented by the mapping\(^4\)

\[
|\uparrow\rangle_M|0\rangle_R \xrightarrow{\text{HF}} |\uparrow\rangle_M|0\rangle_R \quad \text{(fixed point)} \tag{29.21}
\]

\[
|\downarrow\rangle_M|0\rangle_R \xrightarrow{\text{HF}} |\uparrow\rangle_M|1\rangle_R . \tag{29.22}
\]

Applying the mapping to the initial state of the memory and reservoir gives

\[
\frac{1}{2} (|\uparrow\rangle \langle \uparrow| + |\downarrow\rangle \langle \downarrow|)_M \otimes |0\rangle (0) R \xrightarrow{\text{HF}} |\uparrow\rangle \langle \uparrow|_M \otimes \frac{1}{2} (|0\rangle \langle 0| + |1\rangle \langle 1|)_R . \tag{29.23}
\]

which shows that entropy is transferred from the memory to the reservoir. The memory is therefore erased and the reservoir has lost some of its polarisation as illustrated in Fig. 29.1a. The principle underlying this kind of erasure is that the reset state of the memory, i.e. \(|\uparrow\rangle_M\), is a fixed point of the evolution for the reservoir state \(|0\rangle_R\) whereas the other memory state \(|\downarrow\rangle_M\) is not.

Attempting to repeat the erasure a second time, however, faces the problem that the reset state \(|\uparrow\rangle_M\) is not a fixed point of the evolution for the reservoir state \(|1\rangle_R\) and so an error would result as illustrated in Fig. 29.1b. There is a 25% chance that this situation will occur. Fortunately, there is a way to circumvent this problem [29]. Applying a spatially-varying, pulsed magnetic field orientated along the \(z\) direction will induce relative phase shifts between the nuclei depending on their position and their spin state. This induces the mapping, illustrated in Fig. 29.1c,

\[
|n\rangle_R \xrightarrow{\text{MP}} |n, t\rangle_R \tag{29.24}
\]

\(^4\)For brevity, we ignore irrelevant phase factors when writing down states of the memory and reservoir.
Fig. 29.1  Sketches representing the mappings for the partial fixed-point erasure process. The circle represents the memory spin and the cloud represents the spin reservoir. Arrows represent the direction of spin angular momentum and their colours represent different states in a statistical mixture. The effect of the magnetic pulse on the reservoir is represented by a blue halo. Panel (a) represents the mapping induced by the hyperfine interaction in Eq. (29.23) for erasing the first bit of information, (b) represents the incomplete erasure when the same mapping is applied to the second bit, (c) represents the mapping induced by a spatially-varying magnetic pulse in Eq. (29.26), and (d) represents the complete erasure of the second bit following the magnetic pulse.

where the label \( t \) characterises the pulse. An appropriately designed magnetic pulse will have the effect that \( |\uparrow\rangle_M|n, t\rangle_R \) is essentially a fixed point of the hyperfine evolution as illustrated in Fig. 29.1d.\(^5\) The combination of the hyperfine interaction and appropriate magnetic pulses gives the general mappings:

\[
\frac{1}{2}(|\uparrow\rangle\langle\uparrow| + |\downarrow\rangle\langle\downarrow|)M \otimes |n, t\rangle\langle n, t|_R \xrightarrow{HF} \frac{1}{2}(|n, t\rangle\langle n, t| + |n + 1, t\rangle\langle n + 1, t|)_R
\]

\[
|n, t\rangle_R \xrightarrow{MP} |n', t'\rangle_R .
\]

The erasure process can, therefore, be operated multiple times in cycles involving the hyperfine interaction for an appropriate duration followed by a brief magnetic pulse. It can be described as follows:

\(^5\)The fixed point condition is not satisfied exactly, however, it can be approached with small error, in principle.
As discussed in the previous sections, Landauer’s erasure reconciles Maxwell’s demon with the second law of thermodynamics. As a consequence, heat engines, powered by an intelligent being or any mechanical equivalent, must still work under the bounds of a Carnot cycle. This means that the heat $Q_H$ extracted from a hot reservoir is only partially converted into the work $W$ as shown in Fig. 29.2. Under Landauer’s principle, the difference $Q_H - W$ represents the internal work that is needed to erase the demon’s memory and be dissipated into the cold reservoir as waste heat $Q_C$.

This situation is radically changed when multiple conserved quantities are considered. In this case, since one does not need to rely on energy to erase the memory [12, 13, 24, 25], it is therefore possible to design an engine where the output work amounts to all of the heat extracted from a single thermal reservoir, as shown in Fig. 29.3. It must be noted that there is no “free lunch” and that the cost of dumping the entropy from the system still needs to be paid. It is just that, under this new paradigm, the cost can be paid using a different “currency”, chosen from whatever other conserved quantity is available for use. Modern information-theoretical approaches to thermodynamics recognise this possibility, with a number of contributions describing the interplay between multiple conserved quantities in the cost of thermodynamical transformations [30–32].

In the situation considered in [12, 13, 24, 25], the erasure cost is given specifically in terms of angular momentum. A generalised heat engine based on this scenario is depicted in Fig. 29.3, where the cold thermal bath is replaced by a polarized spin angular momentum reservoir. Following the work of Vaccaro and Barnett, we call...
Fig. 29.3 The conceptual diagram of the VB spin-heat engine (SHE): The work $W$ output is equal to the heat $Q$ extracted from the thermal reservoir at inverse temperature $\beta$ leaving entropy in the working fluid. The entropy in the working fluid is erased at a cost of spinlabor $L_s$ which is dissipated as spintherm $Q_s$ in the spin reservoir. The spin reservoir has its own inverse spin temperature $\gamma$.

This conceptual engine the VB spin-heat engine (SHE). The thermodynamical transformations in this engine take into account not only heat and work, but also the exchange of the previously defined spinlabor $L_s$ and spintherm $Q_s$. In contrast to the Carnot engine where the increase of entropy happens within the cooler thermal reservoir by heat flow, the SHE’s entropy increases as a result of information erasure by dissipating an amount of spinlabor as spintherm into the spin reservoir, as shown in Fig. 29.3. Overall, the thermal reservoir cools down, and the spin reservoir experiences a reduction of polarisation to extract work.

Wright et al. [29] have recently designed an implementation of this generalised heat engine in a quantum dot system. The working fluid is represented by an electron trapped inside the quantum dot, which has an electronic level structure in a $\Lambda$ configuration with two energy degenerate ground states. The thermal and spin reservoirs in the diagram of Fig. 29.3 are represented, respectively, by the phonons in the crystal and by the nuclear spin of the nuclei surrounding the confined electron.

This quantum dot SHE works in three distinct stages. First, the electron is initially prepared in the ground state with spin up ($g_{\uparrow}$). Then a red-detuned Raman pulse is applied such that thermal energy $Q$ from the phonon reservoir is required for the transition to the spin down ground state ($g_{\downarrow}$) to occur, resulting in heat being converted into work $W$ in the form of coherent light. Note that in this process $W = Q$ but there is also an amount of spinlabor $L_s = -\hbar$ provided to the dot by the laser pulse. A successful work extraction stage is marked by the transfer of electronic population from $g_{\uparrow}$ to $g_{\downarrow}$. For the cycle to be complete, this information need to be erased, and the population reset to the original ground state $g_{\uparrow}$. This is achieved through the hyperfine interaction between the electron and the nuclei spins as described in Sect. 29.3. Since the two ground states are energy degenerate, the cost of information erasure in this last process is solely given in terms of spintherm, $Q_s$, corresponding to the decrease in nuclear spin polarisation.
29.5 Fluctuations

The expressions of the cost of erasure in Eqs. (29.12), (29.13) and (29.15) are in terms of average values taken over many experimental runs. Each average value has an associated probability distribution with a finite spread, and so each run can result in an outcome that differs from the average value. It is possible, therefore, that the cost of erasure in one run of an experiment can violate the expressions given above. Single values such as the standard deviation have long been used as measures of the extent any particular outcome may differ from the average. However, the last three decades has seen the development of methods for studying the detailed statistics of the fluctuations in the outcomes over many runs [33, 34]. Multiple chapters in this book deal with this kind of problem and we refer to Chaps. 10, 11, 12, 13, 14, 15, 35, 36, 37, 38 and 39 for more information on Fluctuation Theorems and the Jarzynski Equality.

For example, Dillenschneider and Lutz [35] found the probability that the heat $Q$ dissipated in the reservoir in erasing 1 bit in one run of an experiment will violate Landauer’s bound by the amount $\epsilon$ is given by

$$P\left(Q < \beta^{-1} \ln 2 - \epsilon\right) < \exp\left(-\epsilon\beta\right),$$

(29.27)

that is, the probability of violation falls off exponentially with $\epsilon$ and the inverse temperature $\beta = 1/k_B T$. Another way to say this is that large fluctuations are exponentially suppressed.

The corresponding Jarzynski equality [36] for the work $W$ performed in the erasure is

$$\langle \exp(-\beta W - \Delta F) \rangle = 1$$

(29.28)

where $\Delta F = -\beta^{-1} \ln(Z_f/Z_i)$ is the change in free energy and $Z_i$ and $Z_f$ are the initial and final partition functions. Note that $\Delta F$ has just one particular value over all experimental runs whereas the work $W$ fluctuates from one run to the next. In the case of the erasure of 1 bit of information $\Delta F = \beta^{-1} \ln 2$. Using Jensen’s equality [37] with (29.28) yields

$$\langle W \rangle \geq \beta^{-1} \ln 2$$

(29.29)

which shows that the bound is satisfied on average, as expected. These results assume that the erasure is carried out quasi-statically, i.e. very slowly, and have been verified experimentally in an ion trap using a Ca$^+$ ion by Xion et al. [38]. An experimental investigation of the fluctuations as the rate of the erasure process increases has also been reported by Bérut, Petrosyan and Ciliberto [39] using a silica bead in an optical trap.

In contrast to the continuous variables treated above, we have analysed the fluctuations in the spinlabor cost $L_s$ in the discrete case [26]. The problem involved
erasing of 1 bit of information stored in a spin-\(\frac{1}{2}\) memory using a spin reservoir and
the increasing gap erasure process described in Sect. 29.3. The variable \(\hat{V}_k\) in this
case is \(\hat{J}_z\), the \(z\) component of angular momentum, and the bound on the total angular
momentum cost for the particular problem studied is

\[
\Delta J_z \geq \frac{\ln 2}{\gamma}, \tag{29.30}
\]

which implies

\[
\mathcal{L}_s \geq \frac{\ln 2}{\gamma} - Q_s. \tag{29.31}
\]

We found the fluctuations in \(\mathcal{L}_s\) are described by the Jarzynski-like equality:

\[
\langle \exp(-\gamma \mathcal{L}_s + \ln 2) \rangle = \frac{1 + e^{-\gamma \hbar}}{1 + e^{-2\gamma \hbar}} = A. \tag{29.32}
\]

The non-unity value on the right side reflects the fact that the initial state of the mem-
ory, being maximally mixed, corresponds to a zero inverse spin temperature and is,
therefore, out of equilibrium with the spin reservoir whose inverse spin temperature,
\(\gamma\), is finite. This initial disequilibrium represents another feature that can occur when
information is encoded using discrete observables. Using Eq. (29.32) and standard
analytical techniques, we find the probability that the spinlabor cost will violate the
bound in Eq. (29.31) by \(\epsilon\) is given by

\[
P(\mathcal{L}_s \leq \gamma^{-1} \ln 2 - \epsilon) \leq A \exp(-\gamma \epsilon) \tag{29.33}
\]

which, apart from the factor \(A\), has the same form as Eq. (29.27). However, using a
semi-analytic method, we also found a tighter bound for \(\hbar \gamma < 1\) given by

\[
P(\mathcal{L}_s \leq \gamma^{-1} \ln 2 - \epsilon) \leq C \exp(-\sqrt{\frac{\gamma}{\hbar}} \epsilon), \tag{29.34}
\]

where \(C = P(\mathcal{L}_s \leq \gamma^{-1} \ln 2)\). That is, in the high spin-temperature limit (i.e. \(\gamma^{-1} \gg\hbar\)), large fluctuations are exponentially suppressed to a greater degree in comparison
to the corresponding energy case in Eq. (29.27). In this regime, the spins in the
reservoir approach their maximally mixed state, and evidently this constrains the
fluctuations.

### 29.6 Discussion

The history of the link between information and thermodynamics is a long and
interesting one. Some of the key steps were the discussion by Maxwell of his demon
Szilard’s observation that acquiring information could be associated with an entropy reduction [4] and, of course, Shannon’s theory of communications, which definitively determined that entropy is the mathematical measure of information [40]. Our topic in this chapter has been information erasure, which Landauer famously linked with a minimum energy cost using thermodynamic principles, much as Szilard had done [7]. We have shown, however, that the energy cost is not fundamental and that the cost of erasure can be paid by expending other resources in place of energy [12, 13, 24, 25, 28]. Yet, the link between information erasure and thermodynamics raises interesting questions for the second law of thermodynamics, although we must be careful to keep in mind Eddington’s warning “But if your theory is found to be against the second law of thermodynamics I can give you no hope; there is nothing for it but to collapse in deepest humiliation.” [41]

The strength of the link between Landauer’s erasure principle and the second law was made clear by Schumacher who showed that defeating Landauer’s principle would enable us to break the second law and also that if we can violate the second law then we can also erase information without incurring the energy cost demanded by Landauer’s principle [42]. We have seen that it is possible to erase information without incurring the energy cost and this necessarily implies a modification of the second law of thermodynamics and, indeed, points to the necessity of modifying it by replacing the familiar thermodynamical entropy by the more general expression (29.7). Thus, logically, we may trace the origins of generalisations of the second law [22, 43] back to information erasure without an energy cost. Perhaps we might even adopt the entropic cost of information erasure as a physical principle.
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Chapter 30
Trade-Off Between Work and Correlations in Quantum Thermodynamics

Giuseppe Vitagliano, Claude Klöckl, Marcus Huber and Nicolai Friis

30.1 Introduction

From its inception, classical thermodynamics has been a practically minded theory, aiming to quantify the usefulness and capabilities of machines in terms of performing work. One of the distinguishing features of quantum thermodynamics with respect to classical thermodynamics (and standard quantum statistics) is the level of control that one assumes to have over the degrees of freedom of microscopic (and mesoscopic) quantum systems. This control allows one to identify genuine quantum behaviour in thermodynamics beyond contributions via statistical deviations, e.g., due to the indistinguishability of bosons and fermions. Moreover, this control permits us to consider individual quantum systems as the figurative gears of a quantum machine—quantum “cogwheels” that can be used to extract or store work, which act as catalysts, or mediate interactions. The operating principle of such a (quantum) machine is to use the control over the system to convert one kind of resource into another, for instance, thermal energy into mechanical work. Quantum thermodynamics can hence be viewed as a resource theory [1], where energy\(^1\) is a resource, while systems in thermal equilibrium with the environment are considered to be freely available.

---

\(^1\)Or, more generally, out-of-equilibrium states from which energy can be extracted.
The control over the system then determines how energy can be spent to manipulate (thermal) quantum states.

At the same time, the manipulation of well-controlled quantum systems is the basic premise for quantum information processing [2]. The latter, in turn, can also be understood as a resource theory with respect to (quantum) correlations [3, 4]. However, it is clear that for any practical application, that this abstract information-theoretic construct must be embedded within a physical context, e.g., such as that provided by quantum thermodynamics. It therefore seems natural to wonder, how the resources of quantum thermodynamics and quantum information theory are related, how they can be converted into each other, and what role resources of one theory play in the other, respectively.

Here, we want to discuss these questions and review the role of (quantum) correlations in quantum thermodynamics (see Refs. [5–7] for recent reviews). In Sect. 30.2, we briefly review a few key areas within quantum thermodynamics where (quantum) correlations are of significance, starting with an overview of the basic concepts and definitions in Sects. 30.2.1.1 and 30.2.1.2. In Sects. 30.2.1.3 and 30.2.2 the consequences of the presence of correlations for the formulation of thermodynamic laws and for the task of work extraction are discussed, respectively.

In Sect. 30.3, we then focus on the specific question of converting the resource of quantum thermodynamics, i.e., energy, into the resource of quantum information, i.e., correlations. To this end, we first review previous key results [8–12] that provide bounds on the performance of this resource conversion, before turning to a, thus far, unresolved problem: the question of the existence of optimally correlating unitaries. We show that such operations do not always exist and analyse the implications of this observation. Finally, we discuss pertinent open problems in understanding the role of correlations in thermodynamics.

30.2 Correlations in Quantum Thermodynamics

30.2.1 Framework

30.2.1.1 Quantum Thermodynamics in a Nutshell

In the following, we consider pairs of quantum mechanical systems that may share correlations. In the context of thermodynamics, these might be, e.g., a system (working body) and a heat bath. In quantum mechanics, these systems are encoded into a bipartite Hilbert space $\mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B$, where the tensor factors represent the two subsystems, $A$ and $B$. States describing the joint system are given by density operators $\rho_{AB} \in \mathcal{L}(\mathcal{H}_{AB})$, i.e., positive-semidefinite ($\rho_{AB} \geq 0$), linear operators over $\mathcal{H}_{AB}$ that satisfy $\text{Tr}(\rho_{AB}) = 1$. The energy of the system is further determined by the Hamiltonian $H_{AB}$, i.e., a self-adjoint operator over $\mathcal{H}_{AB}$ usually assumed to be bounded from below. Besides the average (internal) energy $E(\rho_{AB}) = \text{Tr}(H \rho_{AB})$ of the joint system, other
state functions central to quantum thermodynamics are the von Neumann entropy
\( S(\rho_{AB}) = -\text{Tr}(\rho_{AB} \ln(\rho_{AB})) \) and the free energy \( F(\rho_{AB}) = E(\rho_{AB}) - T S(\rho_{AB}) \), as well as the analogous quantities for the reduced states \( \rho_A = \text{Tr}_B(\rho_{AB}) \) and \( \rho_B = \text{Tr}_A(\rho_{AB}) \) of the subsystems.

The focus of quantum thermodynamics then lies on the study of the (possible) evolution of \( \rho_{AB} \) and the subsystem states \( \rho_A = \text{Tr}_B(\rho_{AB}) \) and \( \rho_B = \text{Tr}_A(\rho_{AB}) \) subject to certain constraints on the allowed transformations of the joint system, such as, for example:

(i) Conservation of (total) energy of \( A \) and \( B \):
\[
\rho_{AB} \mapsto \sigma_{AB} : \text{Tr}(H_{AB} \rho_{AB}) = \text{Tr}(H_{AB} \sigma_{AB})
\]

(ii) Closed system dynamics:
\[
\rho_{AB} \mapsto U_{AB} \rho_{AB} U_{AB}^\dagger
\]

for some global unitary transformation \( U_{AB} \).

To state its basic laws, then, a first main goal of quantum thermodynamics is to provide meaningful definitions of heat \( \Delta Q \) and work \( \Delta W \) exchanged between the subsystems. These quantities are not just functions of the state, but depend on the concrete transformations that are applied. In particular, suitable definitions are usually chosen such that the first law of thermodynamics holds for closed joint systems, i.e.,

\[
\Delta E = \Delta Q + \Delta W, \tag{30.1}
\]

with \( \Delta E = E(\rho_A(t+\Delta t)) - E(\rho_A(t)) \). For this purpose a quantifier often used for the information change within the subsystems is the relative entropy \( S(\rho_A(t+\Delta t) \| \rho_A(t)) \) of \( \rho_A(t+\Delta t) \) w.r.t. \( \rho_A(t) \). For arbitrary states \( \rho \) and \( \sigma \) it is defined as

\[
S(\sigma \| \rho) = -S(\sigma) - \text{Tr}(\sigma \ln(\rho)). \tag{30.2}
\]

The relative entropy is nonnegative, \( S(\sigma \| \rho) \geq 0 \), for all pairs \( \rho \) and \( \sigma \), with equality iff \( \rho = \sigma \) (see, e.g., [13] for details), and coincides with the free energy difference \( S(\sigma \| \rho) = F(\sigma) - F(\rho) \), whenever \( \rho = \tau(\beta) \) is thermal. That is, given a Hamiltonian \( H_{AB} \), the corresponding thermal state is defined as

\[
\tau_{AB}(\beta) = \frac{1}{Z} e^{-\beta H_{AB}}, \tag{30.3}
\]

where \( \beta = 1/T \) denotes the inverse temperature\(^2\) and \( Z = \text{Tr}(e^{-\beta H_{AB}}) \) is called the partition function. The above thermal state \( \tau_{AB}(\beta) \) can be considered as the state of the joint system of \( A \) and \( B \) at thermal equilibrium with an external heat bath.

\(^2\)We use units where \( \hbar = k_B = 1 \) throughout.
at temperature $T$, and represents the maximum entropy state for fixed (internal) energy [14]. The relative entropy can hence be understood as measure of distance from thermal equilibrium of the total system.

### 30.2.1.2 Quantifying Correlations

The properties of equilibrium states strongly depend on the system Hamiltonian. For instance, the joint thermal state $\tau_{AB}$ of systems $A$ and $B$ is completely uncorrelated whenever they are noninteracting, i.e., when $H_{AB} = H_A + H_B$, where $H_A$ and $H_B$ act nontrivially only on $\mathcal{H}_A$ and $\mathcal{H}_B$, respectively. In this case $\tau_{AB}$ is a product state $\tau_{AB}(\beta) = \tau_A(\beta) \otimes \tau_B(\beta)$, where $\tau_A$ and $\tau_B$ are thermal states at the same temperature $T = 1/\beta$ w.r.t. the local Hamiltonians $H_A$ and $H_B$, respectively. Conversely, in an interacting system the global state $\rho_{AB}$ will typically be correlated, and may even be entangled, meaning that the state cannot be decomposed into a mixture of uncorrelated states (see, e.g., [11] for a discussion).

Such correlations can be quantified in terms of the mutual information

$$ I(\rho_{AB}) = S(\rho_A) + S(\rho_B) - S(\rho_{AB}). $$

(30.4)

That is, $I$ quantifies the amount of information about the system that is available globally but not locally. Here, it is important to note $I$ captures both classical and genuine quantum correlations in the sense that nonzero values of $I$ may originate in either type of correlation. Nonetheless, it should be noted that any state $\rho_{AB}$ for which $I(\rho_{AB}) > S(\rho_A)$ or $I(\rho_{AB}) > S(\rho_B)$ features a negative conditional entropy $S(A\|B) = S(\rho_A) - I(\rho_{AB})$, and is hence [15, 16] necessarily entangled to some extent.

### 30.2.1.3 Role of Correlations for Thermodynamic Laws

Indeed, correlations are already central to the foundations of quantum thermodynamics. This manifests in the fundamental difference between describing thermodynamic systems as being composed of isolated parts, or as interacting with each other. When subsystems are considered to be completely isolated, just as in classical thermodynamics, this translates to the quantum mechanical notion of a product state $\rho_A \otimes \rho_B$. However, there are continuing efforts to expand and even challenge this seemingly basic assumption. This includes, e.g., approaches where subsystems (and hence potential correlations between them) are defined using thermodynamic principles.

---

3This is one of the most widely used measures of correlations in the context of thermodynamics, which arises quite naturally, due to being a linear function of the von Neumann entropies of the subsystems, and thus directly related to thermodynamical potentials. See also the subsequent discussion.

4See, e.g., [17] for a pedagogical introduction to entanglement detection via conditional entropies and mutual information.
ple [18], or those where work and heat exchange in interacting systems is defined in terms of effective local Hamiltonians that depend on correlations [19, 20]. In other approaches, the traditional setting of a system separable from its surrounding thermal bath can be extended to a state $\rho_{AB}$ with correlations between system and bath [21–28]. This leads to reformulations of the concepts of heat and work and modifications of the classical laws of thermodynamics via the introduction of correlated baths.

In particular, the second law deserves a special mention in this respect. Loosely speaking, it states that the entropy of a subsystem cannot decrease after a thermodynamical transformation, i.e., $\Delta S = S(\rho(t + \Delta t)) - S(\rho(t)) \geq 0$, an observation that lies at the heart of the emergence of the so-called thermodynamical arrow of time. However, several authors, have observed how such a relation does not hold true anymore when system and bath are allowed to be initially correlated [21, 22]. This insight can even be traced back to Boltzmann himself [29, 30], who, while introducing the so-called Stosszahlansatz (i.e., the assumption of molecular chaos), noticed that in order for the second law of thermodynamics to emerge it was necessary to assume a weakly correlated (cosmological) environment.

Formally speaking, the basic argument showing the intimate connection of correlations with the thermodynamical arrow of time works as follows in its extremal version [21–24]. Consider a system and bath with local Hamiltonians $H_A$ and $H_B$, such that $H_A |n\rangle_A = E^A_n |n\rangle_A$ and $H_B |n\rangle_B = E^B_n |n\rangle_B$. Suppose that there exist constants $\mu_A$ and $\mu_B$ such that the local energy levels $E^A_n$ and $E^B_n$ satisfy $\mu_A E^A_n = \mu_B E^B_n = \epsilon_n$ for all $n$. Let us further assume that initially system and bath are jointly very close to a (pure) highly entangled state

$$|\psi\rangle_{AB} = Z^{-1/2} \sum_n \exp(-\gamma\epsilon_n/2) |n, n\rangle_{AB},$$

which can be thought of as a thermal state of a suitable interacting Hamiltonian $H_{AB}$ for very low temperatures (i.e., in the limit $\beta \to \infty$). The two marginal states $\rho_A$ and $\rho_B$ are thermal w.r.t. $H_A$ and $H_B$ at (different) inverse temperatures $\beta_A = \mu_A \gamma$ and $\beta_B = \mu_B \gamma$ respectively, but with the same entropy $S(\rho_A) = S(\rho_B)$ since $\rho_A$ and $\rho_B$ have the same spectrum. Suppose now that the two subsystems interact through a global unitary transformation that allows some exchange of energy between the subsystems. Further, let us assume that, w.r.t. to a suitable definition of $Q$ [see the discussion surrounding Eq. (30.1)], this exchange is interpreted simply as a heat exchange, meaning that the local changes of internal energy satisfy $\Delta E_A = \Delta Q_A$ and $\Delta E_B = \Delta Q_B$, respectively. Since the marginals are initially thermal, we have $\Delta F_A = \Delta E_A - T_A \Delta S_A \geq 0$ and $\Delta F_B = \Delta E_B - T_B \Delta S_B \geq 0$, which leads to $\beta_A \Delta Q_A \geq \Delta S_A$ and $\beta_B \Delta Q_B \geq \Delta S_B$, while $\Delta Q_A + \Delta Q_B = 0$. Globally, the constraint on heat exchanges implies

$$\beta_A \Delta Q_A + \beta_B \Delta Q_B \geq \Delta I_{AB},$$

(30.6)

---

5For simplicity here we could consider finite-dimensional systems.
where $\Delta I_{AB} = \Delta S_A + \Delta S_B$ is the change in the mutual information after the transformation since the unitary leaves the overall entropy invariant. The crucial observation is then that for the above global state $|\psi\rangle_{AB}$ the mutual information can be very high initially and can decrease during the transformation such that $\Delta I_{AB} < 0$. Heat may thus be allowed to flow from the cold to the hot subsystem (e.g., $\Delta Q_A \geq 0$ for $\beta_A \leq \beta_B$). Correlations can thus lead to an anomalous heat flow (see Chap. 4). Moreover, since the above global state remains pure, the marginals have the same spectra, and we have $\Delta S_A = \Delta S_B$. Therefore, an anomalous heat flow implies a violation of the classical second law of thermodynamics, $\Delta I_{AB} < 0 \Rightarrow \Delta S_A = \Delta S_B < 0$, i.e., the local entropies both decrease, reversing the direction of the thermodynamical arrow of time.

Following this observation, several authors, adopting an information theoretic perspective, have investigated the possibility to generalize the thermodynamic laws in the presence of initial correlations between system and bath, see, e.g., Refs. [25–28, 31]. Furthermore, experiments are now being performed for quantum mechanical systems realized in several platforms to observe violations of classical laws of thermodynamics, especially regarding the inversion of the thermodynamic arrow of time [32].

Correlations therefore need to be carefully incorporated into the formulation of quantum thermodynamics. However, correlations are not only a source of seemingly paradoxical situations but can also have direct practical relevance for paradigmatic tasks in quantum thermodynamics, as we will discuss in Sect. 30.2.2, before we analyse what quantum thermodynamics tells us about the work cost and level of control necessary to create correlations in Sect. 30.3.

### 30.2.2 Extracting Work from Correlations

#### 30.2.2.1 Work Extraction Using Cyclic Transformations

A basic but crucial application of thermodynamics is to quantify how much work can be extracted from a given machine operating under a cycle of transformations. In this context, one may consider subsystem $A$ to be a quantum machine that is controlled by the external subsystem $B$. As a general model of such a machine one usually considers an ensemble of, say, $N$ quantum mechanical units, i.e., subsystem $A$ has a Hilbert space $\mathcal{H}_A = \mathcal{H}^{\otimes N}$ with a given (free) Hamiltonian $H_A$. This allows statements about the scaling of the quantum machine’s efficiency and eventual gain (e.g., originating from the ability to create correlations) with $N$ as compared to analogous classical machines.

The external control is usually modelled as a switchable time-dependent (and cyclic) Hamiltonian $H(t)$, such that $H(0) = H(t_{\text{cycle}})$ where $t_{\text{cycle}}$ is the time of a whole cycle. The following question then arises naturally: Can correlations between the $N$ units of the machine help in extracting work during a thermodynamical cycle?
More specifically, if we evolve the initial state $\rho_A$ with an externally controlled unitary transformation $U$ and compare the resulting difference in energy we get the quantity

$$\Delta W_U = \text{Tr}(\rho_A H_A) - \text{Tr}(U \rho_A U^\dagger H_A). \quad (30.7)$$

If positive, it describes the amount of energy that is gained after $U$ and is usually interpreted as extracted work, i.e., the process is assumed to be performed adiabatically with the external control \[33\]. Thus, frequently (30.7) is seen as a figure of merit that should be maximized with respect to the available resources, like the initial state $\rho_A$, the externally controlled evolution $U$ and the free system Hamiltonian $H_A$. Fixing or optimizing over the triple $(\rho_A, U, H_A)$ allows one to ask questions like: Which combination of resources yields the most work? A frequently studied special case is that of ergotropy [34], corresponding to a fixed Hamiltonian and a fixed state while optimizing over all unitaries on $\mathcal{H}_A$, i.e.,

$$\Delta W_{\text{ergotropy}} := \max_U \Delta W_U. \quad (30.8)$$

States that do not allow for work extraction with respect to a specified class of operations (typically unitary transformations) are called passive [35].

In other words, for any state $\rho$ the unitary realizing the maximum in Eq. (30.8) is the one that transforms the state to a corresponding passive state $U \rho U^\dagger = \rho_{\text{passive}}$, and the ergotropy represents the work that is extractable from the system with the specified operations. Quantum systems in passive states thus have a simple practical interpretation as the analogues of empty batteries.

### 30.2.2.2 Role of Correlations for Work Extraction

An interesting distinction between the concepts of passive and thermal states that has recently been discovered [36] is the following. A state is passive if and only if it is diagonal in the energy eigenbasis and its eigenvalues are decreasing with increasing energy. While this is certainly true for thermal states, it can also be the case for many other eigenvalue distributions which are not thermal. In summary, thermality implies passivity, but the converse is not necessarily true.

The special role of thermal states comes to light when considering many copies of the system: While $\tau(\beta)^\otimes N$ is still thermal (and thus passive) for any $N$, $\rho_{\text{passive}}^{\otimes N}$ is passive for all $N$ if and only if $\rho_{\text{passive}}$ is a thermal state [36, 37]. In other words, thermal states are the only completely passive states. This has interesting consequences when interpreting passive states as empty batteries. While a single battery appears empty, i.e., no work whatsoever can be extracted, it may be the case that adding a second empty battery would enable a correlating global transformation to extract work out of the two empty batteries. This interesting situation is termed work extraction by activation.
This fact leads to a first affirmative answer to the question of whether correlating operations can help for work extraction: Unitary transformations can extract work more efficiently if they are able to generate entanglement. More precisely, a quantitative analysis of the relation between entanglement generation and work extraction [38] shows that the trade-off is more accurately specified as occurring between entangling power and the number of required operations (in other words, time) for work extraction: The less entanglement is generated during the work extraction process\(^6\), the more time is needed to extract work.

The above example of two empty batteries showing the difference between local passivity and (true global) passivity can be employed to construct another enlightening example. In analogy to the batteries above, let us define a state \(\rho_{AB}\) that is locally thermal (thus locally passive) in each marginal, i.e., \(\text{Tr}_B(\rho_{AB}) = \tau_A(\beta)\) and \(\text{Tr}_A(\rho_{AB}) = \tau_B(\beta)\). Let us now imagine that, contrary to the previous example, the state \(\rho_{AB}\) is correlated. If we can extract work from this state, then it can be argued that all the work must have come from its correlations, since there can be no contributions from local operations (due to the passivity of the marginals) nor from activation, due to the fact that thermal states do not allow for work extraction by activation. An example of such a state is provided in [33]. For locally thermal states of noninteracting systems all correlations hence imply extractable work.

### 30.2.2.3 Role of Correlations for Work Storage

A problem that can be considered dual to the above is how to efficiently charge an initially empty quantum battery (see Chap. 8). Formally, the problem is to find a suitable way of transforming a state \(\rho\) to another state \(\sigma = U \rho U^\dagger\) such that the latter contains more extractable work, i.e., \(\Delta W_U \leq 0\) as in Eq. (30.7). As previously for work extraction, one is primarily interested in charging processes based on cycles of transformations. However, in contrast to the previous problem, one is here not necessarily interested in asking how much work may be stored in principle. Instead other figures of merit become important, indicating certain desirable properties of the charging process or the final state for fixed \(\Delta W_U\). Examples for such properties include charging power [39], fluctuations during the charging process or the variance of the final charge [40]. The key question that we wish to discuss here is: Is it beneficial for work storage to (be able to) generate correlations during the process?

While correlations themselves turn out not to be directly relevant in any crucial way, it appears that the control over correlating transformations can provide significant advantages, even if no actual correlations are created. Specifically, in Ref. [39] the authors show that the power of charging a battery, defined as \(P := \langle \Delta W_U \rangle / \Delta t\), i.e., the ratio of average work \(\langle \Delta W_U \rangle\) and time \(\Delta t\), can be enhanced by allowing entangling global unitaries \(U\) on an initially uncorrelated product state \(\rho_1 \otimes \cdots \otimes \rho_N\). However, whether such entangling operations actually create entanglement during the cycle is irrelevant [41]. As is discussed in more detail

---

\(^6\)Note that the final state need not be entangled.
30.2.2.4 Work Extraction and Storage with Restricted Control

For understanding fundamental bounds on work extraction and storage correlations are thus of significance, or rather, the ability to create them. This highlights the fact that this ability is linked to the control one has over the system and operations thereon. In particular, maximization such as in Eq. (30.8) may yield solutions that cannot be practically implemented or whose realization comes at a high cost itself. Therefore, subsequent works have focused on understanding the limitations of work extraction and work storage in terms of more restricted sets of states/operations such as Gaussian states and unitaries [40, 43]. This has been motivated also by the easier practical implementation in CV systems such as encountered in quantum optics of Gaussian operations, as opposed to arbitrary unitaries. In particular, this is manifest when considering driven transformations, where Gaussian operations appear as the simplest type of operation according to the hierarchy of driving Hamiltonians, which are at most quadratic in the system’s annihilation and creation operators for Gaussian unitaries.

As we have already emphasized, passivity is defined with respect to an underlying class of state transformations, i.e., unitaries (cyclic Hamiltonian processes). An interesting variant of the problem in Eq. (30.8) is thus given by the restricted case of Gaussian unitary transformations [43]. This leads to the notion of Gaussian passivity as a special case of passivity in the sense that passivity implies Gaussian passivity, but not vice versa. The role of correlations in such a scenario is particularly interesting. In particular, the authors show that it is always possible to extract work from an entangled Gaussian state via two-mode squeezing operations. For general non-Gaussian states, however, the ability to extract work via (dis)entangling Gaussian unitaries (two-mode squeezing) does not indicate entanglement, and the inability to do so does not imply separability either.

In the complementary problem of battery charging, the subset of Gaussian operations turns out to provide a trade-off between good precision (energy variance) and practical implementability of a battery charging protocol with a fixed target amount of energy $\Delta W$ [40]. Here, correlations can provide minor advantages in some cases but do not play a conceptually important role.

To conclude this section it is also interesting to point out that, as observed in Ref. [44] the argument that entanglement (or the ability to create it) can provide an advantage in work extraction can also be turned around and exploited to design entanglement certification schemes based on extractable work. In other words, it is possible to witness entanglement by quantifying the extracted work from a thermodynamic cycle, such as the Szilard engine considered in [44]. Interestingly,
the entanglement criterion based on work extraction becomes necessary and sufficient for two-mode Gaussian states. However, the authors also show that the above scheme cannot be applied for the certification of genuine multipartite entanglement.

### 30.3 Energy Cost of Creating Correlations

#### 30.3.1 Trade-Off Between Work and Correlations

Now that we have an overview of the importance of correlations (and the transformations that can create them) for quantum thermodynamics and its paradigmatic tasks, let us consider the situation from a different perspective. Correlations, in particular, entanglement, are the backbone of quantum information processing. However, if an abstract information theory is to be applied in practice, it requires a physical context, such as is provided by quantum thermodynamics. There, as we have seen above, the freely available equilibrium state of two (noninteracting) systems is uncorrelated. This means that both an investment of energy and a certain level of control (the ability to perform correlating transformations) are required to create the desired correlations.

Thus, formally speaking, one is interested in determining the fundamental limits for the energy cost of creating correlations, where we choose to quantify the latter by the mutual information of Eq. (30.4) between two quantum systems A and B, since the mutual information arises quite naturally in the thermodynamic context. These subsystems are assumed to be initially in a joint thermal state $\tau_{AB}(\beta) = \tau_A(\beta) \otimes \tau_B(\beta)$ with respect to a noninteracting Hamiltonian $H_{AB} = H_A + H_B$ at a particular ambient temperature $T = 1/\beta$. To correlate A and B, it is necessary to move the joint system out of equilibrium, which comes at a nonzero work cost $W$. For instance, when one acts unitarily on the system, this cost can be expressed as $W = \Delta E_A + \Delta E_B$. The question at hand is then: What is the maximal amount of correlation between $A$ and $B$ that can be reached, given a fixed amount of available energy $W$?

Clearly, the answer very much depends on the operations that are allowed, as well as on the energy level structure of the local Hamiltonians. For instance, one may consider applying only global unitary transformations $U_{AB}$, realized via some external control. If one wishes to optimally convert work into correlations, it is clear that the marginals of the final state must be passive. Otherwise, energy extractable by local unitaries (which leave $I_{AB}$ invariant) would be left in the system. Indeed, the marginals must be completely passive (thus thermal), such that no work can be extracted locally from any number of copies. The optimally correlated target state $\rho_{AB} = U_{AB} \tau_{AB}(\beta) U_{AB}^+$ must hence be such that $\rho_A = \text{Tr}_B(\rho_{AB}) = \tau_A(\beta_A)$ and $\rho_B = \text{Tr}_A(\rho_{AB}) = \tau_B(\beta_B)$. At the same time, one wishes to increase the correlations, i.e., to achieve the maximal

---

7Here, local refers to the collections of subsystems $A_1, \ldots, A_N$ and $B_1, \ldots, B_N$ for $N$ copies of $\rho_{AB}$. 
amount of mutual information increase $\Delta I_{AB} = \Delta S_A + \Delta S_B \geq 0$. At fixed average energy input $\Delta E = E(\tau_A(\beta_A)) + E(\tau_B(\beta_B)) - E(\tau_{AB}(\beta))$, the mutual information is then maximized for maximal $S(\tau_A(\beta_A)) + S(\tau_B(\beta_B)) = S(\tau_A(\beta_A) \otimes \tau_B(\beta_B))$. The maximum entropy principle then suggests that the final state marginals should be thermal at the same temperature $\beta_A = \beta_B$. But do unitaries exist that can achieve this?

The above requirements are indeed already quite strong, as we can observe through the following extremal example. Let us imagine that initially the two subsystems are in a pure (ground) state (i.e., the limit $\beta \to \infty$) $\tau_{AB}(\beta) = |0\rangle \langle 0|_A \otimes |0\rangle \langle 0|_B$ at zero initial energy. Then, any unitary will still output a pure state $|\psi\rangle_{AB} = U_{AB} |00\rangle_{AB}$, and the requirement of the marginals to be thermal states leads to a state as in Eq. (30.5), i.e.,

$$|\psi\rangle_{AB} = Z^{-1/2} \sum_n \lambda_n |n, n\rangle_{AB},$$

(30.9)

with $\lambda_n^2 = \exp(-\beta_A E^A_n) = \exp(-\beta_B E^B_n)$. The requirement of having a fixed amount of energy available further demands

$$W = \sum_n \lambda_n^2 (E^A_n + E^B_n),$$

(30.10)

which in general translates into a complicated relation between the two final effective inverse temperatures $\beta_A$ and $\beta_B$.

Thus, further constraints, e.g., on the final temperatures of the marginal states, on the initial Hamiltonians of the two systems, or on the external control available might already lead to an impossibility of achieving such an optimal conversion between work and correlations. In the following we will make this statement more precise, discuss the relevant questions arising in this context, and give some (partial) answers.

### 30.3.2 Fundamental Cost of Correlations

With the realization that there is a finite work cost for the creation of correlations in noninteracting systems [8, 9], or for the increase of correlations in the presence of correlated thermal states for interacting systems [11], two immediate pertinent questions for the trade-off between the resources work and correlations can be formulated. (i) On the one hand, it is of interest to understand the fundamental limitations on achievable correlations without any restrictions on the complexity of the involved operations or the time these may take. We can thus ask: What is the theoretical minimum work cost for any amount of correlation between two given systems? (ii) On the other hand, it is of course of practical importance to learn what can be achieved under practical conditions, i.e., in finite time and with limited control over the system, that is: What is the minimum work cost of correlations that is practically achievable?
Let us formulate those questions more precisely following the treatment in [9]. We first observe that any physical transformation of a system $S$ can be thought of as a unitary map $USR$ acting on a larger Hilbert space that includes an external reservoir $R$. In this context one may further assume that $S$ and $R$ are initially not correlated, i.e., that initially we have $τ_{SR}(β) = τ_S(β) ⊗ τ_R(β)$. Then, the work cost to bring such a state out of equilibrium is

$$W = \text{Tr}\left( H[ρ_{SR} - τ_{SR}(β)] \right) = ΔE_S + ΔE_R,$$

(30.11)

where the overall final state is $ρ_{SR} = U_{SR} τ_{SR}(β) U^\dagger_{SR}$, and if we further assume that $H = H_S + H_R$, then the energy contributions split up into $ΔE_S = \text{Tr}(H_S[ρ_{SR} - τ_{SR}(β)])$ and $ΔE_R = \text{Tr}(H_R[ρ_{SR} - τ_{SR}(β)])$. We note also that similar expressions in related contexts can be found, e.g., in [45–48]. One may then rewrite Eq. (30.11) by expressing the internal energy differences via the changes in free energy and entropy and obtain

$$W = ΔF_S + ΔF_R + T I_{SR},$$

(30.12)

where one makes also use of the fact that the initial thermal state is uncorrelated, $S(τ_{SR}) = S(τ_S) + S(τ_R)$ and that $USR$ leaves the global entropy invariant, i.e., $S(ρ_{SR}) = S(τ_{SR})$.

In the above expression, one recognizes the mutual information $I_{SR}$ between the system and the reservoir. In complete analogy to the reasoning that leads to Eq. (30.12), one may further rewrite the free energy change of the system comprising the subsystems $A$ and $B$ as

$$ΔF_S = ΔF_A + ΔF_B + T I_{AB}.$$

(30.13)

Combining Eqs. (30.12) and (30.13) and noting that the initial states of $A$, $B$ and $R$ are thermal, such that the free energy differences can be expressed via the relative entropy, one thus arrives at

$$βW = S(ρ_R ∥ τ_R) + S(ρ_A ∥ τ_A) + S(ρ_B ∥ τ_B) + I_{SR} + I_{AB},$$

(30.14)

where $ρ_A = \text{Tr}_{BR}(ρ_{SR})$, $ρ_B = \text{Tr}_{AR}(ρ_{SR})$, and $ρ_R = \text{Tr}_{AB}(ρ_{SR})$ are the reduced states after the transformation. Since $S(ρ ∥ σ) ≥ 0$ for all $ρ$ and $σ$ and $I_{SR} ≥ 0$ as well, it becomes clear that the fundamental upper bound for the correlations between $A$ and $B$ is

$$I_{AB} ≤ βW.$$

(30.15)

It is then crucial to note that tightness of this bound is only given when $S(ρ_R ∥ τ_R) = 0$ and $I_{SR} = 0$. On the one hand, these conditions are trivially met when one performs unitary operations acting solely on the system $S$, but not on $R$. We will return to this scenario in Sect. 30.3.3. On the other hand, one could assume perfect control over an arbitrarily large reservoir $R$, i.e., one that is complex enough to thermalize the
Fig. 30.1 Two-step correlating protocol: The temperature of the initially uncorrelated subsystems $A$ and $B$ forming the system $S$ is first lowered from $T$ to $T_1 < T$ using the interaction with the reservoir $R$ at the expense of the work $W_I$. In a second step, the reservoir is decoupled from the system, before $A$ and $B$ are correlated by a unitary $U_{AB}$, at energy cost $W_{II}$.

system whenever $S$ and $R$ come in contact [49] (see also [50] for description of the involved unitaries), such that $R$ can be assumed to be left in its original state with no correlations created between $S$ and $R$.

A protocol that operates based on the latter premise was presented in [9] and consists of two steps to reach the optimal trade-off between work and correlations, i.e., $I_{AB} = \beta W$, see Fig. 30.1. In the first step with work cost $W_I$, the temperature of the system $S$ is lowered from $T$ to $T_1 = 1/\beta_1 < T$. Here one uses the contact to $R$ to refrigerate $S$, resorting to arbitrarily slow processes to do so, such that the cooling cost is given by the free energy difference, $W_I = F(\tau_S(\beta)) - F(\tau_S(\beta_1))$. In the second step, a unitary $U_{AB}$ acting only on $S$ is used to correlate $A$ and $B$ at work cost $W_{II}$. It is assumed that $U_{AB}$ is of such a form that the marginals are returned to locally thermal states at the original temperature $T$. That is, they have to satisfy $\rho_A = \tau_A(\beta)$ and $\rho_B = \tau_B(\beta)$ in order to obtain $S(\rho_A \parallel \tau_A) = S(\rho_B \parallel \tau_B) = 0$ in Eq. (30.14). This last requirement determines the splitting of the work cost $W$ into $W_I$ and $W_{II}$. One thus finds that there exists a (low-energy) regime, at least in principle, with a linear trade-off between work and correlations, provided that one can exert the mentioned rigorous control over the degrees of freedom of $R$ and that the desired optimal unitaries $U_{AB}$ exist.

However, even if this is so, there is a threshold input energy, above which the conversion can only occur sublinearly [9]. That is, when $\beta W > S(\tau_S(\beta))$, the conditions above mean that the ground state is reached in the first step of the protocol, and the excess energy is invested into the second step (a situation similar to the example mentioned in the above preliminary discussion). While the protocol is still optimal, one nonetheless has the strict inequality $I_{AB} < \beta W$. 
### 30.3.3 Optimally Correlating Unitaries

However, open questions remain associated to the protocol discussed in the previous section. First, the protocol makes use of the conjectured existence of the unitaries $U_{AB}$, allowing to reach a final state with $\rho_A = \tau_A(\beta)$ and $\rho_B = \tau_B(\beta)$ starting from $\tau_S(\beta_I)$, i.e., with final state marginals that are both effectively at the original temperature. Second, one may question the practicality of the assumptions about the control over $R$ and whether $W_I = F(\tau_S(\beta_I)) - F(\tau_S(\beta))$, $\mathcal{I}_{SR} = 0$ and $\mathcal{I}_{R} = 0$ may be achieved within reasonable (time) constraints. Both of these issues connect to the previously mentioned scenario where one operates exclusively (and unitarily) on the closed systems $S$. There, the control requirement on $R$ is relaxed from assuming the ability to perform arbitrary unitaries on the overall Hilbert space, to that of isolating and unitarily acting on the significantly smaller system $S$.

Moreover, both situations raise the question whether the respective optimal unitaries exist. In the case of the unitaries $U_{AB}$ for step II of the protocol described in the previous section, the special requirement to reach $I_{AB} = \beta W$ in the low-energy regime where $\beta W \leq S(\tau_S(\beta))$, is that the effective temperatures of the marginals of the final state are both the original temperature $T = 1/\beta$. Mathematically, we can phrase the question of the existence of $U_{AB}$ like this:

**Question 1** Does there exist a unitary $U_{AB}$ on $\mathcal{H}_{AB}$ such that

$$\rho_A = Tr_B(U_{AB} \tau_{AB}(\beta_I) U_{AB}^\dagger) = \tau_A(\beta_I),$$  \hspace{1cm} (30.16)

$$\rho_B = Tr_A(U_{AB} \tau_{AB}(\beta_I) U_{AB}^\dagger) = \tau_B(\beta_I),$$  \hspace{1cm} (30.17)

for every pair of local Hamiltonians $H_A$ and $H_B$, for all temperatures $T_I = 1/\beta_I$ (after the step I) and all initial (and thus effective final) temperatures $T = 1/\beta \geq T_I$?

For some important special cases, Question 1 can be answered affirmatively. For instance, it was shown in [8] that such optimally correlating unitaries exist whenever the local Hamiltonians are identical, $H_A = H_B$, and either all energy levels are equally spaced, i.e., and $E_{m+1} - E_m = E_{n+1} - E_n$ for all $m, n$ such that $H_A \ket{n} = E_n \ket{n}$, or for arbitrary spacings when the difference between $T_I$ and $T$ is large enough (for a quantitative statement see the appendix of [8]).

In particular, for two qubits, $\mathcal{H}_A = \mathcal{H}_B = \mathbb{C}^2$ this means that optimal generation of correlations in the low-energy regime is always possible as long as $H_A = H_B$, since qubits only posses a single energy gap. However, as the preliminary extremal example treated above in Sect.30.3.1 suggests, whenever $H_A \neq H_B$ the optimally correlating unitaries $U_{AB}$ cannot always lead to final states with marginals at the same temperatures, in particular, not in the limiting case when $T_I = 0$. To be more precise, the subadditivity of the von Neumann entropy imposes the constraint

$$|S(\tau_A(\beta)) - S(\tau_B(\beta))| \leq S(\tau_{AB}(\beta_I)) = S(\tau_A(\beta_I)) + S(\tau_B(\beta_I))$$  \hspace{1cm} (30.18)
between the initial and final marginal entropies. This constraint is not automatically satisfied if the energy levels of the Hamiltonians $H_A$ and $H_B$ are not equal, since $S(\tau_A(\beta)) \neq S(\tau_B(\beta))$ in that case. Let us now also work out a counterexample for $T_1 > 0$.

Consider a bipartite system with local Hamiltonians $H_A = \omega_A |1\rangle\langle 1|_A$ and $H_B = \omega_B |1\rangle\langle 1|_B$ with gaps $\omega_A$ and $\omega_B$, respectively, where we have set the ground state energy levels to zero without loss of generality. Let us further define $a_1 := 1/(1 + e^{-\beta_0 A})$ and $b_1 := 1/(1 + e^{-\beta_1 B})$. The initial state $\tau_1(\beta_1)$ is then of the form

$$\tau_1(\beta_1) = \text{diag}(a_1 b_1, a_1 (1-b_1), (1-a_1) b_1, (1-a_1) (1-b_1)).$$

If a unitary $U_{AB}$ exists satisfying the requirements of Question 1, then the local reduced states $\rho_A$ and $\rho_B$ must be thermal (at the same temperature $T = 1/\beta$), and hence diagonal w.r.t. the respective energy eigenbases. In particular, in the limiting case $\omega_B \to \infty$ it is easy to see that the entropies of the single-qubit initial and final marginals for subsystem $B$ are $S(\tau_B(\beta)) = S(\tau_B(\beta_1)) = 0$ and the subadditivity constraint above would require $S(\tau_A(\beta)) \leq S(\tau_A(\beta_1))$, which cannot be satisfied for $\beta < \beta_1$ for finite and nonzero $\omega_A$. To illustrate this more explicitly, we consider an example for finite temperatures and energy gaps, which for simplicity of presentation assumes only a restricted class of unitaries. That is, let us assume that only unitaries can be performed such that the density operator of the two-qubit final state $\rho_S = U \tau_S U^\dagger$ is of the form

$$\rho_S = \begin{pmatrix} \rho_{00} & 0 & 0 & d_2 \\ 0 & \rho_{01} & d_1 & 0 \\ 0 & d_1^* & \rho_{10} & 0 \\ d_2^* & 0 & 0 & \rho_{11} \end{pmatrix}$$

for some appropriate $d_1, d_2 \in \mathbb{C}$ and probabilities $\rho_{00} + \rho_{01} + \rho_{10} + \rho_{11} = 1$. The corresponding marginals are thus

$$\rho_A = \begin{pmatrix} \rho_{00} + \rho_{01} & 0 \\ 0 & \rho_{10} + \rho_{11} \end{pmatrix}, \quad \rho_B = \begin{pmatrix} \rho_{00} + \rho_{10} & 0 \\ 0 & \rho_{01} + \rho_{11} \end{pmatrix},$$

such that $\rho_{00} + \rho_{01} = 1/(1 + e^{-\beta_0 A}) =: a$ and $\rho_{00} + \rho_{10} = 1/(1 + e^{-\beta_0 B}) =: b$. Using these two conditions along with the normalization condition, we can express the diagonal elements of $\rho_S$ as $\rho_{01} = a - \rho_{00}, \rho_{10} = b - \rho_{00},$ and $\rho_{11} = 1 + \rho_{00} - a - b$. We can then calculate the eigenvalues $\lambda_i$ (for $i = 1, 2, 3, 4$) of $\rho_S$ in terms of the variables $\rho_{00}, a, b, d_1$ and $d_2$, obtaining

$$\lambda_{1,4} = \rho_{00} + \frac{1}{2}(1-a-b) \pm \sqrt{\left(\frac{1-a-b}{2}\right)^2 + |d_2|^2}, \quad \lambda_{2,3} = \frac{1}{2}(a+b) - \rho_{00} \pm \sqrt{\left(\frac{a-b}{2}\right)^2 + |d_1|^2}.$$
For any fixed choice of \( \omega_A, \omega_B, \beta \) and \( \beta < \beta_1 \), the state \( \rho_S \) lies in the unitary orbit of \( \tau_5(\beta_1) \), when there exist valid choices of \( \rho_{00}, d_1 \) and \( d_2 \), such that the ordered list of the \( \lambda_i \) matches the diagonal entries of \( \tau_5 \) given by Eq. (30.19). Here, note that since \( \lambda_4 \leq \lambda_1 \) and \( \lambda_3 \leq \lambda_2 \), there are in principle 6 possible ways in which the \( \lambda_i \) could be ordered. For each of these 6 combinations, one can express \( \rho_{00} \) by adding \( \lambda_4 \) and \( \lambda_1 \) (or, equivalently, \( \lambda_3 \) and \( \lambda_2 \)), which eliminates dependencies on the off-diagonals \( d_j \). For instance, when \( \omega_A = 3\omega_B = 3\sqrt{\ln 2} \) and \( \beta_I = 2\beta = 2\sqrt{\ln 2} \), one finds

\[
\tau_5(\beta_I) = \text{diag}\left\{\frac{256}{325}, \frac{64}{325}, \frac{4}{325}, \frac{1}{325}\right\}.
\] (30.23)

and the six possible ways to match with the \( \lambda_i \) result in the values

\[
\rho_{00} = \frac{1}{5850} \times \begin{cases} 
4505 & \text{if } \lambda_4 < \lambda_1 < \lambda_3 < \lambda_2 \\
3965 & \text{if } \lambda_4 < \lambda_3 < \lambda_1 < \lambda_2 \\
2237 & \text{if } \lambda_4 < \lambda_3 < \lambda_2 < \lambda_1 \\
1670 & \text{if } \lambda_3 < \lambda_2 < \lambda_4 < \lambda_1 \\
2210 & \text{if } \lambda_3 < \lambda_4 < \lambda_2 < \lambda_1 \\
3938 & \text{if } \lambda_3 < \lambda_4 < \lambda_1 < \lambda_2 
\end{cases}
\] (30.24)

At the same time, the positivity of \( \lambda_3 \geq 0 \) and \( \lambda_4 \geq 0 \) then demands that

\[
\begin{align*}
\left(\frac{7}{9} - \rho_{00}\right)^2 - \frac{1}{81} & \geq |d_1|^2 \geq 0, \\
\left(\rho_{00} - \frac{5}{18}\right)^2 - \left(\frac{5}{18}\right)^2 & \geq |d_2|^2 \geq 0,
\end{align*}
\] (30.25, 30.26)

which can be turned into the inequality

\[
\frac{3250}{5850} \leq \rho_{00} \leq \frac{3900}{5850}.
\] (30.27)

Since none of the values in Eq. (30.24) satisfy this inequality, there are some choices of \( \omega_A, \omega_B, \beta_I \) and \( \beta < \beta_1 \) such that it is impossible to find the corresponding \( \rho_{00} \). Together, these examples illustrate that unitaries allowing to achieve \( I_{AB} = \beta W \) in the low-energy regime of the two-step protocol of [9] do not exist in general.

Although the general answer to Question 1 is thus negative, this leaves us with a number of interesting open problems, with which we conclude.

### 30.4 Open Problems and Conclusion

First, we note that a more restricted version of Question 1 for the large class of situations when the local Hamiltonians are identical but not equally spaced (beyond local dimension 2) remains unanswered. Moreover, one could ask more generally about the optimal conversion of average energy to mutual information in the unitary case and whether it is possible to find cases, where some of the invested work
necessarily gets stuck in locally passive, but not thermal states. Second, while we have seen from Eq. (30.14) that reaching $I_{AB} = \beta W$ is in general not possible for solely unitary correlating protocols (since this would require $S(\rho_A \parallel \tau_A) = S(\rho_B \parallel \tau_B) = 0$ and hence $\rho_A = \tau_A$ and $\rho_B = \tau_B$), one may ask what the optimal trade-off between work and correlations is in such cases. This question also applies in equal manner to the high-energy regime where $W > S(\tau_S(\beta))$, which corresponds exactly to the example in Sect. 30.3.1.

Another interesting problem is the question whether it is possible that there is a combination of $H_A$, $H_B$, and $\beta$ such that for some given amount of work $W$, the restricted unitary $U_{AB}$ required for the low-energy regime of the two-step protocol of Sect. 30.3.2 exists, allowing correlations to be created in the amount of $\beta W$, while no optimally correlating unitaries exists that could achieve $\beta W$ directly (without cooling). This would imply that correlations could be created optimally only by using control over the reservoir $R$ for cooling, but the corresponding work value stored in the correlations [33] could not be retrieved unitarily from the system. In this sense work would be \textit{bound} in the system.

Let us also remark that the protocols and optimal unitaries discussed here apply for the creation of correlations as measured by the mutual information. However, when one restricts to genuine quantum correlations, i.e., entanglement, the situation becomes vastly more complicated, starting with the fact that there are many inequivalent measures and it is in general hard to even calculate how much entanglement is present w.r.t. any of these. Consequently, some simple cases of optimal protocols are known [8, 9], suggesting that, indeed, quite different protocols are required, but much is yet to be discovered. Nonetheless, a measure-independent question is of course the (partial)-separability of quantum states. There is a minimum work cost to turn a thermal product state into a (multipartite) entangled state. In [8], limiting temperatures for entanglement generation were shown to scale linearly with the number of parties, i.e., $T_{\text{max}} \leq O(E \cdot (n - 1))$ for an exponentially small work cost, i.e., $W \leq O(E \cdot n \cdot c^{-n})$, where $c$ is a constant. Alternatively, one might also consider correlation quantifiers that do not distinguish between classical and quantum correlations at all, which is of relevance, e.g., when assessing the correlations between a measured system and the measurement apparatus after non-ideal measurement procedures [51].

In conclusion, the interplay of work and correlations provides a fascinating but complex interface between quantum thermodynamics and quantum information theory that reveals interesting quantum effects in thermodynamics and allows for advantages for certain paradigmatic tasks such as work extraction. While some of the questions arising from the conversion of these resources have been addressed, a number of subtle but challenging open problems remain.
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Chapter 31
Quantum Thermodynamics
with Multiple Conserved Quantities

Erick Hinds Mingo, Yelena Guryanova, Philippe Faist and David Jennings

31.1 Introduction

Thermodynamics has been remarkable in its applicability to a vast array of systems. Indeed, the laws of macroscopic thermodynamics have been successfully applied to the studies of magnetization [1, 2], superconductivity [3], cosmology [4], chemical reactions [5] and biological phenomena [6, 7], to name a few fields. In thermodynamics, energy plays a key role as a thermodynamic potential, that is, as a function of the other thermodynamic variables which characterize all the thermodynamic properties of the system. In the presence of thermodynamic reservoirs, however, physical quantities which are globally conserved can be exchanged with the reservoirs, and the thermodynamic properties of the system are more conveniently expressed in terms of other potentials. For example, in the grand canonical ensemble, particle number \(N\) as well as energy \(E\) are exchanged with a reservoir. The relevant thermodynamic potential becomes,

\[
F = E - \mu N - TS,
\]

where \(S\) is the entropy, and where \(T\) and \(\mu\) are the temperature of the heat bath and the chemical potential of the particle reservoir, respectively. The chemical potential
\( \mu \) acts as an ‘exchange rate’ between particle number and energy, in the same way that temperature \( T \) acts as an exchange rate between entropy and energy. Thus, \( \mu \) describes the energetic cost of adding another particle to a gas at constant entropy. In classical equilibrium thermodynamics, for \( k \) conserved quantities, or charges \( \{Q_k\} \) the function \( U(S, Q_1, \ldots, Q_r) \) characterises the internal energy of the system. Each charge has an associated ‘exchange rate’ \( \mu_i := \frac{\partial U}{\partial Q_i} \) that governs the response in energy when one varies the equilibrium value of \( Q_i \).

Equivalently, one can use the entropic formulation of thermodynamics to interpret the change in a system at equilibrium. The ‘entropic response’ to any change in an extensive variable is given by the generalised temperatures \( \beta_k := \frac{\partial S}{\partial Q_k} \), which are related to the chemical potentials by \( \beta_k = \mu_k T \).

A canonical example is provided by a macroscopic system with angular momentum observables \((J_x, J_y, J_z) =: J\), which has a non-zero polarization in these observables along some axis when in thermodynamic equilibrium. The internal energy for this thermodynamic system is therefore a function \( U(S, J) \) where \( J = J \cdot n \), and \( n \) is a unit vector along the distinguished axis. Any relaxation to equilibrium occurs through the microscopic exchange of angular momentum with the environment. Indeed, the environment must play a role of defining a thermodynamic constraints for the system, in both energy and angular momentum. Subject to these constraints, the equilibrium thermodynamics is determined by maximization of the entropy \( S \) in the usual way.

More recently, researchers have been experimenting with the idea that quantum mechanics could also present interesting and novel features in conjunction with thermodynamic systems on the microscopic scale. While a well-established framework exists for macroscopic equilibrium systems, it is less clear how to handle finite-sized systems with multiple conserved charges that may display quantum mechanical features, such as complementarity.

A straightforward approach to studying thermodynamics of systems possessing multiple conserved charges is to apply the quantum version of Jaynes’ principle \([8, 9]\), which prescribes that one should maximize the (von Neumann) entropy subject to constraints on the average values \( \{v_j\} \) of the conserved charges \( \{Q_j\} \):

\[
\text{maximize: } S(\tau) \\
\text{subject to: } \text{Tr}(Q_j \tau) = v_j \quad \forall \ j .
\]

(31.2)

The unique solution is the so-called \textit{generalized Gibbs state} (or \textit{generalized Gibbs ensemble})

\[
\tau = \frac{e^{-(\beta_1 Q_1 + \cdots + \beta_k Q_k)}}{\mathcal{Z}},
\]

(31.3)

---

1Terms we will use interchangeably.
where the \( \{ \beta_j \} \) are generalized inverse temperatures or generalized chemical potentials which are determined by the \( \{ v_j \} \). The partition function \( Z = \text{Tr}[e^{-(\beta_1 Q_1 + \cdots + \beta_k Q_k)}] \) normalises the state.

While the generalized Gibbs state is distinguished as resulting from Jaynes’ principle, it is not clear how this state may be interpreted as the thermal state of the system on a physical level.

As an illustration, we could consider a single spin-1/2 particle with degenerate Hamiltonian \( H = 0 \) and spin angular momentum operators given by the Pauli operators \( (\sigma_x, \sigma_y, \sigma_z) \). We might wish to create constraints on this system such that the expectation values are fixed \( \langle \sigma_x \rangle = s_x \) and \( \langle \sigma_y \rangle = s_y \) for constant \( s_x, s_y \). In accordance with the maximum entropy formulation, the state we infer from these constraints admits the form

\[
\tau = \frac{e^{-\beta_x \sigma_x - \beta_y \sigma_y}}{Z},
\]

for \( Z = \text{Tr}[e^{-\beta_x \sigma_x - \beta_y \sigma_y}] \), and some constants \( \beta_x \) and \( \beta_y \). In realisations of this setup, one might expect the quantum system could interact with its environment and relax under some dynamics to the generalized Gibbs state, which is addressed in Part III when dealing with dynamical equilibration.

Subtleties arise in making this assumption. The existence of a physical map that realises this state subject to the constraints turns out to be forbidden by quantum mechanics. Specifically it is known the so-called ‘pancake map’ that projects a spin-1/2 state onto the disk in \( X - Y \) plane would be allowed if quantum mechanics had no entanglement, but the presence of entanglement creates negative probabilities and is thus an unphysical transformation (technically, this map is not completely positive) [10].

Given this and other subtleties (such as even defining a micro-canonical ensemble for non-commuting charges), a basic question for contemporary quantum thermodynamics is therefore to understand whether the thermal state of a quantum system is indeed given by (31.3) in the presence of multiple, possibly non-commuting charges [11].

In the situation where the charges commute, it was already shown that Landauer erasure could be carried out by utilizing physical quantities other than energy [12, 13] (see also Chap. 29), and that the resource theory approach to quantum thermodynamics [14, 15] (see also Chap. 26) could be generalized to multiple physical quantities [11, 16, 17].

On the other hand, the generalized Gibbs ensemble was given considerable interest in the context of systems which are integrable, i.e., which do not thermalize, as further constants of motion constrain the evolution of the system [18, 19]. Such situations have been demonstrated experimentally [20, 21]. Work extraction was also studied in the context of generalized Gibbs ensembles, bridging both aspects [22].

In this chapter, we derive the form of this state through the lens of two different approaches introduced in Refs. [10, 23, 24]. In the process, we explain how these approaches fit together with the usual concepts of statistical mechanics such as the microcanonical state on one hand, and with the second law of thermodynamics and
The thermal state in the presence of multiple reservoirs corresponding to different physical charges can be determined via several approaches. If the charges commute, the equilibrium state of a system is a corresponding grand-canonical state, which is readily derived by either considering a microcanonical ensemble over the system and the reservoirs, by Jaynes’ principle, or via resource-theoretic considerations [16]. While it is straightforward to apply Jaynes’ principle to the case of non-commuting charges, the other two approaches need to be adapted. This chapter reviews how to generalize these approaches to non-commuting charges, introducing along the way the notions of an approximate microcanonical subspace and how it connects with dynamical typicality, as well as the idea of trading resources using batteries, the second law and complete passivity for non-commuting charges, and chemical work.

We primarily address the topic using tools from quantum information theory, which provide novel approaches for dynamical typicality and equilibration theory of arbitrary charges \( \{Q_1, \ldots, Q_n\} \) that may have non-trivial commutation relations among themselves. In addition, the recent resource-theoretic approach to thermodynamics has allowed a well-defined framework in which to analyse quantum thermodynamics without the need to use notions of ‘heat’ or ‘work’ as defining concepts. We also discuss how multiple conserved charges can fit into such an approach and discuss the subtleties that can arise when one attempts to do so. Finally we discuss information-theoretic aspects of quantum thermodynamics with multiple conserved charges and provide a generalized Landauer bound that shows that erasure can be carried out at no energetic cost. Lastly, we discuss the status of this topic within contemporary quantum thermodynamics and the core challenges that exist going forward.

### 31.2 Microcanonical Approach

In this section we present an approach for deriving the form of the generalized Gibbs state by generalizing the concept of a microcanonical subspace to noncommuting charges.
In the presence of reservoirs exchanging commuting charges, the thermal state of the system can be derived by considering the system together with the reservoirs as a huge system in a microcanonical state, i.e., the maximally mixed state living in the common subspace of fixed total value of each charge, and then tracing out the reservoirs. For instance, if a system $s$ is in contact with both a heat reservoir $R_1$ and a particle reservoir $R_2$, we assume that the total system has fixed values of energy $E$ and number of particles $N$ and we consider the common eigenspace of the Hamiltonian and the number operator on the total system, the projector on which we denote by $\Pi^{(E,N)}$. Due to the fundamental postulate of statistical mechanics, the corresponding microcanonical state is $\Omega^{(E,N)} = \Pi^{(E,N)} / \text{Tr}[\Pi^{(E,N)}]$, and under mild assumptions one can show that for large reservoirs the reduced state on the system is the grand canonical ensemble,

$$\tau = \text{Tr}_{R_1 R_2} [\Omega^{(E,N)}] \approx e^{-\beta (H_s - \mu N_s)} / Z(\beta, \mu),$$

where $\beta, \mu$ are the inverse temperature and the chemical potential, respectively, and where $H_s$ and $N_s$ are the Hamiltonian and number operator of the system (see Part III, as well as Refs. [25, 26]).

If the charges do not commute, then there are no common eigenspaces for the different charges, and we cannot define $\Pi^{(E,N)}$ as above. However, this approach can be adapted so that it applies to noncommuting charges. The key idea, proposed by Yunger Halpern et al. [23], is the following: If we consider many copies of the system, there may be no exact common eigenspaces, but we may define instead an approximate microcanonical subspace. Instead of fixing the values of the charges exactly, the approximate microcanonical subspace only fixes them approximately, by considering states which have sharply peaked statistics for each charge (Fig. 31.2). So, we may consider the maximally mixed state supported on this subspace, and it turns out that tracing out the reservoirs yields a thermal state of the required form (31.3).

The argument of Ref. [23] goes as follows. Consider a system $s$ with multiple physical charges represented by operators $Q_1, \ldots, Q_k$, which do not necessarily commute. We consider $N$ copies of $s$; conceptually we might, for instance, think of the first copy as being the system of interest, and the rest as parts forming a large bath. The composite average observables are defined as:

$$\bar{Q}_i := \frac{1}{N} \sum_{l=0}^{N-1} 1 \otimes^l Q_i \otimes 1 \otimes^{(N-1-l)}.$$

(31.5)

Because the charges do not commute, there may be no common eigenspaces to the set of operators $\bar{Q}_i$. However, the noncommutativity of the $\bar{Q}_i$ “wears out” over many copies: One readily sees that $\|[\bar{Q}_i, \bar{Q}_j]\| \sim 1/N \to 0$ as $N \to \infty$. Intuitively, it should be possible to find a subspace which behaves approximately like a microcanonical subspace over the $N$ systems for large $N$. For commuting charges, a defining property of the usual microcanonical subspace is that it contains all states which have a fixed given value for each charge. So, for noncommuting charges, a natural
The thermal state of a system in the presence of multiple noncommuting conserved charges can be derived from an approximate microcanonical subspace on many copies of the system. (For instance, the charges might be components of the spin \( J \).) This subspace has the property that states within the subspace have statistics for each charge that are sharply peaked around a given set of values \( v \). If we trace out all systems except one, the reduced state is close to the generalized Gibbs state \( \tau_v \propto \exp\left(-\sum \beta_i J_i\right) \) for appropriate generalized chemical potentials \( \{\beta_i\} \). Figure reproduced from Ref. [23] (CC-BY) with adapted notation.

loosening of this condition is to require that any state in the subspace has sharply peaked statistics for each charge, and conversely, that any state with sharply peaked statistics for each charge has large overlap with the subspace. Such a subspace is called an approximate microcanonical subspace:

**Definition 1** An approximate microcanonical subspace \( \mathcal{M} \) associated to fixed average values \( \{v_j\} \) of the charges \( \{Q_j\} \), is a subspace of \( \mathcal{H}_s^\otimes N \) obeying the two following properties:

(i) Any state \( \rho \) with support inside \( \mathcal{M} \) produces sharp statistics for measurements of \( \bar{Q}_j \) for all \( j \):

\[
\rho \text{ in } \mathcal{M} \quad \Rightarrow \quad \Pr[(outcome \ of \ \bar{Q}_j) \approx v_j] \approx 1 \quad \forall \ j ; \quad (31.6)
\]

(ii) Conversely, any state \( \rho \) producing sharp statistics for all \( Q_j \) has high overlap with \( \mathcal{M} \):

\[
\Pr[(outcome \ of \ \bar{Q}_j) \approx v_j] \approx 1 \quad \forall \ j \quad \Rightarrow \quad \text{Tr}[P \rho] \approx 1 , \quad (31.7)
\]

where \( P \) is the projector onto the subspace \( \mathcal{M} \).

(This definition is made technically precise by introducing an additive tolerance parameter for each approximation denoted by ‘\( \approx \)’ above [23].) It is not obvious that this “epsilonification” of the usual microcanonical ensemble still has the properties we would like—in particular, that the reduced state on a single system is close to the generalized Gibbs state (31.3). It turns out, though, that any approximate
microcanonical subspace has this property. We can quantify the distance between the reduced states on each system and the generalized Gibbs state using the relative entropy $D(\rho || \sigma) = \text{Tr}(\rho (\log \rho - \log \sigma))$. The average relative entropy to the generalized Gibbs state of the reduced states on each system is small:

**Theorem 2** Let $\mathcal{M}$ be any approximate microcanonical subspace on $\mathcal{H}_s^\otimes N$, and define the approximate microcanonical state $\Omega = P / \text{Tr}[P]$, where $P$ is the projector onto the subspace $\mathcal{M}$. Then, on average, the reduced state on system $\ell$ looks like the generalized Gibbs state:

$$\frac{1}{N} \sum_{\ell=1}^N D\left(\text{Tr}_{1,\ldots,\ell-1,\ell+1,\ldots,N}[\Omega] \bigg\| \frac{e^{-\sum_i \beta_i Q_i}}{Z(\beta_1, \ldots, \beta_k)}\right) \sim \frac{1}{\sqrt{N}}, \quad (31.8)$$

for appropriate generalized inverse temperatures $\{\beta_j\}$.

It is left to show that it is possible to actually construct an approximate microcanonical subspace, i.e., that such a subspace actually exists for any collection of observables and for large enough $N$. We may construct an approximate microcanonical subspace as follows. A theorem by Ogata [27] guarantees that there exist operators $\{\bar{Y}_j\}$ on the $N$ systems which are close to the $\{\bar{Q}_j\}$, and which do commute exactly: $[\bar{Y}_i, \bar{Y}_j] = 0$ for all $i, j$ and $\|\bar{Y}_j - \bar{Q}_j\| \to 0$ as $N \to \infty$. So, given a set of charge values $\{v_j\}$, it is possible to consider the common eigenspace $\mathcal{M}_{\text{com}}$ of all the $\{\bar{Y}_j\}$ corresponding to eigenvalues which are approximately equal to $\{v_j\}$. The subspace $\mathcal{M}_{\text{com}}$ is an approximate microcanonical subspace for the commuting observables $\bar{Y}_j$ and values $\{v_j\}$, because a usual microcanonical subspace is in particular an approximate microcanonical subspace.\(^2\) Now, because $\bar{Y}_j \approx \bar{Q}_j$, a state with sharp statistics for $\bar{Y}_j$ also has sharp statistics for $\bar{Q}_j$ and vice versa. Hence finally, the subspace $\mathcal{M}_{\text{com}}$ is in fact (after adapting the tolerance parameters) also an approximate microcanonical subspace for the $\{\bar{Q}_j\}$. The construction works for any $N$ large enough, and the tolerance parameters of the subspace may be taken to all go to zero simultaneously as $N \to \infty$.

While Ogata’s theorem provides an intuitive way to construct an approximate microcanonical subspace, we note that other constructions are possible. Furthermore it is possible to ensure that the subspace is manifestly permutation-invariant [28].

### 31.2.1 Dynamical Typicality and Evolution

One may ask, is there any sense in which the system can be argued to evolve towards the generalized Gibbs state (31.3)? A possible answer to this question is provided from the point of view of dynamical typicality, or canonical typicality (see Part III

\(^2\)In Ref. [23], the argument considers more generally an approximate microcanonical subspace over $m$ copies of the whole system, i.e., over a total of $Nm$ systems.
as well as Refs. [29–31]). There, the idea is that on a system and a reservoir, any state chosen at random in a microcanonical subspace has a reduced state on the single system that looks thermal with overwhelming probability. If the evolution is sufficiently ergodic, exploring the full accessible state space, then the system will look thermal over an overwhelmingly large fraction of time.

The microcanonical approach provides a useful tool to analyze the situation of noncommuting multiple charges in the context of dynamical typicality [23]. Consider as above $N$ copies of a system $s$ with a collection of physical quantities $\{\hat{Q}_j\}$. Here we assume that all charges commute with the Hamiltonian $H$ governing the time evolution ($H$ may or may not be included in the collection $\{Q_j\}$). Assume that the $N$ systems are in a state $|\psi\rangle$ which lives in an approximate microcanonical subspace $\mathcal{M}$ corresponding to charge values $\{v_j\}$. Canonical typicality asserts that if $|\psi\rangle$ is chosen uniformly at random in the subspace, then on average the reduced state on any single system $\ell$ is well approximated by the reduced microcanonical state:

$$\left\langle \frac{1}{2} \left\| \text{Tr}_{1,\ldots,\ell-1,\ell+1,\ldots,N}(\psi) - \text{Tr}_{1,\ldots,\ell-1,\ell+1,\ldots,N}(\Omega) \right\|_1 \right\rangle_{|\psi\rangle} \leq \frac{\dim(s)}{\sqrt{\dim(M)}}, \quad (31.9)$$

noting that $\dim(s)/\sqrt{\dim(M)} \to 0$ as $N \to \infty$ because $\dim(M)$ scales exponentially in $N$ while $\dim(s)$ is constant. Combined with (31.8), this tells us that, with high probability, the reduced state of $|\psi\rangle \in \mathcal{M}$ on a single system is close to the generalized Gibbs state.

Under suitable assumptions, the evolution of the system is ergodic, meaning that (31.9) holds as an average over the time evolution [31]. More precisely, for almost all initial states $|\psi(0)\rangle$, and denoting by $|\psi(t)\rangle$ the corresponding time-evolved state, we have

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \frac{1}{2} \left\| \text{Tr}_{1,\ldots,\ell-1,\ell+1,\ldots,N}(\psi(t)) - \text{Tr}_{1,\ldots,\ell-1,\ell+1,\ldots,N}(\Omega) \right\|_1 dt \leq \frac{\dim(s)}{\sqrt{\dim(M)}}. \quad (31.10)$$

Combining this with (31.8), we see that for almost all initial states $|\psi(0)\rangle \in \mathcal{M}$, over time the state on a single system stays close to the generalized Gibbs state.

This treatment only scratches the surface of the question of equilibration in the presence of multiple conserved quantities, and a more detailed analysis is still an open question.

### 31.3 Resource Theory Approach

In this section we generalise the resource theoretic framework introduced in Chap. 26 to the framework of multiple conserved quantities. We focus, in particular, on single-shot thermodynamics and work extraction in this paradigm. This approach that was
first put on firm footing in [14, 15, 32, 33] (see also Chap. 26) and provided a single-shot and resource theoretic approach for one conserved quantity – energy. The motivation to extend these ideas to more quantities lies in the desire to understand the privileged status that energy has in our world. What thermodynamics can we do when energy plays no important role and all conserved quantities appear on a level playing field? Does this framework give us access to new physics and how does it deviate from what we observe?

We proceed to tell the story in the standard general framework of thermodynamics, that consists of a thermal bath $b$, an out-of-equilibrium system $s$ in a state $\rho_s$, and a number of batteries where we can store the extracted resources. Recall that when building a resource theory one must first fix the state space and the allowed state transformations. Following this, one investigates the resulting structure on the state space and the properties arising from such assignments specifying (i) the class of free operations, that can be applied at no cost; (ii) the class of free states that can be prepared at no cost, i.e. the states that are invariant under the class of free operations.

When the resource theory concerns thermodynamics with one conserved quantity, the free operations are generated by energy-preserving unitaries, $[U, H] = 0$, where $H = H_s + H_b$ is additive over the system and bath. The free states are the familiar Gibbs states $\tau = e^{-\beta H_s} / Z$. When the system has not one, but two conserved quantities $Q_1 = A_s$ and $Q_2 = B_s$, the general recipe for constructing the resource theory does not change. We take the state space to be the joint Hilbert space of the system and bath, and specify the allowed transformations to be global unitaries which preserve the additive quantities $A$ as well as $B$, namely $[U, A] = [U, B] = 0$. The free states become the generalised Gibbs states $\tau = e^{-(\beta A_s A_s + \beta B_s B_s)} / Z$. The relationship between $A$ and $B$ is important and affects the results, depending on whether they are functionally related or how they commute.

### 31.3.1 The Generalised Gibbs State

We will begin by stating the generalised thermal state – the free state of our theory – and then proceed to derive it from resource-theoretic considerations. To this end we follow Jaynes [8, 9] and take a ‘thermal bath’ to be a collection of particles each in the generalised thermal state given in (31.3). At this moment, we place no restrictions on the conserved quantities – they may or may not commute and they may or may not be functionally related, moreover energy need not even be one of these quantities. To derive this state, we return to standard thermodynamics and recall that when restricting considerations to energy, there are two ways to define the thermal state: either by maximising the von Neumann entropy subject to the average energy being given or by minimising the free energy given the inverse temperature.
\[ \tau(\beta_E) = \frac{e^{-\beta_E E}}{Z} \]  

\[
\begin{align*}
\text{maximises} & \quad S(\rho) = -\text{Tr}[\rho \log \rho] \quad \text{given} \quad \bar{E} \\
\text{minimises} & \quad F(\rho) = \langle E \rangle_\rho - T_E S(\rho) \quad \text{given} \quad \beta_E
\end{align*}
\]

where \( T_E = 1/\beta_E \) and the average \( \text{Tr}[\rho E] = \bar{E} \). The thermal state is the state which simultaneously extremises two quantities – the entropy and the free energy. In similar spirit, we would like for the generalised thermal state in Eq. (31.3) to be the state that also extremises two functions. From Jaynes we know that the generalised thermal state is still the state that maximises the entropy given the expectation values. The second quantity we are looking for is then the one that is minimised by the generalised thermal state. Previously, this was the free energy where the constant multiplying the entropy was the temperature. We do not have a notion of multiple entropies to couple the temperatures in order to extend the definition, but we can couple the inverse temperatures to the conserved quantities. We define the free entropy

**Definition 3** (Free entropy) The free entropy of a system \( \rho \) is a map from density matrices to real numbers \( \tilde{F} : \mathcal{S}(\mathcal{H}) \rightarrow \mathbb{R} \),

\[
\tilde{F}(\rho) = \sum_i \beta_i \langle Q_i \rangle_\rho - S(\rho).
\]

where \( \langle Q_i \rangle_\rho = \text{Tr}[Q_i \rho] \) and \( S \) is the von Neumann entropy.

The generalised thermal state is then the state that simultaneously maximises the von Neumann entropy and minimises the free entropy.

**Theorem 4** The generalised thermal state

\[
\tau(\beta) = \frac{e^{-\sum_i \beta_i Q_i}}{Z} \quad \begin{align*}
\text{maximises} & \quad S(\rho) = -\text{Tr}[\rho \log \rho] \quad \text{given} \quad \overline{Q_1}, \ldots, \overline{Q_k} \\
\text{minimises} & \quad \tilde{F}(\rho) = \sum_i \beta_i \langle Q_i \rangle - S(\rho) \quad \text{given} \quad \beta_1, \ldots, \beta_k
\end{align*}
\]

where we have collected the inverse temperatures into a vector \( \beta = (\beta_1, \ldots, \beta_k) \) and \( Z = \text{Tr}[e^{-\sum_i \beta_i Q_i}] \).

The thermal state is diagonal in the basis of the large observable \( R = \sum_i \beta_i Q_i \). If the eigenvalues of \( R \) are \( \{r_i\} \) then the probability of a particle being in the \( i \)-th state is \( p_i = e^{-r_i}/Z \). If the observables \( Q_i \) commute then the probabilities becomes \( p_i = e^{-(\beta_1 q_1^i + \cdots + \beta_k q_k^i)}/Z \), where \( q_k^i \) is the \( i \)-th eigenvalue of observable \( k \). Equation (31.13) can also be viewed as a duality relation for an optimization problem. The free entropy is a dimensionless function of state and can be viewed as the dual quantity to entropy. While the entropy is a function of extensive quantities \( Q_i \) and is maximised, performing the Legendre transform yields the dual function \( \tilde{F} \) of
intensive quantities $\beta_i$ which is minimized. The proofs of Eq. (31.13) for both commuting and non-commuting quantum observables can be found in [24]. Proofs from a Bayesian perspective were first presented by Jaynes [8] and via a different method more recently by Liu [34].

Example 5 (Energy and angular momentum) An example of two commuting (and functionally dependent) conserved observables are energy $E$ (i.e. the Hamiltonian) and angular momentum $L$, where $E = L^2/2I$ and $I$ is the moment of inertia. A thermal bath characterised by energy and angular momentum is a collection of thermal states of the form $\tau(\beta E, \beta L) = e^{-(\beta E E + \beta L L)/Z}$. One may picture a ‘sea’ of flywheels, each with different moments of inertia, rotating with different angular momenta (clockwise/anticlockwise at different rates). Picking a particular flywheel from the bath, the likelihood that it has angular momentum $L_i$ and energy $E_i = L_i^2/2I$ is given by the probability $p_i = e^{-(\beta E E_i + \beta L L_i)/Z}$.

There are two arguments to encourage the reader to adopt the new ‘free entropy’ definition. In the standard definition in Eq. (31.11), the free energy was minimised only for positive temperature $T_E > 0$ (and consequently positive inverse temperature $\beta_E > 0$). For negative temperature, one must reverse the argument to conclude that the thermal state $\tau(\beta_E)$ maximises the free energy. On the other hand, the generalised thermal state in (31.13) is the state that minimises the free entropy for all inverse temperatures $\beta_i$ regardless of whether they are positive or negative, lending a kind of universality to the new definition and standing up to arguments that the free entropy is a quantity that is purely ‘rescaled’. The second observation is that since each term $\beta_i Q_i$ is dimensionless, they can be regarded as entropy-like quantities, not least because the difference in free entropy between any state $\rho$ and the generalised thermal state is equal to the relative entropy difference between those two states.

$$\tilde{F}(\rho_s) - \tilde{F}(\tau(\beta)) = \Delta \tilde{F} = D(\rho_s || \tau(\beta)) . \quad (31.14)$$

where $D(\rho || \sigma) = -S(\rho) - \text{Tr}[\rho \log \sigma]$. In this way, all quantities are placed on equal footing and energy (should it appear as one of the conserved quantities) plays no special role.

31.3.2 Second Laws

We will look to derive the second law from operational principles. For clarity, and to avoid clutter we will concentrate on two quantities $A$ and $B$, since the generalisation to $k$ quantities follows naturally. In the standard picture of thermodynamics in the

---

3In a finite quantised spectrum, a population inversion with a Gibbs profile is equivalent to a negative temperature system. Since population inversion and thus negative temperatures are accessible in experimental settings, it is preferable to have an argument that is independent of the sign of the temperature.
single-shot regime, one takes a finite number of bath states and a quantum system, initially uncorrelated and out-of-equilibrium with respect to the bath $\rho_s \otimes \tau(\beta_E) \otimes N$ and looks for energy conserving unitaries which ‘do work’, for instance to raise a weight. To this end, one effects the transformation $U_{sb}(\rho_s \otimes \tau(\beta_E) \otimes N) U_{sb}^\dagger$. The amount of energetic work $\Delta W_E$ that can be extracted from the system, i.e. the amount by which an arbitrary weight (in any level) can be raised, is constrained by the second law of thermodynamics

$$\Delta W_E \leq -\Delta F$$  

(31.15)

where $F$ is the free energy of the system as given in (31.11). Equality is achieved when the right unitary is executed and the system thermalises to be indistinguishable from the states of the bath $\rho_s \rightarrow \tau(\beta_E)$. A Kelvin-Planck type statement of the second law is that ‘there is no way to extract energy from a single thermal bath’. In the picture involving two quantities $A$ and $B$, the recipe is much the same. One starts by taking a finite number of systems from a generalised thermal bath and an out-of-equilibrium quantum system, which is initially uncorrelated from the bath $\rho_s \otimes \tau(\beta_A, \beta_B) \otimes N$. The focus is now on extracting $A$ and $B$ from the system and storing them in their associated batteries. As the quantities are additive, their amounts in the system and bath can be treated independently. The $A$- and $B$-type work are defined in such a way that they automatically include the first law of thermodynamics

$$\Delta W_A = -\Delta A_s - \Delta A_b$$  

$$\Delta W_B = -\Delta B_s - \Delta B_b$$  

(31.16)

where $\Delta A_s = \text{Tr}[A_s(\rho'_s - \rho_s)]$ and $\Delta A_b = \text{Tr}[A_b(\rho'_b - \rho_b)]$ and analogously for $B$. When talking about work extraction there are two ways to proceed: either by including batteries implicitly, or explicitly, in the formalism.

**Implicit battery.** The global amount of $A$ and $B$ in the system and bath change. These changes are defined as ‘$A$-type’ work $\Delta W_A$ and ‘$B$-type’ work $\Delta W_B$, which are quantities that have been extracted from (or done on) the global system. Due to the conservation laws (31.16), when $A$ or $B$ of the system and bath change, this change is compensated by a corresponding change to the external environment, i.e. the implicit battery. The transformations one considers are of the form $U_{sb}(\rho_s \otimes \tau(\beta_A, \beta_B) \otimes N) U_{sb}^\dagger$.

**Explicit battery.** An explicit battery is a mathematical model for a work storage device. It accepts only a single type of work (i.e. an ‘$A$-type’ battery will only accept ‘$A$-type’ work, and a ‘$B$-type’ battery only ‘$B$-type’ work). The transformations one considers are of the form $U(\rho_s \otimes \tau(\beta_A, \beta_B) \otimes \rho_{wa} \otimes \rho_{wb}) U^\dagger$, where $\rho_{wa}$ is the state of battery-$A$, or ‘weight’-$A$ and similarly for $\rho_{wb}$. The global $U$ acts on all four systems.

**Theorem 6** (The Second Law) Given a generalised thermal state characterised by two inverse temperatures $\tau(\beta_A, \beta_B)$ and an out of equilibrium quantum system $\rho_s$,
the maximum amount of A- and B-type work which one can extract is constrained in the following way
\[ \beta_A \Delta W_A + \beta_B \Delta W_B \leq -\Delta \tilde{F}_s. \] (31.17)

**Corollary 7** (The Second Law with only a bath) Given a generalised thermal bath characterised by two inverse temperatures \( \tau(\beta_A, \beta_B) \) (and therefore a quantum system which is also thermal \( \rho_s = \tau(\beta_A, \beta_B) \)) the maximum amount of A- and B-type work which one can extract is constrained in the following way
\[ \beta_A \Delta W_A + \beta_B \Delta W_B \leq 0. \] (31.18)

**Proof of the Second Law: implicit batteries** (See Chap. 28) First, since we restrict to unitary transformations the total entropy of the global system remains unchanged,
\[ S(\rho'_{sb}) = S(\rho_{sb}), \] and from the fact that the system and bath are initially uncorrelated, along with sub-additivity of von Neumann entropy, we have
\[ S(\rho_s) + S(\rho_b) = S(\rho_{sb}) \] and \( S(\rho'_s) + S(\rho'_b) \geq S(\rho'_{sb}) \) (31.19)
\[ \Rightarrow \Delta S_s + \Delta S_b \geq \Delta S_{sb} = 0 \] (31.20)
where \( \Delta S_s = S(\rho'_s) - S(\rho_s) \), and analogously for \( \Delta S_b \) and \( \Delta S_{sb} \). Second, since the bath starts in the thermal state \( \tau(\beta_A, \beta_B) \), which is in a minimum of the free entropy by definition, its free entropy can only increase, thus
\[ \Delta \tilde{F}_b = \beta_A \Delta A_B + \beta_B \Delta B_b - \Delta S_b \geq 0. \] (31.21)
Now, eliminating all quantities on the bath, by substituting from the first laws (31.16) and from (31.20)+, we finally arrive at
\[ -\beta_A (\Delta A_s + \Delta W_A) - \beta_B (\Delta B_s + \Delta W_B) + \Delta S_s \geq 0 \] (31.22)
\[ \beta_A \Delta W_A + \beta_B \Delta W_B \leq -\Delta \tilde{F}_s. \] (31.23)
Note that the proof does not rely on any particular properties of \( A \) and \( B \), which need not even commute, and so in the implicit battery case, the result is trivially generalised to \( k \) conserved quantities.

**Proof sketch of the second law: explicit batteries** In order to prove the second law with explicit batteries, one must supply a model. The batteries are modelled as ‘weights’ living on ladders such that the value of observable \( A \) on the battery is proportional to the position operator \( A_w = c_a \hat{x}_a \), where \( c_a \) is a constant of appropriate units. The corresponding translation operator \( \Gamma_{\omega}^{\epsilon} = \exp(-i \epsilon \hat{p}_a) \) effects the transformation \( \Gamma_{\omega}^{\epsilon} |x_a \rangle = |x + \epsilon \rangle \) on unnormalised position states of the pointer (where \( \hat{p}_a \) is the momentum operator, canonically conjugate to the position). The objective is to
have a reliable ‘meter’ for a system of any dimension and the fact that the ladders are unbounded allows one to avoid boundary details, which are not the primary focus of this discussion.\(^4\) Work is defined as \(\Delta W_A = \Delta A_{w_A}\), and analogously for \(B\). In order to eliminate the possibility of cheating one must introduce conditions on the batteries. ‘Cheating’ can encompass a variety of actions, such as bringing in ancillas, which would contribute as external sources of free entropy or work by using the batteries as cold reservoirs to embezzle work. The four assumptions that are made are:

1. **Independence**: Batteries are independent of one another and only accept and store one type of conserved quantity. Each quantity is assigned its own battery system.

2. **First laws**: The set of allowed operations are global unitaries \(U\) on the bath, system and batteries that conserve \(A\) and \(B\), in other words \([U, A_b + A_s + A_{w_A}] = [U, B_b + B_s + B_{w_B}] = 0\), which impose the first laws of thermodynamics.\(^5\)

3. **Translational invariance**: Only displacements in the position on the ladders are important. This implies all \(U\) should commute with translation operators \(\Gamma_{\omega_A}, \Gamma_{\omega_B}, \cdots\) on each battery.

4. **Initially uncorrelated**: The initial state of the systems is of the product form \(\rho_s \otimes \tau^\otimes N \otimes \rho_{w_A} \otimes \rho_{w_B}\).

One then uses a theorem (see [24]) that says that unitary evolutions \(U\) which are weight-translation invariant cannot decrease the entropy of the system and bath \(\Delta S(\rho_{sb}) \geq 0\). This then allows one to say that \(\Delta S_b \geq -\Delta S_s\) and repeat the arguments as in the implicit battery case in Eqs. (31.21)–(31.22) to arrive at the second law.

**Example 8 (Energy and angular momentum)** The battery used to store energy can be thought of as a weight and the battery storing the angular momentum a flywheel. We wish for the batteries to operate independently, as per assumption (1). The energy of the weight is simply the Hamiltonian. If we take the flywheel to be very massive, i.e. the momentum of inertia very large, then the energy of the flywheel becomes essentially independent of its rotational property \(E_{fly} = \frac{L^2}{2I} \approx 0\). Varying the angular momentum changes \(E_{fly}\) very little, thus the two batteries can effectively operate independently of one another.

\(^4\)One can imagine a ladder that is very high (orders of magnitude greater than the number of system levels). If one is in the centre of this ladder then for all practical purposes it is unbounded from above and below. Similarly, if the initial systems are \(d\)-dimensional then one can also use a finite ladder and avoid boundary effects by initialising it in a state whose support is greater than \(d\)-levels about the ground state.

\(^5\)Unitaries are chosen as opposed to more general completely positive (CP) maps in order not to use external ancillas in non-thermal states as sources of work.
31.3.3 Applications

31.3.3.1 Extracting Resources

In [24] it was shown that for commuting quantities \([A, B] = 0\), the second law (31.17) is tight. In order to demonstrate tightness one needs to provide an explicit unitary \(U\). Let \(p_i\) represent the populations of the system, i.e., the probability of the system to occupy the \(i\)-th joint eigenstate of \(A\) and \(B\). The effect of the unitary is to create a small change \(\delta p\) between two of the levels \(p'_0 = p_0 + \delta p\) and \(p'_1 = p_1 - \delta p\) of the system. One must also show that the change in free entropy of the bath due to this \(U\) is small \(\Delta \tilde{F}_b = O(\delta p^2)\), as well as the fact that the system and bath remain effectively uncorrelated after the interaction \(\Delta S_s + \Delta S_b = O(\delta p^2)\).

\[
\beta_A \Delta W_A + \beta_B \Delta W_B = -\Delta \tilde{F}_s + O(\delta p^2)
\]  

(31.24)
i.e. that up to a correction of order \(O(\delta p^2)\), the combination of conserved quantities extracted, which themselves are of order \(O(\delta p)\), matches the change in free entropy of the system. The state of the system is now a little closer to thermal. Thus, by repeating the process \(O(1/\delta p)\) times (each time taking \(N\) new bath states) one can implement a protocol which transforms \(\rho_s \rightarrow \tau_s(\beta_A, \beta_B)\), whereby in each stage the population changes between two states by order \(O(\delta p)\), and such that in the end

\[
\beta_A \Delta W_A + \beta_B \Delta W_B = -\Delta \tilde{F}_s + O(\delta p).
\]

(31.25)

Thus, by taking \(\delta p\) sufficiently small one can approach reversibility. In the same work the authors present a variant of the protocol which is robust. Robust, in this case means that should an experimenter have access to a generalised thermal bath \(\tau(\beta_A, \beta_A)\), but they can only characterise the inverse temperatures to some finite precision, or ‘window’ \(x_1 \leq \beta_A \leq x_2\) and \(y_1 \leq \beta_B \leq y_2\), then there still exists a procedure which will saturate the second law.\(^6\) These results are valid for commuting quantities \(A\) and \(B\), and can be easily generalised to \(k\) quantities. For the case that they do not commute \([A, B] \neq 0\) there is no known protocol to extract work from a quantum system, and it remains an open question to show whether or not it is possible to saturate the second law.

31.3.3.2 Trading Resources

Using Corollary 7 one can arrive at one of the central results of this formalism, namely, that conserved quantities can be traded. In particular, for commuting quantities \([A, B] = 0\) in the presence of a single bath one can show that there exists a unitary acting solely on the bath \(U_b\) (given in [24]) such that \(U_b \tau(\beta_A, \beta_B) U_b^\dagger\) results

\(^6\)Up to a measure zero set of inverse temperatures which present ‘pathological’ cases.
Table 31.1  Summary of the results for the ‘resource theory’ with multiple conserved observables. Here, ‘protocol’ means the existence and construction of a unitary transformation that demonstrates extraction and trade of resources. Explicit battery models can be split into those which conserve observables strictly and those which conserve them on average. * indicates that a unitary has been found for explicit batteries that have continuous (i.e. not discrete) spectra.

<table>
<thead>
<tr>
<th>Implicit batteries</th>
<th>Commuting</th>
<th>Non-Commuting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2nd law</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>protocol</td>
<td>✓</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Explicit batteries (strict cons.)</th>
<th>Commuting</th>
<th>Non-Commuting</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd law</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>protocol</td>
<td>?</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Explicit batteries (ave. cons.)</th>
<th>Commuting</th>
<th>Non-Commuting</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd law</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>protocol</td>
<td>✓</td>
<td>✓*</td>
</tr>
</tbody>
</table>

in changes in $\Delta A_b$ and $\Delta B_b$ that are very large compared with the change in free entropy.

$$
\Delta \tilde{F}_b = \beta_A \Delta A_b + \beta_B \Delta B_b \approx \epsilon \quad \Rightarrow \quad \Delta A_b \approx -\frac{\beta_B}{\beta_A} \Delta B_b + \frac{\epsilon}{\beta_A}.
$$

(31.26)

When $|\frac{\Delta A}{\Delta F_b}|$ and $|\frac{\Delta B}{\Delta F_b}|$ are sufficiently large and $\epsilon$ is sufficiently small, we say that these quantities can be trade reversibly. The exchange rate for this trade is given by the ratio $\beta_B/\beta_A$.\(^7\) Note that it is important that $\Delta \tilde{F}_b \neq 0$—since the thermal state is the unique state which minimises $\tilde{F}_b$, this would require that the bath is left completely unchanged, resulting in trivial changes $\Delta A_b = \Delta B_b = 0$. This is in stark contrast to the standard picture, where the thermal state is useless for all practical purposes. Here, the analogous Kelvin-Planck statement of the second law becomes becomes ‘there is no way to extract the linear combination $\beta_A A + \beta_B B$ from a single, generalised thermal bath’. This demonstrates the interconversion of resources, which is illustrated in the following example.

Example 9  (Energy and angular momentum) Imagine that a protocol has successfully effected the transformation $\rho_s \otimes \tau(\beta_E, \beta_L)^{\otimes N} \rightarrow \tau(\beta_E, \beta_L) \otimes \tau(\beta_E, \beta_L)^{\otimes N}$. The free entropy of the system is spent and it has now become thermal, an extra particle in the bath. Both energy and angular momentum have been extracted and consequently the weight has been raised to a certain height and the flywheel is spinning with some angular momentum. Equation (31.26) tells us that we can raise the weight even higher at the expense of slowing down the fly-wheel (or vice versa). The currency for this trade is given by the ratio $\beta_E/\beta_L$.

The existence and construction of unitary for trading quantities which do not commute $[A, B] \neq 0$ remains an open problem. The results discussed in this section, as well as extensions are summarised in Table 31.1.

\(^7\)Note that although $U_b$ does not change the free entropy of the bath, it does change the state of the bath, such that the state after the interaction could be very far from $\tau(\beta_A, \beta_B)$. 
31.3.3.3 Landauer with Multiple Charges

The topics of Landauer erasure [35], and the Szilard engine [36] illustrate subtle connections between information and thermodynamics. The most basic concept in information is that of a ‘bit’, which is simply the answer to some ‘yes/no’ question. In the case of quantum mechanics, these yes/no states are labeled as $|0\rangle$ and $|1\rangle$. Such a system contains a single bit of information if it is in the (maximally) mixed state $\rho_1 = \frac{1}{2}|0\rangle\langle 0| + \frac{1}{2}|1\rangle\langle 1|$.

Landauer showed that logically irreversible processing, such as resetting a single bit to its $|0\rangle$ state, necessarily incurs a corresponding entropy increase of the environment, which in turn causes the dissipation of $kT \ln(2)$ heat [35]. This energy must be provided in the form of work; this observation provided fundamental insights to the thermodynamics of computing, and was instrumental to the exorcism of Maxwell’s demon (see [37, 38] and also Chaps. 39 and 40, for recent Maxwell demon experiments). It is therefore a natural question to ask whether this thermodynamic cost can be furnished in terms of other physical quantities: How does Landauer erasure behave in the context of multiple conserved quantities? Do quantum-mechanical effects, such as non-commutativity, affect this erasure? To address this we formulate erasure with multiple charges, and present a generalized Landauer result. This topic is discussed in more detail in Chap. 29, and in the works [10, 12, 13, 39]. Here we present a simple entropic account of erasure.

As before, we allow for an arbitrary number of conserved charges $\{Q_1, \ldots, Q_k\}$, and make use of the generalized Gibbs state

$$\tau_b = \frac{1}{Z} e^{-\sum_i \beta_i Q_i}, \quad (31.27)$$

Then a general erasure procedure can be described by the unitary transformation $\rho_s \otimes \tau_b \mapsto \rho'_{sb} := U(\rho_s \otimes \tau_b)U^\dagger$ for some unitary $U$ acting on both systems. Now we can consider the mutual information between $s$ and $b$, which is given by

$$I(s : b) := S(\rho'_s) + S(\rho'_b) - S(\rho'_{sb}),$$

where $\rho'_s = \text{Tr}_b[\rho'_{sb}]$ and similarly for $\rho'_b$.

Since the von Neumann entropy is unitarily invariant we have that $S(\rho'_{sb}) = S(\rho_s \otimes \tau_b) = S(\rho_s) + S(\tau_b)$ and so

$$\Delta S_s + \Delta S_b = I(s : b). \quad (31.28)$$

We now exploit the basic features of the generalized Gibbs state. It is readily seen that

$$\Delta S_b = \sum_i \beta_i \text{Tr}[Q_i(\rho'_b - \tau_b)] - D(\rho'_b||\tau_b), \quad (31.29)$$

where $D(\rho||\sigma) = \text{Tr}[\rho \log \rho - \rho \log \sigma]$ is the relative entropy. We now assume that the generalized thermal bath is sufficiently large that it is unaffected in the thermodynamic process, and so $\rho'_b \approx \tau_b$ which means the last term in Eq. (31.29) can be neglected. We now define a $Q_i$ heat flow via $\langle Q_i \rangle := \text{Tr}[Q_i(\rho'_b - \tau_b)]$. Inserting
these into equation (31.28) gives us that
\[ \sum_i \beta_i \langle Q_i \rangle = -\Delta S_s + I(s : b). \] (31.30)

However the mutual information is always non-negative and so we deduce that
\[ \sum_k \beta_k \langle Q_k \rangle \geq -\Delta S_s. \] This is the generalized Landauer bound in the presence of arbitrary many conserved charges and where the erasure need not be perfect. For the case of complete erasure we have an initial state \( \rho_s \) with entropy \( \ln 2 \) (a single bit) that is sent to some default state with zero entropy. Thus for complete erasure we have the general erasure bound,
\[ \sum_i \beta_i \langle Q_i \rangle \geq \ln 2. \] (31.31)

This relation again highlights the ability to trade the difference resources on an equal footing within a thermodynamic process. A key thing to notice however, is that nowhere did we use the commutation relations between the charges. In other words, the above Landauer bound applies equally well for commuting and non-commuting cases.

### 31.4 Outlook

A key aspect of quantum mechanics is the non-commutativity of observables (such as position and momentum), and the resultant complementarity which prohibits assigning definite values simultaneously to these observables. In this chapter, we have shown how multiple quantum observables that may possess non-trivial commutation relations, may be incorporated into a framework of quantum thermodynamics. Subtleties aside, non-commutativity does not create an obstacle to the generalized Gibbs ensemble playing the same role as in classical statistical mechanics.

That said, a key goal of the recent quantum thermodynamics program is precisely to identify quantum-mechanical signatures that signal a departure from classical physics. In this regard one would expect that non-commutativity should produce such a thermodynamic signature, however the analysis that has so far been under-taken has not revealed any. For example, the form for the generalized Landauer erasure involving multiple conserved charges \( \{ Q_i \} \) does not differ if these charges commute or not. However there exist a range of reasons why one expects such a signature. The MaxEnt procedure \([8, 9]\) singles out the generalized Gibbs state subject to constraints on the expectation value of the microscopically conserved observables \( \{ \langle Q_1 \rangle, \langle Q_2 \rangle, \langle Q_3 \rangle, \ldots \} \). However it is known that the MaxEnt procedure possesses a discontinuity in the quantum-mechanical case: arbitrarily small changes in values of the \( \langle Q_i \rangle \) constraints can produce large changes in the associated generalized Gibbs state. This feature is due to non-commutativity \([40, 41]\), and has connections
with quantum phase transitions in many-body quantum systems [42]. In contrast to the analysis conducted here, the way in which this non-commutativity is detected is through the varying of the external constraints (for example the switching of classical field strengths). Recent quantum information-theoretic approaches are very good at explicitly accounting for non-classical resources (such as quantum coherence), however this strength becomes a weakness when it comes to varying the constraining fields. This is because to do such a change necessarily involves a non-trivial use of coherence that must be accounted for thermodynamically. Such an analysis has been done in the case of an effective change in the energy eigenbasis [43], and so a similar approach could be taken for the case of multiple conserved observables.

Recent work has formulated a trade-off relation for energy and time in quantum thermodynamics [44], and a natural direction would be to extend such a relation to include non-commuting conserved charges. An alternative way to detecting the effects of non-commutativity would be to exploit the fact that the microscopically conserved charges have an associated symmetry group that explicitly depends on their commutation relations – therefore the structure of the state interconversions, admissible within the thermodynamic framework, must carry a signature of any non-commutativity. Also, recently a complete set of conditions for state interconversions for such a general scenario have been derived [45], however a detailed study of these conditions still remains to be done.

One other direction that deserves exploration is the approximate micro-canonical subspaces [23] and their precise relation to typicality in the case of non-commuting charges.

Acknowledgements EHM is funded by the EPSRC, DJ is supported by the Royal Society. YG acknowledges funding from the FWF START grant Y879-N27. PhF acknowledges support from the Swiss National Science Foundation (SNSF) through the Early PostDoc.Mobility Fellowship No. P2EZP2_165239 hosted by the Institute for Quantum Information and Matter (IQIM) at Caltech, from the IQIM which is a National Science Foundation (NSP) Physics Frontiers Center (NSF Grant PHY-1733907), and from the Department of Energy Award DE-SC0018407.

References

Chapter 32
Smooth Entropy in Axiomatic Thermodynamics

Mirjam Weilenmann, Lea Krämer and Renato Renner

32.1 Introduction

The thermodynamic behaviour of macroscopic systems is traditionally described according to either of two theories: we can take a phenomenological approach that refers to macroscopic quantities such as the volume and the pressure of a system, or we can take a statistical approach relying on the underlying microscopic constituents, for instance taking the position and momentum of individual particles into account. The two theories are fundamentally different, each referring to quantities that are not defined within the other, but at the same time they are known to lead to consistent descriptions regarding the behaviour of thermodynamic systems in equilibrium. More precisely, the two approaches are usually connected through the identification of appropriate quantities in the two theories such as the entropy. The standard textbook approach to justify this is to show that the quantities have similar properties. For example, it is usually shown that both the phenomenological and the statistical entropy are additive, extensive and increase under the removal of inhibitions.

In this chapter, we demonstrate how the phenomenological and the statistical approach can be treated in a common underlying framework. Rather than using similarities in (derived) quantities such as the entropy, we connect the two approaches on the level of their basic structure. We show that this relation extends from the macroscopic realm where we usually consider large (idealised) systems in thermodynamic equilibrium to scenarios for which imprecisions and errors are crucial, including very...
small systems. In all regimes, we find that the quantities that characterise whether certain processes may occur (in the spirit of a second law) correspond to entropy measures from information theory when considered within the statistical approach.

To establish our results, we rely on a resource theoretic formulation of thermodynamics. There are several approaches to this, depending on which operations are considered to be the free operations of the resource theory. The most widespread approach relies on thermal operations [1–3], which are reviewed in Chap. 26. Instead, we consider adiabatic processes here, which are central to Lieb and Yngvason’s axiomatic approach to phenomenological thermodynamics [4–9]. Their approach follows a long tradition of formulating thermodynamics axiomatically [4–18], which has also been continued by recent work [19–23]. In an adiabatic process, a system interacts with a weight that can perform or extract work from the system without changing the environment. Contrary to the thermal operations, these processes do not impose any constraint regarding the conservation of energy. Instead, they forbid the equilibration with a reservoir, which would result in a change of the state of the system’s environment. We will introduce Lieb and Yngvason’s axiomatic framework for thermodynamics in Sect. 32.2 and then translate the notion of an adiabatic process into the statistical picture in Sect. 32.3. Based on this, we will present an axiomatic relation between the entropy measures relevant for thermodynamics in the phenomenological and in the statistical approach. This will essentially be a summary of results derived in Ref. [24].

Furthermore, we introduce a novel, error-tolerant axiomatic framework that allows us to realistically describe systems at any scale, including microscopic and macroscopic systems. (Previous approaches were typically concerned solely with macroscopic systems and did not take errors into account.) Our framework contributes to the current development of pushing resource theories towards more realistic regimes, which has been initiated through the consideration of probabilistic transformations [25] and finite size effects [26, 27] and which has recently also led to the consideration of imprecisions in specific resource theories [28–32]. Similar to our consideration of Lieb and Yngvason’s work, we present our new framework first phenomenologically in Sect. 32.4 and then from the statistical viewpoint in Sect. 32.5. This allows us to relate the quantities that characterise whether there exists an error-tolerant adiabatic process between certain states to smooth min and max entropies, which are known from single-shot information theory [33].

In the limit of large systems, our error-tolerant framework furthermore recovers the structure of a resource theory for macroscopic thermodynamics. Specifically, there is a single quantity, the entropy, that specifies whether a transformation between different equilibrium states of a macroscopic system is possible. In the spirit of the chapter, we present these results first according to the phenomenological approach in Sect. 32.6, followed by the statistical perspective in Sect. 32.7. The latter viewpoint allows us to recover the von Neumann entropy as the quantity that characterises the behaviour of so-called i.i.d. states under error-tolerant adiabatic processes and the Boltzmann entropy is recovered for microcanonical states. Through this consideration of macroscopic systems in equilibrium we relate our error-tolerant framework
to the framework for thermodynamics introduced by Lieb and Yngvason. Our elaborations regarding the error-tolerant axiomatic framework and its macroscopic limits are to a large extent based on [32].

32.2 Axiomatic Framework for Phenomenological Thermodynamics

In phenomenological thermodynamics, the state of a system in equilibrium is usually described in terms of a few real and positive parameters. For instance, the state of a gas in a box is often given in terms of its internal energy, $U$, and its volume, $V$. Such an equilibrium state $X = (U, V)$ lives in the space of all equilibrium states of that system, denoted $\Gamma_{\text{EQ}}$. The description of the state of a system out of equilibrium is more involved; such states live in a larger state space $\Gamma \supseteq \Gamma_{\text{EQ}}$.

Thermodynamics is a resource theory, a perspective that is implicit in the axiomatic framework proposed by Lieb and Yngvason to derive the second law [4–8]. At the core of this framework lie the adiabatic processes. They are defined in [4–8] as those operations on a system that leave no trace on its environment, except for a change in the position of a weight. These processes are sometimes also called work processes [23]. They induce a preorder relation $\prec$ on the state space $\Gamma$ of a system that is called adiabatic accessibility. For two states $X, Y \in \Gamma$, there is an adiabatic process transforming $X$ into $Y$ if and only if $X \prec Y$. States $X, Y \in \Gamma$ that can be adiabatically interconverted, i.e., obey $X \prec Y$ as well as $Y \prec X$, are denoted $X \sim Y$.

Example 32.2.1 Let there be one mole of Helium gas in a box that is in a thermodynamic equilibrium state (which we may treat as an ideal monoatomic gas). Its state can be characterised by a tuple $(U, V)$, where $U \geq 0$ is the internal energy and $V \geq 0$ is the volume of the gas. Now assume that there are two states of the gas that differ in their internal energy, for instance $X = (U, V)$ and $Y = (2U, V)$. Then we can find an adiabatic process transforming the state $X$ into $Y$, namely we can use a weight to mechanically stir the gas up to increase its internal energy, hence $X \prec Y$. An adiabatic process that recovers $X$ again from $Y$ cannot be constructed. If we were to consider the state $Z = (2U, V^{2^{-\frac{1}{2}}})$ instead of $Y$, however, we could construct adiabatic processes that allow us to interconvert the two, i.e., $X \sim Z$. Namely, we could compress the gas adiabatically to obtain the state $Z$ (using a weight to quickly move a piston). To recover $X$, the gas could be decompressed changing nothing else in the environment than the position of a weight. This coincides with the textbook understanding of an adiabatic compression and decompression.

The state of a composed system is denoted as the Cartesian product of the individual states of the systems to be composed, for $X \in \Gamma$ and $X' \in \Gamma'$ it is

\footnote{Throughout this chapter, we follow Lieb and Yngvason’s convention regarding the notation of the order relation, where $X \prec Y$ means that $X$ can be transformed into $Y$ with an adiabatic process. Note that this is the reverse convention of what a reader acquainted with the literature on quantum resource theories might expect.}
Physically, composition is understood as bringing individual systems together to one without letting them interact (yet). The state of the composed system is therefore naturally characterised by the properties of its constituent systems.

The set of equilibrium states of a thermodynamic system, $\Gamma_{\text{EQ}}$, is central to the axiomatic framework and will be necessary for introducing an entropy function later as well as for deriving a second law. In the axiomatic framework, equilibrium states are distinct from other states in that they are assumed to be scalable, i.e., for any $\alpha \in \mathbb{R}_{\geq 0}$ one can define a scaled version of an equilibrium state $X \in \Gamma_{\text{EQ}}$, denoted as $\alpha X \in \alpha \Gamma_{\text{EQ}}$.\(^3\) Scaling a system by a factor $\alpha$ means taking $\alpha$ times the amount of substance of the original system. As is usual in phenomenological thermodynamics, we ignore the fact that the system is made up of a finite number of particles that cannot be subdivided and allow the scaling by any positive real number.

**Example 32.2.2** Let us consider two systems, one being a mole of Helium gas in an equilibrium state $X = (U, V)$, and the other two moles of Helium in another equilibrium state $X' = (U', V')$. The composition operation allows us to regard these as subsystems of a composed system in state $\left(X, X'\right)$. Adiabatic operations may then either affect one of the individual subsystems or both of them. For instance, we may connect the two systems and allow them to equilibrate thermally by means of such an operation. Alternatively, removing the walls that separate the two subsystems is an adiabatic process on the composite system, which in this case would lead to a system containing three moles of Helium gas.

Scaling the state $X$, say by a factor of 3, leads to a state $3X = (3U, 3V)$, where the extensive properties of the state scale with the system size. Note that if the gas were not in an equilibrium state, for instance if it had a temperature gradient, it would not be clear how its properties scale with the amount of substance. The scaling operation is not defined for such a state.

For the order relation of adiabatic accessibility a few physically motivated properties shall be assumed \([4–6]\). For equilibrium states $X, Y, Z \in \Gamma_{\text{EQ}}$ and $X', Y', Z_0, Z_1 \in \Gamma_{\text{EQ}}'$, these are:

- (E1) Reflexivity: $X \sim X$.
- (E2) Transitivity: $X \prec Y$ and $Y \prec Z \Rightarrow X \prec Z$.
- (E3) Consistent composition: $X \prec Y$ and $X' \prec Y' \Rightarrow (X, X') \prec (Y, Y')$.
- (E4) Scaling invariance: $X \prec Y \Rightarrow \alpha X \prec \alpha Y, \forall \alpha > 0$.
- (E5) Splitting and recombination: For $0 < \alpha < 1$, $X \sim (\alpha X, (1 - \alpha)X)$.
- (E6) Stability: If $(X, \alpha Z_0) \prec (Y, \alpha Z_1)$ for a sequence of scaling factors $\alpha \in \mathbb{R}$ tending to zero, then $X \prec Y$.
- (CH) Comparison Hypothesis: For each $0 \leq \alpha \leq 1$, any two states in $(1 - \alpha)\Gamma_{\text{EQ}} \times \alpha \Gamma_{\text{EQ}}$ can be related by means of $\prec$, i.e., for any $X, Y \in (1 - \alpha)\Gamma_{\text{EQ}} \times \alpha \Gamma_{\text{EQ}}$ either $X \prec Y$ or $Y \prec X$ (or both).

\(^2\)The composition operation is assumed to be associative and commutative.

\(^3\)The scaling is taken to obey $1X = X$ as well as $\alpha_1(\alpha_2 X) = (\alpha_1 \alpha_2)X$, thus $1\Gamma_{\text{EQ}} = \Gamma_{\text{EQ}}$ and $\alpha_1(\alpha_2 \Gamma_{\text{EQ}}) = (\alpha_1 \alpha_2)\Gamma_{\text{EQ}}$. 

Axioms (E1)–(E4) are naturally obeyed by any order relation $\prec$ that is specified through a class of processes that can be composed sequentially as well as in parallel (on composed systems) and that respect a scaling operation. Notice that (E5) relates states on different spaces. In the example of a box of gas in an equilibrium state $X$ an adiabatic process interconverting the two could be realised by inserting and removing a partition at a ratio $\alpha : (1 - \alpha)$. (E6) captures the physical intuition that arbitrarily small impurities in a large thermodynamic system should not affect the possible adiabatic transformations.

Note that in [4–6], (CH) is not stated as an axiom but rather derived from additional axioms about thermodynamic systems. For this derivation more structure is required, such as the definition of so-called simple systems, the state of which is an $n$-tuple with one distinguished energy coordinate. The discussion of these additional axioms for systems in phenomenological thermodynamics is beyond the scope of this chapter. That states considered from the statistical viewpoint obey (CH) is shown in the next section directly, without relying on any additional underlying axioms.

For any other states of a system, i.e., states in $\Gamma$ that are not necessarily equilibrium states, the following axioms will be assumed [7].

(N1) Axioms (E1), (E2), (E3) and (E6), with $Z_0, Z_1 \in \Gamma_{\text{EQ}}$ in axiom (E6), hold for all states in $\Gamma$.

(N2) For any $X \in \Gamma$ there exist $X_0$ and $X_1 \in \Gamma_{\text{EQ}}$ with $X_0 \prec X \prec X_1$.

Axiom (N2) specifies that for any non-equilibrium state of a system to be considered there should exist an equilibrium state from which it can be generated by means of an adiabatic process and that each non-equilibrium state can be brought to equilibrium adiabatically. In the case of a box of gas, this could be achieved by letting the system equilibrate.

It is possible to assign values to the states of a system that quantify their use as a resource for performing tasks with adiabatic operations. Intuitively, a state $X \in \Gamma$ is more valuable than another state $Y \in \Gamma$ if it allows for the generation of $Y$ with an adiabatic operation. More precisely, if the two states can be compared with $\prec$, then $X$ is more valuable than $Y$ if and only if $X \prec Y$ and $Y \not\prec X$. The assignment of values to states should thus reflect this order.\(^4\)

Lieb and Yngavson defined entropy functions as such value assignments. They showed that there is a (essentially) unique real valued function $S$ on the space of all equilibrium states of a thermodynamic system that is additive, i.e., for any two states $X \in \Gamma_{\text{EQ}}$ and $X' \in \Gamma'_{\text{EQ}}$, $S((X, X')) = S(X) + S(X')$, extensive, i.e., for any $\alpha > 0$ and any $X \in \Gamma_{\text{EQ}}$, $S(\alpha X) = \alpha S(X)$, and monotonic, i.e., for two states $X, Y \in \Gamma_{\text{EQ}}$ that are related by means of $\prec$, $X \prec Y$ holds if and only if $S(X) \leq S(Y)$. Hence, the lower the entropy, the more valuable the state in this resource theory.

**Theorem 32.2.1** (Lieb and Yngvason) Provided that Axioms (E1) to (E6) as well as (CH) are fulfilled on $\alpha \Gamma_{\text{EQ}} \times (1 - \alpha) \Gamma_{\text{EQ}}$ for any $0 \leq \alpha \leq 1$, there exists a function $S$ that is additive under composition, extensive in the scaling and monotonic with

\(^4\)In general, $\prec$ may not be a total preorder and the ordering of values assigned to states that cannot be compared by means of $\prec$ may be ambiguous.
respect to ≺. Furthermore, this function \( S \) is unique up to a change of scale \( C_1 \cdot S + C_0 \), where \( C_0, C_1 \in \mathbb{R} \) with \( C_1 > 0 \).

For a state \( X \in \Gamma_{\text{EQ}} \), the unique function \( S \) is given as

\[
S(X) = \sup \{ \alpha \mid ((1 - \alpha)X_0, \alpha X_1) < X \}, \tag{32.1}
\]

where the states \( X_0, X_1 \in \Gamma_{\text{EQ}} \) may be chosen freely as long as \( X_0 < X_1 \) and \( X_1 \neq X_0 \). This choice only changes the constants \( C_0 \) and \( C_1 \). In the case \( X_0 < X < X_1 \), (32.1) can be intuitively understood as the optimal ratio \((1 - \alpha) : \alpha \) of \( X_0 \) and \( X_1 \) such that the state \( X \) can be created in an adiabatic process.\(^5\)

Lieb and Yngvason derive equilibrium thermodynamics from the above axioms for equilibrium states and a few additional physically motivated properties, which also specify the geometric structure of the state space of thermodynamic systems a little more (for instance introducing convex combinations of states) \([4–6]\). Their considerations rely on the phenomenological description of systems (by referring to simple systems for instance). We refer to \([9]\) for a textbook on thermodynamics formulated in this approach. In addition, Lieb and Yngvason derive bounds on any monotonic extensions of \( S \) from \( \Gamma_{\text{EQ}} \) to \( \Gamma \) under the condition that the above axioms for non-equilibrium states hold \([7]\). We consider here the following slight adaptations of their bounds.\(^6\)

\[
S_-(X) = \sup \{ \alpha \mid ((1 - \alpha)X_0, \alpha X_1) < X \}, \tag{32.5}
\]

\[
S_+(X) = \inf \{ \alpha \mid X < ((1 - \alpha)X_0, \alpha X_1) \}. \tag{32.6}
\]

---

\(^5\)This definition extends to states obeying \( X < X_0 \) or \( X_1 < X \) \([5]\), where it has to be interpreted slightly differently. To see this, note that the expression

\[
((1 - \alpha)X_0, \alpha X_1) < X \tag{32.2}
\]

is equivalent to \(((1 - \alpha)X_0, \alpha X_1), \alpha'X_1) < (X, \alpha'X_1) \) for any \( \alpha' \geq 0 \) and hence also to \(((1 - \alpha)X_0, \alpha' + \alpha X_1) < (X, \alpha'X_1) \). This allows us to consider negative \( \alpha \) (while still using only positive coefficients as scaling factors). If \( \alpha < 0 \), by choosing \( \alpha' = -\alpha \), condition (32.2) is to be understood as a transformation \(((1 - \alpha)X_0) < (X, |\alpha|X_1) \). A similar argument shows that for \( \alpha > 1 \) the condition \(((1 - \alpha)X_0, \alpha X_1) < X \) can be understood as \( \alpha X_1 < ((\alpha - 1)X_0, X) \).

\(^6\)The bounds given in \([7]\) are

\[
S_-(X) = \sup \{ S(X') \mid X' \in \Gamma_{\text{EQ}}, X' < X \}, \tag{32.3}
\]

\[
S_+(X) = \inf \{ S(X'') \mid X'' \in \Gamma_{\text{EQ}}, X < X'' \}. \tag{32.4}
\]

In phenomenological thermodynamics, where equilibrium states are traditionally described in terms of continuous parameters (such as the internal energy and the volume for instance), there exists an equilibrium state \( X_0 \) for each \(((1 - \alpha)X_0, \alpha X_1) \) that obeys \( X_0 \sim ((1 - \alpha)X_0, \alpha X_1) \). Under these circumstances the bounds (32.5) and (32.6) coincide with (32.3) and (32.4) respectively. This is, however, not implied by the axioms and may not hold if systems are described in a different way (e.g. in the statistical approach taken in Sect. 32.3). Note also that for (32.3) and (32.4) the inequality in (32.7) need not be strict.
S\_ - specifies the maximal fraction of the system that may be in state \( X_1 \) if \( X \) is formed by combining systems in states \( X_0 \) and \( X_1 \) scaled appropriately, giving a measure for the resources needed to produce \( X \). \( S_+ \) is the minimal portion of \( X_1 \) that is generated from \( X \) when transforming it into a system composed of scaled copies of \( X_0 \) and \( X_1 \). The difference \( S_-(X) - S_+(X) \leq 0 \) can be viewed as a measure for the resources that are used up when producing \( X \) and decomposing it again (quantified in proportion of \( X_0 \) and \( X_1 \)). For equilibrium states, where \( S_-(X) = S_+(X) = S(X) \), this can be achieved without generating any overall resource loss.

\( S_- \) and \( S_+ \) also provide necessary conditions as well as sufficient conditions for state transformations between non-equilibrium states by means of adiabatic processes.

**Proposition 32.2.1** (Lieb and Yngvason) Let \( X, \ Y \in \Gamma \). Then, the following two conditions hold:

\[
\begin{align*}
S_+(X) < S_-(Y) & \Rightarrow X < Y, \quad (32.7) \\
X < Y & \Rightarrow S_-(X) \leq S_-(Y) \text{ and } S_+(X) \leq S_+(Y).
\end{align*}
\]

Note that these conditions are closely related to the conditions we shall derive in the error-tolerant setting in Proposition 32.4.1.

### 32.3 Adiabatic Processes in the Statistical Approach

In this section, we show that the axiomatic framework that was introduced to describe systems phenomenologically applies also to a statistical description of systems: The phenomenologically-motivated axioms are satisfied by an order relation that is based on a statistical description of systems and of the adiabatic processes affecting them. In this sense, we can see the axiomatic framework as overarching these two approaches to thermodynamics.

Here, the state of a system is described in terms of a density function over the space of microscopic states. Classically this is a distribution over phase space. In the quantum case, which we consider here for generality, it is a density operator on a Hilbert space \( \mathcal{H} \), denoted \( \rho \in \Gamma = \mathcal{S}(\mathcal{H}) \). An adiabatic process, which leaves no trace on the environment except for a change in the relative position of a weight, affects the microscopic degrees of freedom in the following way [24].

**Definition 32.3.1** An adiabatic process maps a state \( \rho \in \mathcal{S}(\mathcal{H}_S) \) to another state

\[
\sigma = \text{tr}_A \left( U(\rho \otimes \tau)U^\dagger \right), \quad (32.9)
\]

where \( \tau \in \mathcal{S}(\mathcal{H}_A) \) is a sharp state, meaning a state for which all its non-zero eigenvalues are equal, \( U \) is an arbitrary unitary and the partial trace is taken over the subsystem \( A \), where it is further required that
\[ \text{tr}_S \left( U (\rho \otimes \tau) U^\dagger \right) = \tau . \quad (32.10) \]

The evolution with an arbitrary unitary \( U \) (that does not have to commute with the Hamiltonian) is enabled by the weight system, which is assumed to contain coherence as a resource that can be used catalytically. We rely on a model introduced in [34], where the weight is in a superposition of energy eigenstates of a Hamiltonian with equally spaced energy levels. These may extend to infinity or (more physically) be bounded from below. Such a model could for instance be practically realised with a laser, which naturally emits light in a coherent state. There are other weight models that can be used and that lead to similar behaviour; for instance, a weight modelled through switching potentials on and off as considered in [35] also leads to the emergence of arbitrary unitary operations on the system (and environment \( \tau \)). Intuitively, the weight can be understood as a work storage system that is able to supply or absorb any amount of work, eliminating the significance of energetic considerations for these processes from the framework. (For further details regarding the weight system, we refer to [24, 34].)

The state \( \tau \) represents the part of the environment that is affected by the interaction with the weight system. The condition (32.10) encodes the requirement that the operations leave no trace on the environment after the interaction (except for the change in the weight). The sharp states take the role of the equilibrium states of the framework. This is inspired by the fact that the microcanonical states have this property. However, here we apply our approach to systems of any size, including microscopic systems, and a notion of equilibration in terms of time evolution is not necessarily available. Nonetheless, there is a class of states that are equilibrium states in the sense that they obey all of the corresponding axioms, namely (E1)–(E6) and (CH). These are precisely the sharp states.

The preorder relation induced by the adiabatic processes of Definition 32.3.1 on the state space \( \Gamma = S(\mathcal{H}) \) is closely related to the mathematical notion of majorisation (as stated in Proposition 32.3.1 below).

**Definition 32.3.2** Let \( \rho, \sigma \in S(\mathcal{H}) \) with Hilbert space dimension \( \text{dim} (\mathcal{H}) = n \) be two states with spectra \( \{\lambda_i (\rho)\}_i \) and \( \{\lambda_i (\sigma)\}_i \) respectively, ordered such that \( \lambda_1 (\rho) \geq \lambda_2 (\rho) \geq \cdots \geq \lambda_n (\rho) \) and \( \lambda_1 (\sigma) \geq \lambda_2 (\sigma) \geq \cdots \geq \lambda_n (\sigma) \). Then \( \rho \) majorises \( \sigma \), denoted \( \rho \prec_M \sigma \), if for all \( 1 \leq k \leq n \),

\[
\sum_{i=1}^{k} \lambda_i (\rho) \geq \sum_{i=1}^{k} \lambda_i (\sigma) . \quad (32.11)
\]

Mathematically, \( \prec_M \) is a preorder, meaning it is reflexive, and transitive. The following proposition specifies its relation to adiabatic processes, which was proven in [24] based on results concerning the resource theory of noisy operations [36–38].

**Proposition 32.3.1** For \( \rho, \sigma \in S(\mathcal{H}) \), \( \rho \prec_M \sigma \) if and only if \( \rho \) can be transformed into \( \sigma \) by an adiabatic operation.

\(^7\)We alert the reader to the non-standard notation for the order relation (see also Footnote 1).
Example 32.3.1 Consider the Helium gas from Example 32.2.1, where 
\[ \rho_X = \frac{\Pi_{\text{micro}}(U,V)}{\Omega_1} \] and 
\[ \rho_Y = \frac{\Pi_{\text{micro}}(2U,V)}{\Omega_1} \] with \( \Omega_{\text{micro}}(U,V) \) the microcanonical partition function and \( \Pi_{\Omega_{\text{micro}}}(U,V) \) the projector onto its subspace. Then the two states obey \( \rho_X \prec_M \rho_Y \).

The composition of two systems characterised by density operators \( \rho, \sigma \in \Gamma \) is defined as their tensor product (replacing the Cartesian product considered in the phenomenological setting), i.e., \( \rho \otimes \sigma \) means \( \rho \otimes \sigma \) here. Scaling a system in a sharp state (corresponding to an equilibrium state in the axiomatic framework) by a factor \( \alpha \in \mathbb{Z}_{\geq 0} \) corresponds to taking its tensor power, \( \alpha \rho = \rho \otimes \alpha \). This operation can be formally extended to arbitrary \( \alpha \in \mathbb{R}_{\geq 0} \), which physically involves the consideration of processes on a larger system. For the details of this we refer to [24].

The following proposition relates the statistical description of adiabatic processes to the phenomenological approach introduced in Sect. 32.2.

Proposition 32.3.2 Consider adiabatic operations on states in \( \Gamma = S(\mathcal{H}) \), with an equilibrium state space, \( \Gamma_{\text{EQ}} \), made up of all sharp states. Then, the axioms \( (E1) \) to \( (E6) \), \( (CH) \) and \( (N1) \) and \( (N2) \) are obeyed. The corresponding entropy functions (according to \((32.5)\) and \((32.6)\)) are

\[ S_-(\rho) = H_{\min}(\rho) \] (32.12)
\[ S_+(\rho) = H_0(\rho), \] (32.13)

where \( H_{\min}(\rho) = -\log \lambda_{\max}(\rho) \) and \( \lambda_{\max}(\rho) \) is the maximal eigenvalue of \( \rho \), and where \( H_0(\rho) = \log \text{rank}(\rho) \).

These entropies are generally known as \textit{min} and \textit{max} entropies and have initially been introduced in information theory. They have various applications, e.g. for characterising extractable randomness and the compressibility of data respectively [39, 40]. For \( \rho \in \Gamma_{\text{EQ}} \) these entropies coincide and they coincide with the unique additive and extensive entropy \( S \). This establishes a connection between entropy in phenomenological thermodynamics and in the statistical approach by means of a general and rigorous framework. Note that the connection established by Proposition 32.3.2 is different from Jaynes' work [41, 42], which connects entropy in information theory to entropy in statistical physics (rather than phenomenological thermodynamics).

For microscopic systems, the question of whether there exists an (idealised) adiabatic operation achieving a transition between two (exact) microscopic states may not be meaningful in realistic situations where, due to experimental limitations, certain states may not be experimentally distinguishable, or in situations where one is satisfied with obtaining the desired states approximately.\(^8\) To consider such situations, we now introduce an extended framework that can tackle such approximations.

\(^8\)Notice that approximations are also relevant for macroscopic systems. However, we do not usually explicitly mention them there, as they are extremely accurate.
possible) is unnatural for microscopic systems. The reason is that processes that involve a scaling with non-integer factors often have to be physically interpreted as operations on a larger (potentially macroscopic) system [24].

32.4 Axiomatic Framework for Error-Tolerant Resource Theories

In this section, we extend the axiomatic framework described above to take approximations into account. This is important to make a resource theory practically useful. Indeed, it is often the case that an approximation of a desired output is good enough for an intended purpose, and, at the same time, much less costly (in terms of the required resources). For this reason, accounting for approximations is also usual in information theory. For example, in randomness extraction, allowing for a deviation from the desired uniformly random bit string usually enables the extraction of a much larger number of (close to) random bits from the same data.

Processes with error-tolerance could not be modelled in previously existing axiomatic frameworks. Error-tolerant frameworks differ in various fundamental ways from those earlier ones. An example illustrating this is the fact that, if two transformations, each with error-tolerance $\epsilon$, are composed (either sequentially or in parallel), then there may be no process with error-tolerance $\epsilon$ that achieves the overall transformation: the errors of the separate processes may add up and there is generally no alternative process with a smaller error. Error-tolerant resource theories can therefore not be described with a transitive order relation. Instead, an error-tolerant resource theory introduces a family of order relations, $\{\prec\}_\epsilon$, one for each error-tolerance $\epsilon$: for $X, Y \in \Gamma$ the relation $X \prec \epsilon Y$ expresses that a transformation from $X$ to $Y$ with error at most $\epsilon$ is possible, $X \sim \epsilon Y$ means that $X \prec \epsilon Y$ as well as $Y \prec \epsilon X$. We require $\prec \epsilon$ to satisfy a few natural axioms.

(A1) Reflexivity: For any state $X \in \Gamma$ and any $\epsilon \geq 0$, $X \prec \epsilon X$.
(A2) Ordering of error-tolerances: For any $X, Y \in \Gamma$ and any $\epsilon' \geq \epsilon \geq 0$, $X \prec \epsilon Y \Rightarrow X \prec \epsilon' Y$.
(A2) Additive transitivity: For any $X, Y, Z \in \Gamma$ and any $\epsilon, \delta \geq 0$, $X \prec \epsilon Y$ and $Y \prec \delta Z \Rightarrow X \prec \epsilon + \delta Z$.
(A3) Consistent composition: For any $X, Y \in \Gamma$, $Z \in \Gamma'$ and any $\epsilon \geq 0$, $X \prec \epsilon Y \Rightarrow (X, Z) \prec \epsilon (Y, Z)$.

Axioms (A1), (A3) and (A4) are adaptations of (E1), (E2) and (E3) to the error-tolerant setting. In particular, they recover the latter axioms in the error free case ($\epsilon = 0$). The Axiom (A2) further relates the different $\prec \epsilon$, it expresses that increasing the error-tolerance increases the set of possible transformations. That such an error-tolerant description allows us to describe scenarios that could not be treated previously is illustrated with the following toy example.
Example 32.4.1 Consider a box containing a mole of Helium gas and let the states X and Z be given as in Example 32.2.1. Now assume that X and Z are used to encode information (they may for instance encode bit values 0 and 1 respectively) and that they are produced as the output of some computation that we know to yield either X or Z with probabilities \( p \) and \( (1 - p) \) respectively. We describe the output state of our computation as \( pX + (1 - p)Z \), which corresponds to a state \( (pU + (1 - p)2U, pV + (1 - p)2^{-\frac{3}{2}}V) \). This state can neither be transformed into X nor Z with an adiabatic operation. However, when considering error-tolerant adiabatic processes, an error probability of \( \epsilon = \frac{1}{2} \) is sufficient to enable a transformation from \( pX + (1 - p)Z \) to X for any \( p \). If \( p \geq \frac{1}{2} \) this is achievable with the identity operation, if \( p < \frac{1}{2} \), the adiabatic operation that transforms Z to X (and X to another state) achieves this with error probability \( \epsilon \leq \frac{1}{2} \).

The statistical viewpoint on this will be provided in Example 32.5.1 below. There, we shall also quantify errors in a more rigorous manner, which will give us further insights.

32.4.1 Quantifying Resources in an Error-Tolerant Framework

We are interested in quantifying the value of the different states of a system as resources in an error-tolerant resource theory. In the error-free case, the relevant quantity is the position of the state in the state space with respect to the (transitive) preorder relation \( \prec \). Tolerating an error of \( \epsilon > 0 \) affects this value, making the same resource state more potent. This can be specified with the help of a meter system, which is characterised by a single parameter (as it essentially serves to specify the position of states in the ordering \( \prec \)). We shall consider interactions between the system of interest and such a meter that simultaneously change the state of the system and of the meter, where the relative state change of the meter provides information about the system’s state.

In Lieb and Yngvason’s framework the subspace of equilibrium states of a thermodynamic system is such a meter system [8]. They have used this meter to specify the entropy of its own non-equilibrium states as well as that of the states of other systems whose state space does not have its own subspace of equilibrium states obeying the axioms, e.g. gravitating bodies [8]. The meter systems we shall introduce in the following are more general in the sense that we do not impose a continuous scaling operation on their state space. Instead, we allow a meter to be characterised by a parameter that may be discrete (rather than continuous) and have a finite (rather than infinite) range.

We consider a meter system with state space \( \Gamma_\lambda = \{ \chi_\lambda \}_{\lambda \in \Lambda} \), specified with a function

\[
\chi : \Lambda \rightarrow \Gamma_\lambda \\
\lambda \mapsto \chi_\lambda
\]
with \( \Lambda \subseteq \mathbb{R}_{\geq 0} \), where the parameter \( \lambda \) labels the different states. The change in \( \lambda \) produced during an interaction with a system shall specify the resource value of the system’s states.

From now on, we shall quantify errors in terms of probabilities, i.e., we shall require \( 0 \leq \epsilon, \delta \leq 1 \). Whenever we add two errors we understand this as \( \epsilon + \delta = \min \{ \epsilon + \delta, 1 \} \). While the axiomatic framework does not rely on this restriction, the particular choice of the function \( f(\epsilon) \) below that specifies the resource-error tradeoff is motivated by the probabilistic interpretation of errors.

We assume a meter system to obey the following axioms.

(M1) Reduction property: For any \( X, Y \in \Gamma \), for any meter state \( \chi_{\lambda} \in \Gamma_{\lambda} \) and any \( \epsilon \geq 0 \),
\[
(X, \chi_{\lambda}) \prec^{\epsilon} (Y, \chi_{\lambda}) \Rightarrow X \prec \epsilon Y.
\]

(M2) Additivity of meter states: For any \( \chi_{\lambda_1}, \chi_{\lambda_2} \in \Gamma_{\lambda} \),
\[
\chi_{\lambda} \sim (\chi_{\lambda_1}, \chi_{\lambda_2}) \iff \lambda = \lambda_1 + \lambda_2.
\]

(M3) Ordering of meter states: A meter system has at least two inequivalent states and its states are labelled monotonically in \( \lambda \), such that for any \( \chi_{\lambda_1}, \chi_{\lambda_2} \in \Gamma_{\lambda} \),
\[
\lambda_1 \leq \lambda_2 \iff \chi_{\lambda_1} \prec \chi_{\lambda_2}.
\]

(M4) Resource-error tradeoff: For any \( \lambda_1 > \lambda_2 \in \Lambda \) and any \( 0 \leq \epsilon \leq 1 \),
\[
\chi_{\lambda_1} \prec^{\epsilon} \chi_{\lambda_2} \Rightarrow \lambda_1 \leq \lambda_2 + f(\epsilon) \text{ with } f(\epsilon) = -\log_2(1 - \epsilon).
\]

A meter system is supposed to measure the value of different resources. Axiom (M1) demands that it acts passively in the sense that it should not enable otherwise impossible state transformations. This property is also obeyed by the equilibrium states in Lieb and Yngvason’s axiomatic framework, where it is known as the cancellation law \([4, 5]\). Axioms (M2) and (M3) concern merely the labelling of meter states; according to (M2) this should be additive under composition and according to (M3) monotonic with respect to the error-free ordering \( \prec \). Note that (M3) also ensures that all states \( \chi_{\lambda} \in \Gamma_{\lambda} \) can be compared with \( \prec \), i.e., for any such states \( \chi_{\lambda_1}, \chi_{\lambda_2} \in \Gamma_{\lambda} \) either \( \chi_{\lambda_1} \prec \chi_{\lambda_2} \) or \( \chi_{\lambda_2} \prec \chi_{\lambda_1} \).

Axiom (M4) specifies the transformations on \( \Gamma_{\lambda} \) that are enabled by accepting imprecisions. According to Axiom (A2), a higher error-tolerance cannot prohibit any transformations but may enable more. A bound on these is specified on the meter in terms of the function \( f(\epsilon) \), which is non-decreasing in \( \epsilon \) and obeys \( f(0) = 0 \) (according to Axiom (M3)). Since we understand \( \epsilon \) as an error probability such that \( 0 \leq \epsilon \leq 1 \), any state transformation should be possible in the extreme case of \( \epsilon = 1 \).

Thus, in addition to \( f(0) = 0 \), we require \( \lim_{\epsilon \to 1} f(\epsilon) = \infty \) (as the allowed values for \( \lambda \) can be unbounded if we allow for the composition of an arbitrary number of meter systems). Furthermore, it should always be possible to run \( n \) independent instances of a process in parallel, in which case the success probabilities \( (1 - \epsilon) \) should multiply. In the case of a meter system we take it that there is also no alternative process with a lower error probability, i.e., we require that the process is possible if and only if the \( n \) parallel instances of that process are possible. We thus require that the existence of a process \( \chi_{\lambda_1} \prec^{\epsilon} \chi_{\lambda_2} \) implies that for any \( n \in \mathbb{N}_+ \),
\[
n \cdot \lambda_1 \leq n \cdot \lambda_2 + f(1 - (1 - \epsilon)^n) \tag{32.14}
\]
This can be ensured with $f(1 - (1 - \epsilon)^n) = n \cdot f(1 - (1 - \epsilon))$, which implies that $f(\epsilon) = -c \cdot \log_2(1 - \epsilon)$ (assuming continuity of $f$). We choose $c = 1$ for simplicity, which fixes a scale for the parameter $\lambda$. According to (M4), increasing the error-tolerance allows for an increase in $\lambda_1 - \lambda_2$; we therefore call this axiom a resource-error tradeoff.

**Definition 32.4.1** A meter system with state space $\Gamma_\lambda$ is suitable for measuring a system with state space $\Gamma$ if it obeys (A1) to (A4) and the axioms for meter systems (Axioms (M1) to (M4)), and, if there exists a reference state denoted by $X_{ref} \in \Gamma$ such that for any state $X \in \Gamma$ there exist meter states $\chi_{\lambda_1(X)}, \chi_{\lambda_2(X)}, \chi_{\lambda_3(X)} \in \Gamma_\lambda$ such that $(X_{ref}, \chi_{\lambda_1(X)}) \prec (X, \chi_{\lambda_2(X)})$ and $(X, \chi_{\lambda_3(X)}) \prec (X_{ref}, \chi_{\lambda_4(X)})$ hold.

Relying on the notion of a suitable meter system, we define the following quantities.

**Definition 32.4.2** For an error-tolerant resource theory with state space $\Gamma$ and a suitable meter system $\Gamma_\lambda$ we define for each $\epsilon \geq 0$ and for each $X \in \Gamma$,

\[ S_-^\epsilon \left( X \right) = \sup \left\{ \lambda_1 - \lambda_2 \mid (X_{ref}, \chi_{\lambda_1}) \prec^\epsilon (X, \chi_{\lambda_2}) \right\} \]  
\[ S_+^\epsilon \left( X \right) = \inf \left\{ \lambda_2 - \lambda_1 \mid (X, \chi_{\lambda_1}) \prec^\epsilon (X_{ref}, \chi_{\lambda_2}) \right\}, \]

where $X_{ref} \in \Gamma$ is a fixed reference state and $\chi_{\lambda_1}, \chi_{\lambda_2} \in \Gamma_\lambda$.

Due to the suitability of the meter system, $S_-^\epsilon$ and $S_+^\epsilon$ are defined for all $X \in \Gamma$. In terms of these quantities, we can derive necessary conditions and sufficient conditions for state transformations. In the error-free case, i.e., if $\epsilon = \epsilon' = \delta = 0$ in Proposition 32.4.1 below, the relations from Proposition 32.2.1 are recovered for $S_0^-$ and $S_0^+$.

**Proposition 32.4.1** Consider an error-tolerant resource theory with state space $\Gamma$ that obeys Axioms (A1) to (A4) and a suitable meter system. Then for any $X, Y \in \Gamma$ and $\epsilon, \epsilon' \geq 0$, the following conditions hold:

\[ S_+^\epsilon \left( X \right) < S_-^\epsilon \left( Y \right) \Rightarrow X \prec^{\epsilon + \epsilon'} Y \]  
\[ X \prec^\epsilon Y \Rightarrow S_-^\delta \left( X \right) \leq S_-^{\delta + \epsilon} \left( Y \right) \text{ and } S_+^{\delta + \epsilon} \left( X \right) \leq S_+^\delta \left( Y \right) \text{ for any } \delta \geq 0. \]

Because $\prec^\epsilon$ is intransitive for $\epsilon > 0$, $S_-^\epsilon$ and $S_+^\epsilon$ are not monotonic with respect to $\prec^\epsilon$ (except for $\epsilon = 0$). For the proof of this proposition and further properties of $S_-^\epsilon$ and $S_+^\epsilon$, for instance the respective super- and sub-additivity that is expected for entropy measures, we refer the reader to Propositions 7.3.8 and 7.3.9 as well as the subsequent elaborations in [32].
32.5 Error-Tolerant Resource Theories in the Statistical Approach

In this section we treat states in the usual quantum-mechanical framework. This means that the state space is $\Gamma = S(\mathcal{H})$, the set of density operators on a Hilbert space $\mathcal{H}$. Composition of states is defined as their tensor product and adiabatic operations on these states were introduced in Definition 32.3.1.

We will rely on a meter system for which the meter states $\chi_{\lambda} \in \Gamma_{\Lambda}$ have eigenvalues $2^{-\lambda}$ and 0 with multiplicities $2^\lambda$ and $\dim(S) - 2^\lambda$ respectively, where $\dim(S)$ is the dimension of the Hilbert space $\chi_{\lambda}$ acts on, in accordance with [24, 38, 43].

The spectrum of such a state can be conveniently written as a step function,

$$f_{\chi_{\lambda}}(x) = \begin{cases} 2^{-\lambda} & x \leq 2^\lambda, \\ 0 & 2^\lambda < x \leq \dim(S). \end{cases}$$ (32.19)

We let the parameter $\lambda$ take values $\lambda = \log_2(n)$ for $n = 1, \ldots, \dim(S)$, where $\dim(S) > 1$ and we assume that a meter system $\Gamma_{\Lambda}$ with arbitrarily large dimension, $\dim(S)$, may be chosen. In the definition of $S_\epsilon^-$ and $S_\epsilon^+$ we shall optimise over meter systems of different sizes. We will compare this to another meter system in Example 32.5.2.

In a thermodynamic process, imprecisions may occur and be tolerated either in the input states to a process, its outputs, or both. Imprecise input states account for errors in the preparation of a system. When tolerating such errors, an error-tolerant transition is possible if a transition from an approximate input state to the target output can be achieved. In case of imprecisions in the output, an error-tolerant transformation is possible if a transformation could reach the output state approximately. These two types of errors can moreover be combined to an overall error $\epsilon$. We shall call these three ways of quantifying errors smoothings. They were previously considered in the context of resource theories in [28–32]. When quantified by means of the generalised trace distance, these smoothings are equivalent for adiabatic operations, meaning that they all lead to the same family of order relations $\{ \prec_{\epsilon M} \}_\epsilon$ (adaptations of the majorisation relation). The equivalence of these three smoothings was proven in [29, 32], allowing us (without loss of generality) to state only one of the equivalent definitions in the following.

**Definition 32.5.1** The resource theory of smooth adiabatic operations is characterised by the family of order relations $\{ \prec_{\epsilon M} \}_\epsilon$, where $\rho \prec_{\epsilon M} \sigma$ if and only if $\exists \rho', \sigma'$ and $\epsilon', \epsilon''$ such that $\rho' \prec_{\epsilon M} \sigma'$ and $\rho' \in B^{\epsilon'}(\rho)$, $\sigma' \in B^{\epsilon''}(\sigma)$ with $\epsilon' + \epsilon'' \leq \epsilon$; $B^{\epsilon}(\rho) = \{ \rho' \in S(\mathcal{H}) \mid D(\rho, \rho') \leq \epsilon \}$ denotes the set of all states that are $\epsilon$-close to the state $\rho \in S(\mathcal{H})$, measured in terms of the generalised trace distance $D(\cdot, \cdot)$ [44].

The following example illustrates that the resource theory of smooth adiabatic operations allows us to analyse situations that could not be described within the

---

9For $\epsilon = 0$ the usual majorisation relation is recovered.
resource theory of adiabatic processes. It is analogous to Example 32.4.1, but described from a statistical perspective.

Example 32.5.1 Consider once more a mole of Helium gas with states $\rho_X = \frac{\pi}{\Omega_{\text{micro}}(U,V)}$ and $\rho_Z = \frac{\pi}{\Omega_{\text{micro}}(2U,2^{-3/2}V)}$. Now assume again that these states are used to encode information (they may for instance encode bit values 0 and 1 respectively) and that they are produced as the output of a computation that we know to yield either $\rho_X$ or $\rho_Z$ with probabilities $p$ and $(1 - p)$ respectively. We describe the output state of this computation as $p\rho_X + (1 - p)\rho_Z$, which cannot be transformed into $\rho_X$ (or $\rho_Z$) with an adiabatic operation. However, when considering error-tolerant adiabatic processes, an error-probability of $\epsilon = \frac{1}{2}$ is sufficient to enable a transformation from $p\rho_X + (1 - p)\rho_Z$ to $\rho_X$ for any $p$ (as $p\rho_X + (1 - p)\rho_Z \preceq_{\text{M}} \rho_X$). More generally, the required error probability to achieve this transformation is $\epsilon = \min\{p, 1 - p\}$. For smaller $\epsilon$ additional resources would be required to recover $\rho_X$, which can be seen as an example of the resource-error tradeoff.

In the following we derive the quantities $S^-_\epsilon$ and $S^+_\epsilon$ that provide necessary conditions as well as sufficient conditions for the existence of smooth adiabatic operations between different states according to Proposition 32.4.1.

Proposition 32.5.1 The resource theory of smooth adiabatic operations with state space $\Gamma = S(\mathcal{H})$ and with composition of states defined as their tensor product obeys Axioms (A1) to (A4). The meter system $\Gamma_D$ defined by (32.19) is suitable for measuring systems with a state space $\Gamma = S(\mathcal{H})$. With reference state $\rho_{\text{ref}} = |0\rangle\langle 0| \in S(\mathcal{H})$, we obtain

$$S^-_\epsilon(\rho) = H_{\text{min}}^\epsilon(\rho)$$
$$S^+_\epsilon(\rho) = H_{\text{max}}^{1-\epsilon}(\rho) + \log_2(1 - \epsilon),$$

where

$$H_{\text{min}}^\epsilon(\rho) = \sup_{\rho' \in S(\rho)} H_{\text{min}}(\rho')$$
$$H_{\text{max}}^{1-\epsilon}(\rho) = \log \inf \left\{ \frac{1}{1 - \epsilon} \text{tr}(Q) : \text{tr}(Q\rho) \geq 1 - \epsilon \text{ and } 0 \leq Q \leq 1 \right\}.$$

This is shown by means of Proposition 7.2.7, Lemma 7.3.12 and Proposition 7.3.13 in [32]. $H_{\text{min}}^\epsilon$ is known as a smooth min entropy and $H_{\text{max}}^{1-\epsilon}$ as a smooth max entropy in single-shot information theory [33]. Note further that for $\epsilon = 0$ we recover the quantities $S_-$ and $S_+$ from Proposition 32.3.2.

Alternatively, we may consider other meter systems that are less fine-grained. An example is a meter system that consists of a number of small systems in two possible states, one of which is a resource state. The number of such resource states that is consumed (or gained) in the construction or destruction of a particular state is then a measure for the resourcefulness of that state. This type of meter system is also known as a battery in the literature, going back to ideas of Bennett [45].
Example 32.5.2 Take the meter system to be an arbitrarily large collection of qubits that can each be either in a pure state $\rho = |0\rangle\langle 0|$ or in a maximally mixed state $\rho = \frac{1}{2}$. Thus, the spectrum of such a meter state $\chi_\lambda \in \Gamma_\Lambda$ can be written as a step function

$$f_{\chi_\lambda}(x) = \begin{cases} 2^{-\lambda} & x \leq 2^\lambda, \\ 0 & 2^\lambda < x \leq \dim(S), \end{cases} \quad (32.24)$$

where $\lambda \in \mathbb{Z}_{\geq 0}$ and $\dim(S)$ is the dimension of the Hilbert space $\chi_\lambda$ acts on. Compared to the previously considered one, this meter system leads to coarse-grained entropy measures that can only take integer values. More precisely, it leads to

$$S_{\epsilon}^- (\rho) = \lfloor H_{\min}^\epsilon (\rho) \rfloor \quad (32.25)$$

$$S_{\epsilon}^+ (\rho) = \lceil H_{1-\epsilon}^1 (\rho) + \log_2 (1 - \epsilon) \rceil. \quad (32.26)$$

With this meter system, larger classes of states $\rho$ yield the same $S_{\epsilon}^- (\rho)$ (and similar for $S_{\epsilon}^+ (\rho)$), i.e., the meter system is not fine-grained enough to distinguish them. For a qubit in a state $\rho$, for instance, $S_{\epsilon}^- (\rho) = 0$ for all $\rho$ with $\frac{1}{2} < \lambda_{\max}(\rho) - \epsilon < 1$, where $\lambda_{\max}(\rho)$ is the larger eigenvalue of $\rho$.

Our framework also exhibits the phenomenon of embezzling, which is known from various resource theories [46–48]. We define a catalytic transformation as one that can be achieved with any catalyst. For instance, there is a catalytic smooth adiabatic process from a state $\rho$ to $\sigma$, denoted as $\rho \prec_{\text{cat}}^\epsilon \sigma$, if and only if there exists a catalyst $\rho_{\text{cat}}$ (a state on a finite dimensional Hilbert space) such that $\rho \otimes \rho_{\text{cat}} \prec_{M}^\epsilon \sigma \otimes \rho_{\text{cat}}$. In principle, by suitably engineering $\rho_{\text{cat}}$ (allowing it to be an arbitrarily large system) we can achieve a transformation between any states $\rho$ and $\sigma$. To show this, it is sufficient to consider transformations on the meter systems. It turns out that, provided the tolerated error probability $\epsilon$ is strictly positive, any transformation on the meter system is enabled by a suitable catalyst [32].

Proposition 32.5.2 For any meter state $\chi_\lambda \in \Gamma_\Lambda$ and for any $\epsilon > 0$ we can find a quantum state $\rho_{\text{cat}}$ such that

$$\chi_\lambda \prec_{\text{cat}}^\epsilon \chi_0. \quad (32.27)$$

Figure 32.1 illustrates how a corresponding catalyst can be engineered. Notice that since $\lambda > 0$ for all meter states (recall (32.19)) and according to (M3), $\chi_0$ is the most valuable meter state in the resource theory from which all others can be generated with an adiabatic process.

That catalysts can enable any transformations may sound counter-intuitive at first. It is a phenomenon that, nonetheless, naturally occurs in experiments. Consider for instance an experiment in a laboratory, where we aim to excite an atom to a higher energetic state. The light present in the laboratory can be viewed as a large catalyst, that, if the atom is not properly isolated from it, may cause this transition without us perceiving any change in the laboratory’s state. The part of this catalyst that is relevant for the transition is the light around a certain frequency, which we can model.
as a distribution over the number of photons at the corresponding energy, expressing our knowledge of the probability that $n$ photons of (approximately) that frequency are present. The absorption of one of these photons is enough to cause the transition, however, it changes our description of the catalyst only marginally (also without a supply of new photons).

If we were to impose restrictions on the type of system that can be used as a catalyst, for instance if in an experimental setup a system of a certain size is present, the processes the system could enable when considered as a catalyst would be more restrictive. This is illustrated with the following toy example.

**Example 32.5.3** Assume that we want to make the transformation $\frac{1}{2} \prec_{\text{cat}} |0\rangle\langle 0|$ and that we have only one additional qubit as a catalyst at our disposal. Let this qubit be $\rho$ with spectrum $(p, 1 - p)$ where $p \geq \frac{1}{2}$. According to the majorisation condition, $\rho$ can be used as a catalyst that enables the transformation of $\frac{1}{2}$ to $|0\rangle\langle 0|$, if $\frac{1}{2} p \leq \epsilon$ and $1 - p \leq \epsilon$. Hence, if $\epsilon < \frac{1}{3}$, a qubit catalyst is not sufficient.

The size of the catalyst $\rho$ that is needed to enable a transformation $\chi_{\lambda_1} \prec_{\text{cat}} \chi_{\lambda_2}$ where $\lambda_2 < \lambda_1$ is bounded by means of the following necessary condition for such a transformation: for $\epsilon \text{ rank}(\rho) < 1$, $\lambda_1 - \lambda_2 \leq - \log_2 (1 - \epsilon \text{ rank}(\rho))$. \hspace{1cm} (32.28)

---

10We aim to achieve the transformation $\rho \otimes \frac{1}{2} \prec_{\text{M}} \rho \otimes |0\rangle\langle 0|$, where the ordered spectra of the two states are $(\frac{p}{2}, \frac{1-p}{2}, \frac{1-p}{2})$ and $(p, 1 - p, 0, 0)$.

11The largest eigenvalues of $\rho \otimes \chi_{\lambda_1}$ and $\rho \otimes \chi_{\lambda_2}$ are $p 2^{-\lambda_1}$ and $p 2^{-\lambda_2}$ respectively, where $p$ is the maximal eigenvalue of $\rho$. Up to $2^{\lambda_2}$, the sums of the eigenvalues of the two states are $p 2^{\lambda_2 - \lambda_1}$ and $p$ respectively, thus the transition is only possible if $p 2^{\lambda_2 - \lambda_1} \geq p - \epsilon$. 

---

**Fig. 32.1** A transformation $\chi_{\lambda} \prec_{\text{cat}} \chi_0$ is achieved with a catalyst $\rho_{\text{cat}}$ with eigenvalues $\lambda_i(\rho_{\text{cat}}) = \frac{m_i}{m-1}$, where $m = 2^\lambda$ and where $i$ ranges from 1 to the to the maximal value that leaves $\rho_{\text{cat}}$ normalised (and where the last eigenvalue may be smaller than prescribed so that normalisation is achieved). On the left hand side we show the spectrum of $\chi_{\lambda} \otimes \rho_{\text{cat}}$ and on the right hand side that of $\chi_0 \otimes \rho_{\text{cat}}$. They differ in the first eigenvalue (and in the last few, which is not visible in the plots), giving an overall trace distance of $\epsilon$. 

---
For any given transformation on the meter system (i.e., for fixed $\lambda_1 > \lambda_2$) this bound on the minimal catalyst size increases with decreasing error-tolerance $\epsilon$. The bound also shows that in the special case $\epsilon = 0$ no transition with $\lambda_1 > \lambda_2$ is possible.

Our axiomatic approach has the flexibility needed to describe different error types. We illustrate this in the following with the example of probabilistic transformations from [25]. A probabilistic transformation, $\mathcal{E}$, from a state $\rho \in S(H)$ to a state $\sigma \in S(H)$ with error probability $\epsilon$, is

$$\rho \rightarrow \mathcal{E}(\rho) = (1 - \epsilon)\sigma + \epsilon \xi,$$  \hspace{1cm} (32.29)

where $\xi$ is an arbitrary state. This expresses that the process, which aims to transform $\rho$ to $\sigma$, succeeds with probability $1 - \epsilon$, whereas with probability $\epsilon$ any output can be produced.

**Definition 32.5.2** The resource theory of probabilistic adiabatic operations is characterised by the order relations $\{<^p_\epsilon\}_\epsilon$, where for $\rho, \sigma \in S(H)$, $\rho <^p_\epsilon \sigma$ if and only if $\exists \xi \in S(H)$ such that $\rho <^M (1 - \epsilon)\sigma + \epsilon \xi$.

Probabilistic adiabatic transformations are characterised by $S^-_\epsilon$ and $S^+_\epsilon$ given in the following proposition, which provide necessary conditions and sufficient conditions for state transformations with such processes (according to Proposition 32.4.1).

**Proposition 32.5.3** Probabilistic adiabatic transformations on a state space $\Gamma = S(H)$, where composition of states is defined as their tensor product, obey Axioms (A1) to (A4). The meter system $\Gamma_\Lambda$ defined by (32.19) is suitable for measuring systems with a state space $\Gamma = S(H)$. With reference state $\rho_{ref} = |0\rangle\langle 0|$ $\in S(H)$, we obtain

$$S^-_\epsilon(\rho) = H_{\min}(\rho) + \log_2(1 - \epsilon) \hspace{1cm} (32.30)$$
$$S^+_\epsilon(\rho) = H_0(\rho) \hspace{1cm} (32.31)$$

This has been proven as Lemma 7.4.1 and Proposition 7.4.2 in [32]. We remark here that $\rho <^p_\epsilon \sigma$ and $\sigma <^\delta_\epsilon \omega$ imply $\rho <^p_{\epsilon + \delta - \epsilon \delta} \omega$, which for $\epsilon, \delta \neq 0$ is a strictly smaller error than the axiomatically required $\epsilon + \delta$.

The existence of a probabilistic adiabatic transformation from a state $\rho$ to a state $\sigma$ implies that there is also a smooth adiabatic transformation from $\rho$ to $\sigma$, hence the state transformations enabled by adiabatic probabilistic transformations are a subset of the smooth adiabatic ones. We can see this by considering the output state of a probabilistic adiabatic process (see Definition 32.5.2), which obeys

$$D(\sigma, (1 - \epsilon)\sigma + \epsilon \xi) = \epsilon D(\sigma, \xi) \leq \epsilon \hspace{1cm} (32.32)$$

because the trace distance of two states $\sigma$ and $\xi$ is bounded by 1. The converse statement is not true. This can be seen by considering the states $\rho = \frac{1}{2}|0\rangle\langle 0| + \frac{1}{2}|1\rangle\langle 1|$ and $\sigma = \frac{3}{4}|0\rangle\langle 0| + \frac{1}{4}|1\rangle\langle 1|$. For an error-tolerance of $\epsilon = \frac{1}{4}$ there is a smooth adiabatic
operation from $\rho$ to $\sigma$, since $\rho \prec_{M}^{1/4} \sigma$, but there is no corresponding probabilistic adiabatic process, $\rho \not\prec_{P}^{1/4} \sigma$. Instead, an error-tolerance of (at least) $\epsilon = \frac{1}{3}$ would be needed in the latter case.

### 32.6 Axiomatic Emergence of Macroscopic Thermodynamics

In the limit of large systems our error-tolerant framework leads to the emergence of an effective order relation that is characterised by a single entropic quantity for thermodynamic equilibrium states, as we shall explain in the following. Even though our considerations in this and the subsequent section are based on insights from Chap. 8 of [32], we take a slightly different approach here, where macroscopic states depend on a continuous parameter.

We first define the elements of a macroscopic state space as functions of a continuous parameter $n \in \mathbb{R}_{\geq 0}$ that maps each $n$ to a state $X(n) \in \Gamma(n)$, i.e., to a state in a state space $\Gamma(n)$. The set of all such macroscopic states is

$$\Gamma_{\infty} = \left\{ X_{\infty} \middle| X_{\infty} : \mathbb{R}_{\geq 0} \rightarrow \bigcup_{n} \Gamma(n) \quad n \mapsto X(n) \in \Gamma(n) \right\}. \quad (32.33)$$

One may think of $n$ as encoding the amount of substance in a system (and the fact that it can take any value in a continuum corresponds to the usual approximation made in macroscopic thermodynamics). The states $X_{\infty}$ that intuitively describe a physical system are those for which $X(n')$ is the state of a subsystem of $X(n)$ for all $n' \leq n$. Among them, the equilibrium states are those whose macroscopic properties scale linearly with the parameter $n$. Thinking for instance of the state of a gas in a box, a function that characterises such an equilibrium state is $X_{\infty}$ such that $X(n) = (nU, nV, nN)$ for all $n \in \mathbb{R}_{\geq 0}$, where $nU$ is the internal energy, $nV$ the volume and $nN$ the matter content of a system. In order to introduce these intuitive notions into the formalism, we require a little more terminology and another axiom, which may be added to any error-tolerant resource theory.

(A5) Let $\Gamma$ be the state space of the resource theory and $\Gamma_{\lambda}$ a meter system. Then there exists a state $Z \in \Gamma_{\lambda}$ that for any $X, Y \in \Gamma$ obeys

$$X \prec_{\epsilon} Y \iff (X, Z) \prec_{\epsilon} (Y, Z) \quad (32.34)$$

and that for any meter states $\chi_{\lambda_{1}}, \chi_{\lambda_{2}} \in \Gamma_{\lambda}$ obeys\(^{12}\)

$$\chi_{\lambda_{1}} \prec_{\epsilon} \chi_{\lambda_{2}} \iff (\chi_{\lambda_{1}}, Z) \prec_{\epsilon} (\chi_{\lambda_{2}}, Z). \quad (32.35)$$

\(^{12}\)This condition is independent of (32.34) only if $\Gamma_{\lambda} \not\subseteq \Gamma$; if $\Gamma_{\lambda}$ is chosen such that $\Gamma_{\lambda} \subseteq \Gamma$ it is implied by (32.34).
The axiom encodes the requirement that a system should have at least one state that cannot be used as a catalyst with respect to the resource theory. It is conceivable that a ground state of a system should generally have this property. Taking a statistical viewpoint, there are usually many such states. For example, in the quantum resource theories considered before, the maximally mixed state for adiabatic processes (and the meter states in $\Gamma_1/\Lambda_1$) and the Gibbs states for thermal operations have this property.

From now on, whenever (A5) holds, we choose the reference state on the system, $X_{\text{ref}} \in \Gamma$ (recall Definition 32.4.1), such that it has this property. This choice fixes the zero of the entropic quantities we shall consider below. We then define the following subset of $\Gamma_1$,

$$\Gamma_M = \{ \tau_\lambda \in \Gamma \mid S^0_\mu(\tau_\lambda) = S^0_\mu(\tau_\lambda) = \lambda \} \subseteq \Gamma.$$  (32.36)

From our choice of $X_{\text{ref}}$, it is easy to see that the set $\Gamma_M$ contains at least this state, which obeys $S^0_\mu(X_{\text{ref}}) = S^0_\mu(X_{\text{ref}}) = 0$, i.e., $\tau_0 = X_{\text{ref}}$. The label $M$ stands for meter, as the states $\tau_\lambda \in \Gamma_M$ behave like meter states, i.e., they obey Axioms (M1) to (M4). 13

Macroscopic states made up of states $\tau_\lambda \in \Gamma_M(n)$ are denoted as $\tau_\lambda \in \Gamma_M$. On $\Gamma_\infty$, we introduce an effective macroscopic order relation $\prec_\infty$: we write $X_\infty \prec_\infty Y_\infty$ if for any $\epsilon > 0$ there exists $n_0$ such that for all $n \geq n_0$, $X(n) \prec_\epsilon Y(n)$.

Intuitively, equilibrium states have the property that their behaviour with respect to $\prec_\infty$ is essentially characterised by a single quantity which we call $\lambda_{X_\infty}$, i.e., an equilibrium state $X_\infty$ should essentially be interconvertible with a meter state that is characterised by this parameter in the sense that $X(n)$ is roughly interconvertible with a $\tau_{n\lambda_{X_\infty}}$. The relation of equilibrium states to such macroscopic meter states concerns only their (approximate) behaviour, but they do not have to be meter states themselves (as opposed to \[8\]).

**Definition 32.6.1** $X_\infty$ is a thermodynamic equilibrium state if there exists $\lambda_{X_\infty}$ such that for any $\delta > 0$ there exist meter states $\tau_{\lambda_{X_\infty}^-}, \tau_{\lambda_{X_\infty}^+} \in \Gamma_\infty$ such that

$$\tau_{\lambda_{X_\infty}^-} \prec_\infty X_\infty \prec_\infty \tau_{\lambda_{X_\infty}^+}$$  (32.37)

and such that the parameters of the meter states $\lambda_{n^-}$ and $\lambda_{n^+}$ obey $\lambda_{n^-} \geq n(\lambda_{X_\infty} - \delta)$ and $\lambda_{n^+} \leq n(\lambda_{X_\infty} + \delta)$ for large enough $n$ respectively. The set of all thermodynamic equilibrium states is denoted $\Gamma_\infty$.

Thermodynamic equilibrium states are essentially characterised by a single entropic quantity, as shown with the following assertion that is based on Proposition 8.1.3 in [32].

**Proposition 32.6.1** Let there be an error-tolerant resource theory on state spaces $\Gamma(n)$ that obeys Axioms (A1) to (A4) and Axiom (A5) and let there be a suitable meter system on each of them. Furthermore, let $X_\infty \in \Gamma_\infty$ be a thermodynamic equilibrium state. Then, for any $0 < \epsilon < 1$,
\[ S_\infty(X_\infty) = \lim_{n \to \infty} \frac{S^\epsilon(X(n))}{n} = \lim_{n \to \infty} \frac{S^\epsilon(X(n))}{n} = \lambda_{X_\infty}. \] (32.38)

**Corollary 32.6.1** Consider states \( X \in \Gamma \) and macroscopic states \( X_\infty \in \Gamma_\infty \), where \( X(n) = (X, \ldots, X) \) is the composition of \( [n] \) copies of \( X \) for each \( n \). If all such states \( X_\infty \) obey the requirements of Proposition 32.6.1, i.e., if the \( X(n) \) obey all axioms (including the consideration of suitable meter systems) and the \( X_\infty \) are thermodynamic equilibrium states, then

\[ S^0(X) \leq S_\infty(X_\infty) \leq S^0_+(X). \] (32.39)

The following shows how \( S_\infty \) is the quantity that generally provides necessary and sufficient conditions for state transformations in the macroscopic regime. It is based on Proposition 8.1.5 of [32].

**Proposition 32.6.2** Let there be an error-tolerant resource theory on state spaces \( \Gamma(n) \) that obeys Axioms (A1) to (A4) and Axiom (A5) and let there be a suitable meter system on each of them. Furthermore, let \( X_\infty, Y_\infty \in \Gamma_\infty \) be thermodynamic equilibrium states. Then, for any \( \delta > 0 \),

\[ S_\infty(X_\infty) + \delta \leq S_\infty(Y_\infty) \Rightarrow X_\infty \prec_\infty Y_\infty. \] (32.40)

Furthermore, the converse holds for \( \delta = 0 \). More generally, if for some \( 0 < \epsilon < 1 \), there exists an \( n_0 \) such that for all \( n \geq n_0 \), the relation \( X(n) \prec^\epsilon Y(n) \) holds, then

\[ S_\infty(X_\infty) \leq S_\infty(Y_\infty). \] (32.41)

The proposition thus guarantees that \( S_\infty \) is monotonic with respect to \( \prec_\infty \) and that \( S_\infty(X_\infty) < S_\infty(Y_\infty) \) implies \( X_\infty \prec_\infty Y_\infty \). The macroscopic transformations according to \( \prec_\infty \) are fully characterised by a necessary and sufficient condition in terms of \( S_\infty \) (except for pairs of states where \( S_\infty(X_\infty) = S_\infty(Y_\infty) \)).

The relation \( \prec_\infty \) establishes the connection to the structure of traditional resource theories [1–3, 36, 37] and (with appropriate composition and scaling operations) to the resource theories for macroscopic equilibrium thermodynamics [4–6]. We will show this in the following. Let us define the composition of macroscopic states as

\[ \Gamma_\infty \times \Gamma'_\infty = \left\{ (X_\infty, Y_\infty) : \mathbb{R}_{\geq 0} \to \bigcup_n \Gamma(n) \times \Gamma'(n) \right\}. \] (32.42)

The scaling with a parameter \( \alpha \in \mathbb{R}_{\geq 0} \) leads to a state space \( \alpha \Gamma_\infty \), obtained by scaling the parameter \( n \). More precisely, a state \( \tilde{X}_\infty = \alpha X_\infty \in \alpha \Gamma_\infty \) is obtained from \( X_\infty \in \Gamma_\infty \) as the function that maps \( n \) to \( \tilde{X}(n) = \alpha X(n) \). With these operations, \( \prec_\infty \) obeys Axioms (E1)–(E4), which follows directly from the definitions. In addition, \( S_\infty \) is extensive in the scaling and additive under composition, as stipulated for a thermodynamic entropy function. To see this, let there be an equilibrium state \( X_\infty \),

meaning that for any $\delta > 0$ and $\epsilon > 0$ there is a $n_0$ such that for $n \geq n_0$,

$$\tau_{\lambda^-_n} \prec^\epsilon X(n) \prec^\epsilon \tau_{\lambda^+_n}$$

(32.43)

with $\lambda^-_n \geq n(\lambda_{X_\infty} - \delta)$ and $\lambda^+_n \leq n(\lambda_{X_\infty} + \delta)$. This implies that for $\alpha n \geq n_0$ also

$$\tau_{\lambda^-_{\alpha n}} \prec^\epsilon X(\alpha n) \prec^\epsilon \tau_{\lambda^+_{\alpha n}},$$

(32.44)

which in turn implies that $\alpha X_\infty$ is an equilibrium state with $S_\infty(\alpha X_\infty) = \lambda_{\alpha X_\infty} = \alpha \lambda_{X_\infty}$ (and similarly $S_\infty((1 - \alpha)X_\infty) = \lambda_{(1 - \alpha)X_\infty} = (1 - \alpha) \cdot \lambda_{X_\infty}$). The additivity under composition follows since the states $\tau_\lambda$ obey (M2). From this it also follows that for $0 < \alpha < 1$, $S_\infty(X_\infty) = S_\infty((\alpha X_\infty, (1 - \alpha)X_\infty))$.14

### 32.7 Emergence of Macroscopicity in the Statistical Approach

To identify the thermodynamic equilibrium states with respect to adiabatic processes, let us first consider the set $\Gamma_M$ defined in (32.36), which is the set of all states $\rho \in S(\mathcal{H})$ that obey $H_{\min}(\rho) = H_0(\rho)$ (see Proposition 32.3.2). Hence, $\Gamma_M$ is the set of all states that obey $\lambda_{\max}(\rho) = \frac{1}{\text{rank}(\rho)}$, where $\lambda_{\max}(\rho)$ denotes the maximal eigenvalue of $\rho$. These are the sharp states.

A class of thermodynamic equilibrium states with respect to the smooth adiabatic operations (and using the meter $\Gamma_\Lambda$) are the microcanonical states,

$$\Gamma^\infty_{\text{micro}} = \left\{ \rho_\infty \mid \rho_\infty \colon \mathbb{R}_{\geq 0} \to \bigcup_n \Gamma(n) \quad n \mapsto \rho(n) = \frac{\Pi_{\Omega_{\text{micro}}(n\cup,v,n)} \Omega_{\text{micro}}(n\cup,v,n)}{\Omega_{\text{micro}}(n\cup,v,n)} \right\},$$

(32.45)

where $\Omega_{\text{micro}}$ is the microcanonical partition function and $\Pi_{\Omega_{\text{micro}}}$ is the projector onto its subspace. For a microcanonical state $\rho_\infty \in \Gamma^\infty_{\text{micro}}$, $S_\infty$ is the entropy per particle known from statistical mechanics, $S_\infty(\rho_\infty) = \lambda_{\rho_\infty} = \log_2(\Omega_{\text{micro}}(U, V, 1))$.

In the following, we show that the so-called i.i.d. states are also a class of thermodynamic equilibrium states with respect to smooth adiabatic operations. The proposition is based on Lemma 8.2.1 from [32].

**Proposition 32.7.1** For smooth adiabatic operations on quantum states with state space $\Gamma = S(\mathcal{H})$ and the meter system $\Gamma_\Lambda$,

$$\Gamma^\infty_{\text{i.i.d.}} = \left\{ \rho_\infty \mid \rho_\infty : \mathbb{R}_{\geq 0} \to \bigcup_n \Gamma^{\otimes [n]} \quad n \mapsto \rho(n) = \rho^{\otimes [n]} \right\}$$

(32.46)

---

14 Axiom (E5) is, however, not implied by this.
is a set of equilibrium states. Furthermore, \( \lambda_{\rho_\infty} = H(\rho) \) is the von Neumann entropy \( H(\rho) = -\text{tr}(\rho \log_2 \rho) \).

This agrees with previous results regarding the asymptotic equipartition property for i.i.d. states \[49\], which recover the von Neumann entropy as the relevant quantity in the macroscopic regime.\(^{15}\) Note that Corollary 32.6.1 implies that thus \( S_0(\rho) \geq S_0(\rho) \) for all \( \rho \in S(H) \) (which we know to be true for \( H_{\min}(\rho) \) and \( H_{0}(\rho) \)).

Notice that with respect to probabilistic adiabatic transformations, the set of i.i.d. states, \( \Gamma_{\text{i.i.d.}}^\infty \), is not a set of thermodynamic equilibrium states according to Definition 32.6.1. To see this, let \( \epsilon \leq \frac{1}{4} \), let \( \delta = \frac{1}{100} \) and take a state \( \rho = \frac{3}{4} |0\rangle\langle 0| + \frac{1}{4} |1\rangle\langle 1| \). Then \( \rho^{\otimes n} \) has a maximal eigenvalue \( \lambda_{\max}(\rho^{\otimes n}) = \left(\frac{3}{4}\right)^n \) and its rank is \( \text{rank}(\rho^{\otimes n}) = 2^n \). Now consider \( \tau_{\lambda_{\min}} \prec_p^\epsilon \rho^{\otimes n} \) and \( \rho^{\otimes n} \prec_p^\epsilon \tau_{\lambda_{\max}^+} \), i.e.,

\[
\tau_{\lambda_{\min}} \to (1 - \epsilon)\rho^{\otimes n} + \epsilon \xi_1 \tag{32.47}
\]
\[
\rho^{\otimes n} \to (1 - \epsilon)\tau_{\lambda_{\max}^+} + \epsilon \xi_2. \tag{32.48}
\]

For there to be such transformations, the necessary conditions \( \lambda_{\min}^- \leq n \log_2 \left(\frac{4}{3}\right) - \log_2 (1 - \epsilon) \) and \( \lambda_{\max}^+ \geq n \log_2 (2) \) have to be met,\(^{16}\) which imply that \( \lambda_{\max}^+ - \lambda_{\min}^- \geq n \log_2 \left(\frac{3}{2}\right) + \log_2 (1 - \epsilon) > 2n\delta \).

### 32.8 Conclusion

In this chapter, we have presented a unified axiomatic framework for thermodynamics. The phenomenological viewpoint taken to describe the transformations of thermodynamic systems in the axiomatic setting is complemented with microscopic models of these processes, leading to explicit entropic quantities that characterise state transformations. The connection between adiabatic processes according to Lieb and Yngvason and their analogue in the statistical approach is of conceptual interest, since it also connects entropy measures from information theory to their thermodynamic counterparts. It extends the well-known link between entropy in statistical physics and information theory \[41, 42\] (which are both based on microscopic descriptions of systems) to phenomenological thermodynamics.

Considering approximations and errors is necessary for the theoretical treatment of thermodynamics, even if these errors are so small that we do not usually notice them. The structure of our error-tolerant framework deviates from that of resource theories without this feature (including the latter as a zero-error case). The operationally significant quantities for characterising transformations under smooth adiabatic operations (the error-tolerant versions of adiabatic processes) are the smooth

\(^{15}\)In \[49\] the max entropy \( H_{0}^{\text{max}} \) instead of \( H_{\text{H}}^{1-\epsilon} \) is considered, however, the relation has also been proven for the latter \[33\].

\(^{16}\)This follows as the state \( \tau_{\lambda_{\min}} \) has to be chosen such that it majorises \( (1 - \epsilon)\rho^{\otimes n} \). Furthermore, \( \rho^{\otimes n} \) has to majorise \( (1 - \epsilon)\tau_{\lambda_{\max}^+} \), hence its rank has to be smaller than that of \( \tau_{\lambda_{\max}^+} \).
min and max entropies from the generalised entropy framework [33] (cf. Proposition 32.5.1). The emergence of macroscopic thermodynamics from our error-tolerant framework furthermore establishes the latter as a natural underlying structure. We recover the von Neumann entropy (for i.i.d. states) and the Boltzmann entropy (for microcanonical states) as the quantities that specify the existence of state transformations in the macroscopic regime.

Our error-tolerant axiomatic framework applies to systems of any size, including very small systems. By introducing entropy meters without a continuous parameter we furthermore provide an axiomatic basis for describing the thermodynamics of small systems without referring to large meter systems in order to specify their properties. In fact, the meter system could be of a size comparable to that of the (small) system of interest (which is usually accompanied with limitations in the precision).

Due to the axiomatic nature of our error-tolerant framework, it can also be applied to other resource theories. In particular, some preliminary work suggests that a resource theory of smooth thermal operations [28] also obeys our axioms. This implies that we can consider this resource theory in the same manner as the adiabatic processes and derive corresponding quantities $S_\epsilon^-$ and $S_\epsilon^+$, which will be quantities that generalise the free energy. Whether our framework is naturally applicable beyond the realm of thermodynamics, for instance to the resource theory of asymmetry [50], remains an interesting open question.

So far, our axiomatic framework lacks the ability to describe situations where quantum side information about a system is accessible. It is known that this can lead to new types of phenomena such as a negative work cost for erasure [51]. The quantities that characterise the existence of state transformations in such cases would likely correspond to conditional entropies as known from information theory. An axiomatic framework that takes quantum side information into account would hence provide an axiomatic foundation for these entropies, paired with an operational meaning.
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33.1 Introduction

Thermodynamics, being one of the most basic foundations of modern science, not only plays an important role in modern technologies, but also provides basic understanding of the vast range of natural phenomena. Initially, it was phenomenologically developed to address the issues related to heat engines, i.e., the question on how, and to what extent, heat could be converted into work. But, with the developments of statistical mechanics, relativity and quantum mechanics, thermodynamics has attained quite a formal and mathematically rigorous form [1] along with its fundamental laws. It plays important roles in understanding relativistic phenomena in astrophysics and cosmology, in microscopic systems with quantum effects, or in complex systems in biology and chemistry.

The inter-relation between information and thermodynamics [2] has been studied in the context of Maxwell’s demon [3–6], Szilard’s engine [7], and Landauer’s principle [8–12]. The classical and quantum information theoretic approaches help us to explain thermodynamics for small systems [13–15]. Recently, information theory has played an important role to explore thermodynamics with inter-system and system-bath correlations [16–18], equilibration processes [19–22], and foundational aspects.
Inspired by information theory, a resource theoretic framework for thermodynamics [24] has been developed, which can reproduce standard thermodynamics in the asymptotic (or thermodynamic) limit. For small systems or in the finite copy limit (also known as one-shot limit), it reveals that the laws of thermodynamics require modifications to dictate the transformations on the quantum level [25–33].

In the following, we make an axiomatic construction of thermodynamics by elaborating on the inter-relations between information and thermodynamics, and identify the “information conservation”, measured by the von Neumann entropy, as the crucial underlying property for that. This has been formulated recently in [34]. We introduce the notion of bound energy, which is the amount of energy locked in a system that cannot be accessed (extracted) given a set of allowed operations. We recover standard thermodynamics as a special case, by assuming (i) global entropy preserving (EP) operations as the set of allowed operations and (ii) infinitely large thermal baths initially uncorrelated from the system.

All fundamental physical theories share a common property, that is information conservation. It implies that the underlying dynamics deterministically and bijectively map the set of possible configurations of a system between any two instants of time. A non-deterministic feature, in a classical world, appears due to ignorance of some degree of freedoms, leading to an apparent information loss. In contrast, this loss of information could be intrinsic in quantum mechanics, and occurs in measurement processes and in presence of non-local correlations [35]. The set of entropy preserving operations is larger than the set of unitary operations in the sense that they conserve entropy (coarse-grained information) but not the probabilities (fine-grained information). This is why we refer coarse-grained information conservation. Both coarse-grained and fine-grained information conservation become equivalent (see Sect. 33.2) in the asymptotic limit. Note that unitaries are the only linear operations that are entropy preserving for all states [36]. Except few specific example, To what extent a general coarse-grained information conserving operations can be implemented in the single-copy limit is yet to be understood.

Note that an alternative approach to tackle thermodynamics for finite quantum systems relies fluctuation theorems. The second law is obtained there as a consequence of reversible transformations on initially thermal states or states with a well defined temperature [37–39]. In contrast, the aim of our work is instead to generalize thermodynamics, that is valid for arbitrary environments, irrespective of being thermal, or considerably larger than the system. This is illustrated in the table below. Our formalism, which treats systems and environments on equal footing, results in a “temperature”-independent formulation of thermodynamics.

<table>
<thead>
<tr>
<th></th>
<th>Unitaries (fine-grained IC*)</th>
<th>EP operations (coarse-grained IC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large thermal bath</td>
<td>Resource theory of Thermo-</td>
<td>Standard Thermodynamics</td>
</tr>
<tr>
<td></td>
<td>dynamiess</td>
<td></td>
</tr>
<tr>
<td>Arbitrary environment</td>
<td>?</td>
<td>Our formalism</td>
</tr>
</tbody>
</table>

*IC: Information Conservation
This “temperature”-independent thermodynamics is essential in contexts where the environment and the system are comparable in size, or the environment simply not being thermal. In the real experimental situations, environments are not necessarily thermal, but can even possess quantum properties, like coherence or correlations.

The entropy preserving operations allow us to represent all the states and thermodynamic processes in a simple energy-entropy diagram. It shows that all the states with equal energies and entropies thermodynamically equivalent. We give a diagrammatic representation for heat, work and other thermodynamic quantities, and exploit a geometric approach to understand their transformation under thermodynamics processes. This could enable us to reproduce several results in the literature, for example resource theory of work and heat in [40], and also to extend thermodynamics involving multiple conserved quantities[34] in terms of generalized Gibbs ensembles.

33.2 Entropy Preserving Operations, Entropic Equivalence
Class and Intrinsic Temperature

We consider entropy preserving (EP) operations that arbitrarily change an initial state \( \rho \) without changing its entropy

\[
\rho \rightarrow \sigma \quad : \quad S(\rho) = S(\sigma),
\]

where \( S(\rho) := -\text{Tr}(\rho \log \rho) \) is the von Neumann entropy. Sometime we denote these operations as iso-informatic operations as well. Note, in general, these operations are not linear operations, i.e., an operation that acts on \( \rho \) and produces a state with the same entropy, not necessarily preserves entropy when acting on other states. As was shown in Ref. [36], a quantum channel \( \Lambda(\cdot) \) that preserves entropy as well as linearity, i.e. \( \Lambda(p \rho_1 + (1-p) \rho_2) = p \Lambda(\rho_1) + (1-p) \Lambda(\rho_2) \), has to be unitary.

Given any two states \( \rho \) and \( \sigma \) with \( S(\rho) = S(\sigma) \), and an ancillary system \( \eta \) of \( O(\sqrt{n \log n}) \) qubits, there exists a global unitary \( U \) such that [40]

\[
\lim_{n \to \infty} \| \text{Tr}_{\text{anc}} (U \rho^\otimes n \otimes \eta U^\dagger) - \sigma^\otimes n \|_1 = 0,
\]

(33.1)

where the partial trace is performed on the ancillary system and \( \| \cdot \|_1 \) is the one-norm. The reverse statement is also true, i.e. if two states respect Eq. (33.1), then they also have equal entropies.

For thermodynamics, it is important to restrict entropy preserving operations that are also be energy preserving. These operations can also be implemented. In Theorem 1 of Ref. [40], it is shown that if two states \( \rho \) and \( \sigma \) have equal entropies and energies, i.e. \( (S(\rho) = S(\sigma) \) and \( E(\rho) = E(\sigma) \), then there exists energy preserving \( U \) and an additional ancillary system \( A \) in some state \( \eta \) with \( O(\sqrt{n \log n}) \) of qubits and Hamiltonian \( \| H_A \| \leq O(n^{2/3}) \), for which (33.1) is fulfilled. Note, in the large \( n \) limit, the amount of energy and entropy of the ancillary system per copy vanishes.
Let us introduce different equivalence classes of states, depending on their entropy, by which we establish a hierarchy of states depending on their information content.

**Definition 1** (*Entropic equivalence class*) For any quantum system of dimension \(d\), two states \(\rho\) and \(\sigma\) are equivalent and belong to the same entropic equivalence class if and only if both have the same Von Neumann entropy,

\[
\rho \sim \sigma \quad \text{iff} \quad S(\rho) = S(\sigma).
\]

Assuming some fixed Hamiltonian \(H\), the representative element of every class is the state that minimizes the energy within it, i.e.,

\[
\gamma(\rho) := \arg\min_{\sigma : S(\sigma) = S(\rho)} E(\sigma),
\]

where \(E(\sigma) := \text{Tr}(H\sigma)\) is the energy of the state \(\sigma\).

Complementary to the maximum-entropy principle [41, 42], that identifies the thermal state as the state that maximizes the entropy for a given energy, one can show that, the thermal state also minimizes the energy for a given entropy. We refer to this latter property as *min-energy principle* [16, 43, 44], which identifies thermal states as the representative elements of every class as

\[
\gamma(\rho) = \frac{e^{-\beta(\rho)H}}{\text{Tr} \left( e^{-\beta(\rho)H} \right)}.
\]

(P3) For non-interacting Hamiltonians, \(H_T = \sum_{X=1}^N \mathbb{I}^{X-1} \otimes H_X \otimes \mathbb{I}^{N-X}\), the joint completely passive state is tensor product of individual ones, i.e., \(\gamma(H_T, \beta_T) = \otimes_{X=1}^N \gamma(H_X, \beta_T)\), with identical \(\beta_T\) [43, 44].

### 33.3 Bound and Free Energies: Energy-Entropy Diagram

Here we identify two relevant forms of internal energy: the free and the bound energy. Indeed, the notions depend on the set of allowed operations. While the latter is defined as the amount of internal energy that is accessible in the form of work. For entropy preserving operations, in which the entropic classes and CP states arise, it is quantified as in the following.
**Definition 2 (Bound energy [34])** The bound energy for a state $\rho$ with the system Hamiltonian $H$ is

$$B(\rho) := \min_{\sigma : S(\sigma) = S(\rho)} E(\sigma) = E(\gamma(\rho)),$$

where $\gamma(\rho)$ is the state with minimum energy (CP), within the equivalence class of $\rho$.

As guaranteed by the min-energy principle, $B(\rho)$ is the amount of energy that cannot be extracted further by performing any entropy preserving operations. Amount of bound energy is strongly related to the information content in the state. Only by allowing an outflow of information from the system, one could have access to this energy (in the form of work).

On other hand, the free energy is the accessible part of the internal energy:

**Definition 3 (Free energy)** The free energy stored in a system $\rho$, with system Hamiltonian $H_S$, is given by

$$F(\rho) := E(\rho) - B(\rho),$$

where $B(\rho)$ is the bound energy in $\rho$.

Note, the free energy does not rely on a predefined temperature, in contrast to the standard out of equilibrium Helmholtz free energy $F_T(\rho) := E(\rho) - T S(\rho)$, where $T$ is the temperature of a thermal bath. The situation in which the free energy in Eq. (33.4) becomes equal to the accessible Helmholtz free energy is considered in Lemma 11. Nevertheless, with intrinsic temperature $T(\rho) := \beta(\rho)^{-1}$ that labels the equivalence class that contains $\rho$, our definition of free energy identifies with the out of equilibrium free energy as

$$F(\rho) = F_{T(\rho)}(\rho) - F_{T(\rho)}(\gamma(\rho)).$$

Let us mention that, in the rest of the manuscript, we use $F_\beta(\rho) := E(\rho) - \beta^{-1} S(\rho)$ to denote the standard out of equilibrium free energy, wherever we find it more convenient.

Beyond single systems, the notions of bound and free energy can be extended to multi-particle (multipartite) systems, where these quantities exhibit several interesting properties. They even can capture the presence of inter-party correlations. For bipartite system, the list of properties is given below.

**Lemma 4 ([34])** For a bipartite system, with non-interacting Hamiltonian $H_A \otimes 1 + I \otimes H_B$, in an arbitrary state $\rho_{AB}$ and a product state $\rho_A \otimes \rho_B$ with marginals $\rho_{A/B} := \text{Tr}_{B/A}(\rho_{AB})$, the bound and the free energy satisfy the following:

**(P4) Bound energy and correlations:**

$$B(\rho_{AB}) \leq B(\rho_A \otimes \rho_B).$$

(33.5)
Bound energy of composite systems:

\[ B(\rho_A \otimes \rho_B) \leq B(\rho_A) + B(\rho_B) \tag{33.6} \]

Free energy and correlations:

\[ F(\rho_A \otimes \rho_B) \leq F(\rho_{AB}) \tag{33.7} \]

Free energy of composite systems:

\[ F(\rho_A) + F(\rho_B) \leq F(\rho_A \otimes \rho_B) \tag{33.8} \]

Equations (33.5) and (33.7) are saturated if and only if A and B are uncorrelated \( \rho_{AB} = \rho_A \otimes \rho_B \), and Eqs. (33.6) and (33.8) are saturated if and only if \( \beta(\rho_A) = \beta(\rho_B) \).

These properties give an additional operational meaning to the free energy \( F(\rho) \). For a system in a state \( \rho \) and infinitely large bath at inverse temperature \( \beta \), the extractable work under global entropy preserving operations is given by

\[ W = F_\beta(\rho) - F_\beta(\gamma(\beta)) \tag{33.9} \]

where the standard free energy is \( F_\beta(\rho) = E(\rho) - \beta^{-1}S(\rho) \) and \( \gamma(\beta) \) is the thermal state with the inverse temperature \( \beta \), which is the resultant state once the work has been extracted.

**Lemma 5** (Free energy versus \( \beta \)-free energy [34]) The free energy \( F(\rho) \) is the one that corresponds to work extracted by attaching a bath at the worst possible temperature,

\[ F(\rho) = \min_\beta \left( F_\beta(\rho) - F_\beta(\gamma(\beta)) \right) . \]

The minimization is achieved when inverse temperature becomes identical to the inverse intrinsic temperature \( \beta(\rho) \).

Energy-entropy diagrams are very useful in thermodynamics, where every point in the diagram is represented by energy and entropy. As shown in Fig. 33.1, a state \( \rho \) of a system with Hamiltonian \( H \) is represented by a point with coordinates \( x_\rho := (E(\rho), S(\rho)) \). All physical states are bounded in a region made of the horizontal axis (i.e., \( S = 0 \), corresponding to the pure states) and the convex curve \( (E(\beta), S(\beta)) \) correspond to the thermal states of both positive and negative temperatures which is denoted as the thermal boundary. The slope of the tangent line associated to a point on the thermal boundary is given by the inverse temperature, since \( \frac{dS(\beta)}{dE(\beta)} = \beta \).

In general a point in the energy-entropy diagram could correspond to multiple states, as different quantum states can have identical entropy and energy. This conversely shows that the energy-entropy diagram establishes a link between the microscopic and the macroscopic thermodynamics, i.e. in the asymptotic limit all the
thermodynamic quantities only rely on the energy and entropy per particle [40]. In fact, all the states with equal entropy and energy are thermodynamically equivalent in the sense that they can be inter-converted into each other in the limit of many copies $n \to \infty$, using energy conserving unitary operations with an ancilla of sub-linear size $O(\sqrt{n \log n})$ and a Hamiltonian upper bounded by sub-linear bound $O(n^{2/3})$ [40].

33.4 Temperature Independent Formulation of Thermodynamics

33.4.1 Equilibrium and Zeroth Law

In thermodynamics, the zeroth law establishes the absolute scaling of temperature and the notion of thermal equilibrium. It states that if systems $A$ and $B$ are in mutual thermal equilibrium, $B$ and $C$ are also in mutual thermal equilibrium, then $A$ will also be in thermal equilibrium with $C$. All these systems, in mutual thermal equilibrium, are classified to thermodynamically equivalent class where each state in the class is assigned with a unique parameter called temperature and there is no spontaneous energy exchange in between them. When a non-thermal state is brought in contact with a large thermal bath, the system may exchange energy and entropy to acquire a thermally equilibrium state with the temperature of the bath. This is also known
as equilibration process, during which the system could exchange both energy and entropy with bath such that it minimizes its Helmholtz free energy.

However, such an equilibration process would be very different when the system cannot have access to a considerably large thermal bath or in absence of a thermal bath. A formal definition of equilibration, in that case, based on information preservation and intrinsic temperature can be given as in the following.

**Definition 6** (*Equilibrium and zeroth law* [34]) Given a collection of systems \( A_1, \ldots, A_n \) with non-interacting Hamiltonians \( H_1, \ldots H_n \) in a joint state, \( \rho_{A_1\ldots A_n} \), we call them to be mutually at equilibrium if and only if

\[
F(\rho_{A_1\ldots A_n}) = 0,
\]

i.e. they “jointly” minimize the free energy as defined in (33.4).

Two states \( \rho_A \) and \( \rho_B \), with corresponding Hamiltonians \( H_A \) and \( H_B \), achieve mutual equilibrium when they jointly attain an iso-informatic (i.e. iso-entropic) state with minimum possible energy. The resultant equilibrium state is indeed a completely passive (CP) state \( \gamma(H_{AB}, \beta_{AB}) \) with the joint (non-interacting) Hamiltonian \( H_{AB} = H_A \otimes \mathbb{I} + \mathbb{I} \otimes H_B \), it is

\[
\gamma(H_{AB}, \beta_{AB}) = \gamma(H_A, \beta_A) \otimes \gamma(H_B, \beta_B),
\]

where the local systems are also in completely passive states with the same \( \beta_{AB} \). This follows from the property (P3). Note, we denote \( \gamma(H_X, \beta_Y) = e^{-\beta_Y H_X} / \text{Tr}(e^{-\beta_Y H_X}) \).

As a corollary, it can be seen that if two CP states \( \gamma(H_A, \beta_A) \) and \( \gamma(H_B, \beta_B) \) are with \( \beta_A \neq \beta_B \), then they can, still, jointly reduce bound-energy without altering the total information content and acquire their mutual equilibrium state \( \gamma(H_{AB}, \beta_{AB}) \).

From the property (P5), this implies a unique \( \beta_{AB} \), i.e.,

\[
E(\gamma(H_A, \beta_A)) + E(\gamma(H_B, \beta_B)) > E(\gamma(H_{AB}, \beta_{AB})).
\]

Moreover for \( \beta_A \geq \beta_B \), the equilibrium temperature \( \beta_{AB} \) is bounded. This is expressed in Lemma 7 below and has been proven in [34].

**Lemma 7** ([34]) *Iso-informatic equilibration process between \( \gamma(H_A, \beta_A) \) and \( \gamma(H_B, \beta_B) \), with \( \beta_A \geq \beta_B \), results in a mutually equilibrium joint state \( \gamma(H_{AB}, \beta_{AB}) \), where \( \beta_{AB} \) satisfies

\[
\beta_A \geq \beta_{AB} \geq \beta_B,
\]

irrespective of non-interacting systems’ Hamiltonians.

Now with the notion of equilibration and equilibrium state as the global CP state, we could recast the *zeroth law*, in terms of intrinsic temperature. A global CP state assures that the individual states are not only CP states with vanishing inter-system
correlations but also they share identical intrinsic temperature, i.e., $\beta$. In reverse, individual systems are in mutual equilibrium as long as they are locally in a CP state and share the same intrinsic temperature.

The traditional notion of thermal equilibrium, as well as, the zeroth law can also be recovered using the argument above. In traditional sense, the thermal baths are reasonably large, in comparison to the systems under consideration, with a predefined temperature. For a bath Hamiltonian $H_B$, a bath can be expressed as

$$\gamma_B = e^{-\beta_B H_B} / \text{Tr} (e^{-\beta_B H_B})$$

where $\beta_B$ is the inverse temperature and $|\gamma_B| \to \infty$. Note it is also a CP state. When a finite system in a state $\rho_S$ (with $|\rho_S| \ll |\gamma_B|$) with Hamiltonian $H_S$ is brought in contact with a thermal bath, the global state, after reaching mutual thermal equilibrium, will be a CP state, i.e., $\gamma_B \otimes \rho_S \xrightarrow{\Lambda_{\rho}} \gamma'_B \otimes \gamma_S$, with a global inverse temperature $\beta_e$. It can be easily seen that $\gamma'_B \to \gamma_B$, $\beta_e \to \beta_B$ and $\gamma_S \to e^{-\beta_B H_S} / \text{Tr} (e^{-\beta_B H_S})$, in the limit $|\gamma_B| \gg |\rho_S|$ and $|\gamma_B| \to \infty$.

33.4.2 Work, Heat and the First Law

In thermodynamics, the conservation of energy is assured by the first law by taking into account the distribution of energy over work and heat, that are the two forms of energy transfer.

Consider a thermodynamic process that involves a system $A$ and a bath $B$ and a transformation $\rho_{AB} \to \rho'_{AB}$ that respect conservation of the global entropy $S(\rho_{AB}) = S(\rho'_{AB})$. Traditionally, a bath is by definition assumed to be initially thermal and fully uncorrelated from the system. Then the heat dissipation is usually quantified as the internal energy change in the bath, i.e.

$$\Delta Q = E(\rho'_B) - E(\rho_B)$$

where the reduced state of the bath is $\rho'_B = \text{Tr}_A \rho'_{AB}$. This definition, however, has been shown to have limitations. A consistent definition has been discussed recently in [18] based on information theoretic approach. It has been suggested that heat has to be quantified as $\Delta Q = T_B \Delta S_B$, where $T_B$ being the temperature and $\Delta S_B = S(\rho'_B) - S(\rho_B)$ is the von Neumann entropy change in the bath. This definition can further be generalized to the situation where the system and bath are correlated, where $\Delta S_B = -\Delta S(A|B)$ is also the conditional entropy change in system $A$, conditioned on the bath $B$, defined as $S(A|B) = S(\rho_{AB}) - S(\rho_B)$. Thus, in the presence of correlations, heat flow can be understood as the energy exchange due to information flow from the system to the bath.

However this definition will not be meaningful if the environment is athermal or not in the state of the Boltzmann-Gibbs form. For arbitrary environments, an alternative, and meaningful, quantification of heat exchange can still be given in terms of the change in bound energies.

**Definition 8 (Heat)** For a system $A$ and environment $B$, the dissipated heat by the system $A$ in the process $\rho_{AB} \xrightarrow{\Lambda_{\rho}} \rho'_{AB}$ is the change in bound energy of the environment $B$, i.e.
The different notions of heat can be understood using the energy-entropy diagram. They are 1 $\Delta Q$ as change of the bound energy of the bath, 2 $\Delta E_B$ as the change in internal energy, and 3 $T_B \Delta S_B$. In this example, the bath is initially thermal but this is not necessary.

$$ \Delta Q := B(\rho_B') - B(\rho_B). $$

Here $B(\rho_B^{(i)})$ is the initial (final) bound energy of the bath $B$.

Clearly heat is a process dependent quantity. There might be many different processes, that transform the same initial to the same final marginal state for $A$, but with different marginal states for $B$. Since the global process is entropy preserving, for same marginal states for $A$, the global process could lead to different entropy change for $B$ and also to a different amount of correlations between $A$ and $B$, which is measured by the mutual information $I(A:B) := S_A + S_B - S_{AB}$. Note $\Delta S_A + \Delta S_B = \Delta I(A:B)$.

As special cases, this quantification of heat can give rise to other existing definitions [34]. In particular, for an initial thermal environment $\rho_B = e^{-H_B/T}/\text{Tr}(e^{-H_B/T})$ with Hamiltonian $H_B$ at temperature $T$, then the exchanged heat is upper and lower bounded by

$$ T \Delta S_B \leq \Delta Q \leq \Delta E_B. $$

These three quantities have been schematically represented in the energy-entropy diagram in Fig. 33.2. The three definitions become equivalent in the limit of large thermal baths, as in that case, a small perturbation of the bath $\rho_B' = \rho_B + \delta \rho_B$ leads to

$$ T \Delta S_B + O(\delta \rho_B^2) = \Delta Q = \Delta E_B - O(\delta \rho_B^2), $$

and the second order contribution will vanish. With this consistent definition of heat, let us turn to define work.

**Definition 9** (Work) For a system $A$ and its environment $B$, and an arbitrary entropy preserving transformation $\rho_{AB} \rightarrow \rho_{AB}'$, with fixed non-interacting Hamiltonians $H_A$ and $H_B$, the work performed on the system $A$ is quantified as,

$$ \Delta W_A := W - \Delta F_B $$
where the work cost implement the global transformation is $W = \Delta E_A + \Delta E_B$ and $\Delta F_B = F(\rho'_B) - F(\rho_B)$.

Now equipped with the notions of heat and work, the first law takes the form of a mathematical identity.

**Lemma 10 (First law)** For a system $A$ and its environment $B$ with fixed non-interacting Hamiltonians $H_A$ and $H_B$, and an arbitrary entropy preserving transformation $\rho_{AB} \rightarrow \rho'_{AB}$, the change in energy for system $A$ is distributed as

$$\Delta E_A = \Delta W_A - \Delta Q_A.$$

This can be deduced directly from the definitions of work and heat. Recall, $-\Delta W_A$ is the amount of “pure” energy, i.e. work, and $\Delta Q_A$ is the heat which is change in energy due to exchange of information with the system.

### 33.4.3 Second Law

The second law of thermodynamics can be expressed in several forms. These include an upper bound on the extracted work, or the impossibility of complete conversion of heat into work etc. Below we show how all existing formulations are a consequence of the principle of information conservation.

#### 33.4.3.1 Work Extraction

In thermodynamics, one of the main concerns is to convert heat into work, which is the “pure” form of energy and can be used for any application.

**Lemma 11 (Work extraction)** The extractable work from an arbitrary composite system $\rho$, by using entropy preserving process $\rho \rightarrow \rho'$, is upper-bounded by the free energy

$$W \leq F(\rho),$$

where $W = E(\rho) - E(\rho')$ and the equality is reached if and only if $\rho' = \gamma(\rho)$.

If the composite is a bipartite system with the form $\rho = \rho_A \otimes \gamma_B(T_B)$, where $\gamma_B(T_B)$ is thermal at temperature $T_B$, then

$$W \leq F_{T_B}(\rho_A) - F_{T_B}(\gamma_A(T_B))$$

(33.15)

where the standard out of equilibrium free energy is $F_T(\cdot)$. The equality is achieved in the limit of asymptotically large bath (or with infinite heat capacity).

The first part can be proven by seeing that $E(\rho') \geq B(\rho')$ and therefore $W = E(\rho) - E(\rho') \leq E(\rho) - B(\rho') = F(\rho)$. Note, under iso-informative transformation, $B(\rho') = B(\rho)$. For bipartite composite case $\rho = \rho_A \otimes \gamma_B(T_B)$, we may write
\[ F(\rho_A \otimes \gamma_B(T_B)) = E(\rho_A) + E(\gamma_B(T_B)) - (B(\gamma_A(T_{AB})) + B(\gamma_B(T_{AB}))) \]

where \( T_{AB} \) is the intrinsic temperature of the composite \( \rho_A \otimes \gamma_B(T_B) \). Recall that thermal states satisfy \( E(\gamma) = B(\gamma) \). Now by reshuffling the terms, we recover the first law, i.e.

\[ F(\rho_A \otimes \gamma_B(T_B)) = -\Delta E_A - \Delta Q_A \]

where we use \( \Delta E_A = E(\gamma_A(T_{AB})) - E(\rho_A) \) and \( \Delta Q_A = B(\gamma_B(T_{AB})) - B(\gamma_B(T_B)) \). Also we have \( \Delta Q \geq T_B \Delta S_B \) (see Eq. (33.13)). Since the whole process is entropy preserving and we restrict initial and final composite to be in product state forms, we have \( \Delta S_A = -\Delta S_B \), and therefore,

\[ F(\rho_A \otimes \gamma_B(T_B)) \leq -\Delta E_A - T_B \Delta S_B = - (\Delta E_A - T_B \Delta S_A) \quad (33.16) \]

which proves (33.15). Again, in the infinitely large bath limit, the final intrinsic temperature \( T_{AB} \) will become the bath temperature \( T_B \) and also \( \Delta Q = T_B \Delta S_B \). Then the equality in Eq. (33.16) is achieved.

Now we turn to the question if heat can be converted into work. Traditionally, answer to this question leads to various other formulations of the second law in thermodynamics. They are the Clausius statement, Kelvin-Planck statement and Carnot statement, to mention a few. Indeed, similar question can be put forward in the framework considered here, in terms of bound energy, where one may not have access to large thermal bath. The analogous forms of second laws that consider this question both qualitatively and quantitatively, and they are outlined below.

### 33.4.3.2 Clausius Statement

Second law puts fundamental bound on extractable work, as well as dictates the direction of state transformations. Lets us first elaborate on the bounds on extractable work and thereby put forward the analogous versions of second law in this framework.

**Lemma 12** (Clausius statement) For two systems \( A \) and \( B \) in an arbitrary states and with intrinsic temperatures \( T_A \) and \( T_B \) respectively, any iso-informatic process satisfy the inequality

\[ (T_B - T_A) \Delta S_A \geq \Delta F_A + \Delta F_B + T_B \Delta I(A:B) - W \quad (33.17) \]

where the change in the free energy of the body A/B is \( \Delta F_{A/B} \) and \( \Delta I(A:B) \) is the change of mutual information before and after the process. The \( W = \Delta E_A + \Delta E_B \) is the amount of external work, which is performed on the global state. Note for initially uncorrelated state \( I(A:B) = 0 \), systems A and B are thermal \( (F_A = F_B = 0) \), and no external work being performed \( (W = 0) \), we have
\[ (T_B - T_A) \Delta S_A \geq 0 \] (33.18)

as a corollary. This implies that there exists no iso-informatic equilibration process whose sole result is the transfer of heat from a cooler to a hotter body.

The Clausius statement above can be proven as in the following. By definition, free and bound energies satisfy

\[ W = \Delta F_A + \Delta F_B + \Delta Q_A + \Delta Q_B. \] (33.19)

Recall, the heat is defined as the change of bound energy of the environment. Also, increase in bound energy implies increase in entropy, i.e. \( \text{sign}(\Delta B) = \text{sign}(\Delta S) \).

Now from Eq. (33.13) and with \( T_{A/B} \) as the initial intrinsic temperature of the systems \( A/B \), we may write

\[ \Delta Q_A + \Delta Q_B \geq T_B \Delta S_B + T_A \Delta S_A. \]

As a result of total entropy conservation, the change in mutual information is then \( \Delta I(A:B) = \Delta S_A + \Delta S_B \). Now putting this in Eq. (33.19) gives rise to Eq. (33.17).

Note the standard Clausius statement (as in Eq. (33.18)) can be “apparently” violated, due to three reasons and that can be recovered from the general one in Eq. (33.17). Either the process not being spontaneous, which means external work is performed \( W > 0 \), or due to the presence initial free energy in the systems (i.e. \( F_A \neq 0 \) or/and \( F_B \neq 0 \)) which is consumed during the process, or due to the presence of initial correlations, i.e. \( I(A:B) \neq 0 \), which could lead to \( \Delta I(A:B) < 0 \) [18].

### 33.4.3.3 Kelvin–Planck Statement

While Clausius statement says that spontaneously heat cannot flow from a cooler to a hotter body, the Kelvin–Planck formulation of second law restricts it further stating that the heat flowing from a hotter to a colder body, cannot be transformed into work completely. A generalized form of that we present below.

**Lemma 13** (Kelvin–Planck statement) For two systems \( A \) and \( B \) in arbitrary states, any iso-informatic process satisfies

\[ \Delta Q_B + \Delta Q_A = -(\Delta F_A + \Delta F_B) + W, \] (33.20)

where \( \Delta F_{A/B} \) is the change in the free energy of the body \( A/B \) before and after the process, \( \Delta Q_{A/B} \) the heat exchanged by the body \( A/B \). The \( W = \Delta E_A + \Delta E_B \) is the amount of external work invested, on the global state, to carry out the process.

For the case where the reduced states are thermal and the process is a work extracting one \( W < 0 \), then above equality reduces

\[ \Delta Q_B + \Delta Q_A \leq W < 0. \] (33.21)
Further, in absence of initial correlations, Eq. (33.21) implies that there exists no iso-informatic process whose **sole** result is the absorption of bound energy (heat) from an equilibrium state and converting it into work completely.

The Eq. (33.20) is followed from the energy balance (33.19). The Eq. (33.21) is deduced from (33.20) by assuming reduced states that are initially in thermal states and therefore $\Delta F_{A/B} \geq 0$. The final statement is derived by noting that any entropy preserving process applied on initially uncorrelated systems fulfills $\Delta S_A + \Delta S_B \geq 0$, which together with (33.21) leads to $\text{sign}(\Delta Q_A) = -\text{sign}(\Delta Q_B)$.

### 33.4.3.4 Carnot Statement

Another version of second law is based on highest possible work conversion efficiency in an ideal heat engine, also known as Carnot statement.

Consider a heat engine consists of two heat baths $A$ and $B$, with different temperatures $T_A$ and $T_B$ respectively. A working body $S$ cyclically interacts with $A$ and $B$. There is no restriction on how the working body interacts with the baths $A$ and $B$, apart from the fact that the working body is left in its initial state and also uncorrelated with the bath(s) at the end of every cycle. This is to guarantee that the working body only absorbs heat from a bath and releases to the other one, without changing itself the end of the cycle.

Here, in contrast to standard situations, we go beyond the assumption that baths are infinitely large. Rather, we consider the possibility that a bath could be similar in size as the system, such that loss or gain of energy changes their (intrinsic) temperatures. Consider, two uncorrelated baths $A$ and $B$ at equilibrium with temperatures $T_A$ and $T_B$ respectively, and $T_A < T_B$, i.e. $\rho_{AB} = \gamma_A \otimes \gamma_B$. After one (or several complete) cycle(s) in the engine, the environments transformed to $\rho_{AB} \rightarrow \rho'_{AB}$.

The efficiency of work extraction in a heat engine, defined as the fraction of energy that is taken from the hot bath and then transformed into work, is expressed as

$$
\eta := \frac{W}{-\Delta E_B}
$$

where $W$ is the amount of work extracted from the heat absorbed $-\Delta E_B = E_B - E'_B > 0$ from the hot environment. Below, we go on to give upper bounds on the efficiency for any heat engine consist of arbitrary baths.

**Lemma 14** (Carnot statement) *For a heat engine working between two baths $\gamma_A \otimes \gamma_B$ each of which in a local equilibrium state with intrinsic temperatures $T_B > T_A$ and uncorrelated with each other, the bound on efficiency of work extraction is given by*

$$
\eta \leq 1 - \frac{\Delta B_A}{-\Delta B_B},
$$

(33.22)
where the change in bound energies of the systems A and B are $\Delta B_A$ and $\Delta B_B$ respectively.

In the special case where baths are considerably large and engine operates under global entropy preserving operations, the Carnot efficiency is recovered,

$$\eta \leq 1 - \frac{T_A}{T_B}.$$  \hfill (33.23)

The statement above is respected for arbitrary baths, even for the ones with small sizes, and can be proven as follows. For a transformation $\rho_{AB} \rightarrow \rho_{AB}'$, the maximum extractable work is given by

$$W = F(\rho_{AB}) - F(\rho_{AB}') = (-\Delta E_B) - \Delta E_A > 0.$$  

Then the efficiency of conversion of heat into work becomes

$$\eta = 1 - \frac{\Delta E_A}{-\Delta E_B}.$$  

If A being initially at equilibrium, then $\Delta F_A \geq 0$ and $\Delta E_A > \Delta B_A$, which is also true for B. As a consequence, $\eta \leq 1 - \frac{\Delta B_A}{-\Delta B_B}$, which is Eq. (33.22). In the large bath limit i.e. $\Delta B_A \ll B_A$, bound energy change becomes $\Delta B_A = T_A \Delta S_A$. As a result,

$$\eta \leq 1 - \frac{T_A \Delta S_A}{-T_B \Delta S_B}. \hfill (33.24)$$

For globally entropy preserving operations, the joint entropy remains unchanged, i.e. $S_{AB}' = S_A + S_B$, and $\Delta S_A + \Delta S_B \geq 0$ or alternatively $\Delta S_A \geq -\Delta S_B$. Now this, together with (33.24), implies (33.23).

Note that efficiency, in (33.22), is derived with the consideration that the initial bath states are thermal. While the final states may or may not thermal after first cycle. The equality is achieved if the final states, after first cycle, are also thermal where temperature of the final states could be different form initial ones. If an engine cycle starts with non-thermal baths, the efficiency will be different from (33.22), which has been discussed in details in [34].

33.4.4 Third Law

In thermodynamics, the third law deals with the impossibility of attaining the absolute zero temperature. According to Nernst version, it states: “it is impossible to reduce the entropy of a system to its absolute-zero value in a finite number of operations”. Very recently, the third law of thermodynamics has been proven in Ref. [45], where it is shown to be a consequence of the unitarity character of the thermodynamic
transformations. For example, let us consider the transformation that cools (erases) system $S$, initially in a state $\rho_S$, in the presence of a bath $B$

$$\rho_S \otimes \rho_B \rightarrow |0\rangle \langle 0| \otimes \rho'_B,$$  

(33.25)

where $\rho_B$ is a thermal state and $\text{rank}(\rho_S) > 1$. The dimension of the bath’s Hilbert space, $d_B$, could be arbitrarily large but finite. Since bath $\rho_B$, by definition, is a full-rank state, the left hand side and the right hand side of Eq.(33.25) are of different ranks. Unitary operations preserve rank of of states. Therefore the transformation cannot be carried out using a unitary operation, irrespective of work supply, where the system attains an absolute zero entropy state.

In access to infinitely large baths and a sufficient work supply, the zero entropy state can only be produced. However, if one assumes a locality structure for the bath’s Hamiltonian, such a cooling (unitary) process would take an infinitely large amount time. In case of finite dimensional bath and a finite amount of resources (e.g. work, time), a quantitative bound on the achievable temperature can be given, as in [45].

Note that the framework considered here replies on set of entropy preserving operations and they are more powerful than unitaries. Clearly, transformation (33.25) is possible using entropy preserving operation, if

$$S(\rho_S) \leq \log d_B - S(\rho_B),$$

and an access to work $W = F(|0\rangle \langle 0| \otimes \rho'_B) - F(\rho_S \otimes \rho_B)$ to implement the operation. Since entropy preserving operations can be implemented by using a global unitaries acting on infinitely many copies (see Sect. 33.2), the absolute zero entropy state can be achieved by means of entropy preserving operations. This is in agreement with [45], in the cases of infinitely large baths and unitary operations.

In conclusion, the third law of thermodynamics can be understood as a consequence of the microscopic reversibility (unitarity) of the transformation and is not necessarily respected by general entropy preserving operations.

### 33.5 State Transformations: A Temperature Independent Resource Theory of Thermodynamics

One of the important aspects this framework is that it can be exploited to provide a resource theory of thermodynamics, which is independent of temperature [34]. A similar formulation is also introduced in [40]. Here we briefly introduce that. The main ingredients of every resource theory are the resourceless state space, which are of vanishing resource, and a set of of allowed state transformations. Here, CP states are resourceless and set of allowed operations, in general, are the ones that are energy non-increasing and entropy non-decreasing.
Let us first restrict to the set of operations that are entropy preserving regardless the energy. Consider two states $\rho$ and $\sigma$, and without loss of generality $S(\rho) \leq S(\sigma)$. Then, there exists an $n$, for which

$$S(\rho^\otimes n) = S(\sigma^\otimes m).$$

(33.26)

Therefore, there is an entropy preserving operation that transforms $n$-copies of $\rho$ to $m$-copies of $\sigma$, and vice versa. By such a trick, with access to arbitrary number of copies, the states $\rho$ and $\sigma$ with different entropies, can be brought to a same manifold of equal entropy. Note $\rho^\otimes n$ and $\sigma^\otimes m$ belong to the spaces of different dimension, and they can be made equal in dimensions by

$$\Lambda (\rho^\otimes n) = \sigma^\otimes m \otimes |0\rangle \langle 0|^{n-m}.$$  

(33.27)

The $\rho^\otimes n$ and $\sigma^\otimes m \otimes |0\rangle \langle 0|^{n-m}$ live now in spaces of the same dimension. Equation (33.27) represents, in fact, a randomness compression process, in which the information in $n$-copies of $\rho$ is compressed to $m$-copies of $\sigma$, and $n-m$ systems are erased. If we are restricted to only entropy preserving operations, the rate of transformation, from (33.26), becomes

$$r := \frac{m}{n} = \frac{S(\rho)}{S(\sigma)}.$$  

(33.28)

In thermodynamics, however, energy also plays important roles and thus must be taken into account. Otherwise, it could be possible that the process considered in (33.27) is not favorable energetically if $E(\rho^\otimes n) < E(\sigma^\otimes m)$. Then, more copies of $\rho$ are required such that the transformation becomes energetically favorable. Further, it creates states (with non-zero entropy), $\phi$, such that

$$\Lambda (\rho^\otimes n) = \sigma^\otimes m \otimes \phi^\otimes n-m.$$  

The operation satisfies the energy and entropy conservation constraints, therefore

$$E(\rho^\otimes n) = E(\sigma^\otimes m \otimes \phi^\otimes n-m),$$

$$S(\rho^\otimes n) = S(\sigma^\otimes m \otimes \phi^\otimes n-m).$$

In other form, they represent a geometric equation of the points $x_\psi = (E(\psi), S(\psi))$ with $\psi \in \{\rho, \sigma, \phi\}$

$$x_\rho = r \, x_\sigma + (1-r) \, x_\phi,$$  

(33.29)

in the energy-entropy diagram and $r := m/n$ is the state conversion rate. Here the extensivity of both entropy and energy in the number of copies, e.g. $E(\rho^\otimes n) = nE(\rho)$, are used.

As shown in Fig. 33.3, the three points $x_\rho$, $x_\sigma$ and $x_\phi$ lie on a straight line in the energy-entropy diagram, as a consequence of Eq. (33.29). Moreover, $0 \leq r \leq 1$
Fig. 33.3  Representation in the energy-entropy diagram and role of operations respecting energy and entropy conservation constraints in the transformation $\rho \otimes n \rightarrow \sigma \otimes m \otimes \phi \otimes (n-m)$ imply $x_\rho$, $x_\sigma$ and $x_\phi$ to be aligned and $x_\rho$ to lie in between $x_\sigma$ and $x_\phi$.

implies that $x_\rho$ lies in between $x_\sigma$ and $x_\phi$. The conversion rate $r$ can be given a geometric interpretation and it is the Euclidean distance between $x_\phi$ and $x_\rho$ relative to the total Euclidean distance between $x_\sigma$ and $x_\phi$ (see Fig. 33.3).

The conversion rate $r$, from $\rho$ and $\sigma$, becomes maximal when the state $\phi$ lies on the boundary of the energy-entropy diagram. That means it would be either a thermal or a pure state. Quantitatively, the conversion rate $r$ is maximized, when

$$\frac{S(\sigma) - S(\phi)}{S(\sigma) - S(\rho)} = \frac{E(\sigma) - E(\phi)}{E(\sigma) - E(\rho)},$$

and $\phi$ is thermal state. Accordingly, the rate becomes

$$r = \frac{m}{n} = \frac{S(\rho) - S(\phi)}{S(\sigma) - S(\phi)}. \quad (33.30)$$

This can be easily seen, geometrically, in Fig. 33.3. The Eq. (33.28) is recovered in the case of $\phi$ being pure (vanishing entropy). Let us note that, an alternative derivation of the transformation rate is obtained in [40]. However, they can be shown to be identical. The rate in Eq. (33.30) is more compact and less technical, compared to the one in [40].

We note that the resource theory of quantum thermodynamics, presented in Chap. 26, can be understood as a special case of our consideration above, where system is attached to an arbitrarily large bath at fixed temperature and allowed operations are global energy preserving unitaries, instead of more general global entropy preserving operations.
33.6 Discussion

Thermodynamics, and in particular work extraction from non-equilibrium states, has been studied in the quantum domain, in the recent years. It introduces radically new insights into quantum statistical and thermal processes. In much of these studies, be it classical or quantum, thermal baths are assumed to be considerably large in size compared to systems under consideration. That is why, the baths remains always thermal, with same temperature, before and after it interacts with a system. Also, an equilibrated system always shares the same temperature with the bath. Indeed, the assumption large is not fulfilled in every situation. If the baths are finite and small systems, the standard formulation of thermodynamics breaks down. The first problem one would encounter is the inconsistency in the notion of temperature itself. A finite bath could go out of thermal equilibrium, by exchanging energy with a system. Such a situation is relevant for thermodynamics that applies to quantum regime, where system and bath could be small and comparable in size. To incorporate such scenarios, we need to develop a temperature independent thermodynamics, where the bath could be small or large and will not have a special status.

Here, we have introduced temperature independent formulation of thermodynamics as an exclusive consequence of (coarse-grained) information conservation. The information is measured in terms of von Neumann entropy. The formulation is relied on the fact that systems with same entropy can be inter-convertible using entropy preserving operations. Therefore, the states with same entropy forms a constant entropy manifold and there exists a state that possesses minimal amount of energy. This state with minimal energy are known as a completely passive state, which assumes a Boltzmann–Gibb’s canonical form with an intrinsic temperature. The energy of a completely passive state is defined as the bound energy, as this energy cannot be extracted by any entropy preserving operations. For any given state, the free energy is defined as the difference between the internal energy and the bound energy, as this amount of energy can be accessible by means of entropy preserving operations. As shown in [40], two different states possessing identical energy and entropy are thermodynamically equivalent. Such equivalence enables us to exploit energy-entropy diagram to understand bound, free energies geometrically.

With these machinery, we have introduced a completely new definition of heat in terms of bound energy, applicable for arbitrary systems and without any reference to a temperature. We have formulated the laws of thermodynamics accordingly and, as we have seen, they are a consequence of the reversible dynamics of the underlying physical theory. In particular:

- **Zeroth law** is a consequence of information conservation.
- **First and second laws** are a consequence of energy conservation, together with information conservation.
- **Third law** is a consequence of “strict” information conservation (i.e. microscopic reversibility or unitarity). There is no third law for processes that only respect “coarse-grained” information conservation.
We have applied our formalism to the heat engines that consist of finite bath and demonstrated that the maximum efficiency is in general less, compared to an ideal Carnot’s engine. We have also introduced a resource theoretic framework for intrinsic temperature based thermodynamics. This approach enables us to address the problem of inter-state transformations and work extraction. These results are given a geometric meaning, in terms of the energy-entropy diagram.

The information conservation based framework for thermodynamics can be extended to multiple conserved quantities [34]. Analogously, charge-entropy and resource theory can given in this scenario. The extraction of a generalized potential (i.e. linear combinations of charges), becomes analogous to the work extraction (the single charge case).

An immediate question arises is that to what extent the formalism can be extended beyond coarse-grained information conservation operations. This is an interesting open question, as in that case, there would be a different notion of bound energy and possibly many more equivalence classes of states. It is also far from clear if energy-entropy diagrams would be meaningful there.
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Experimental Platforms for Quantum Thermodynamics
Chapter 34
One-Dimensional Atomic Superfluids as a Model System for Quantum Thermodynamics

Jörg Schmiedmayer

34.1 Introduction

Statistical mechanics provides a powerful connection between the microscopic dynamics of atoms and molecules and the macroscopic properties of matter [1]. We have a deep understanding of (thermal) equilibrium properties of a system, but the question of how equilibrium is reached or under which circumstances it can be reached at all is still unsolved. This problem is particularly challenging in quantum mechanics, where unitarity appears to render the very concept of thermalisation counterintuitive. The time-reversal symmetry that results from the unitarity of quantum mechanics seems to make the relaxation to thermal states impossible in an isolated system.

This question is usually avoided by ‘coupling the quantum system to a (macroscopic) bath’. If we assume that quantum mechanics is the fundamental description of nature, this procedure does NOT solve the fundamental question raised by the apparent contradiction of unitary evolution and thermalisation/equilibration. On the fundamental level the ‘bath’ has also to be described by quantum physics, and the system can always be enlarged to include the bath. Therefore the fundamental question to consider is:

*Does an isolated many-body quantum system relax/thermalise?*

It addresses the essentials of the fundamental relation between the macroscopic description of statistical mechanics and the microscopic quantum world and has been intensely discussed since the 1920s [2]. Important theoretical advances have been achieved over the years [3–9]. Variations of this question play important roles in such diverse fields as cosmology [10, 11] with the ultimate isolated quantum
system being the whole universe, high-energy physics [12, 13] and condensed matter [14, 15].

A key insight to resolve this apparent contradiction between unitary quantum evolution and relaxation comes from the fact that the required resources to measure many-body eigenstates scale exponentially with system size. The best we can do is to measure (local) few-body observables $O$ and their correlations. A nice illustration of this is the growing complexity and computational effort when evaluating connected high order correlation functions [16] or when applying tomography to few qubit systems [17]. Since (local) few-body observables do not probe the whole system, one can view the ‘measurement’ as dividing the one closed system internally into degrees of freedom that are measured, and others that are not. This way, the observables $O$ one chooses to investigate automatically create a situation where the system is partitioned into a (reduced) system and an environment, i.e. it becomes its own environment. Changing the observable naturally leads to a different separation between what is measured and what constitutes the environment.

With the rapid experimental progress in the control and probing of ultra-cold quantum gases [18] these questions come within reach of detailed experimental investigations. Trapped atoms are almost perfectly isolated from the environment and the important time scales governing their dynamics are easily accessible. Powerful manipulation techniques allow for a large variety of systems to be implemented. For an overview on recent experiments exploring non equilibrium physics with isolated quantum systems using ultra-cold quantum gases, see [19, 20].

In this chapter we present, as an example, our experiments with ultra-cold one-dimensional Bose gases that realise several textbook non-equilibrium phenomena providing insights into these fundamental question and highlight some of the physics related to quantum thermodynamics and quantum machines which may be explored in the near future.

### 34.2 One-Dimensional Superfluids

Over the last years, one-dimensional (1D) Bose gases have proven to be a especially versatile testbed for the study of quantum many-body systems in and out of equilibrium. From the theorist’s perspective 1D Bose gases offer a rich variety of interesting many-body physics, while still being tractable with reasonable effort [21, 22]. Compared to 3D, significantly different physics arise in the 1D regime. The Mermin-Wagner theorem [23] tells us that no true off-diagonal long-range order can emerge due to the enhanced role of fluctuations in 1D and no true Bose-Einstein condensation is possible even at $T = 0$. Instead a large number of distinct degenerate regimes emerges [24, 25], which might share or not share some of the familiar features of a Bose-Einstein condensate. On the experimental side their realisation using cold atomic gases offers precise control over many system parameters, as well as highly-effective means to probe their dynamics [26].
34.2.1 Theoretical Description of 1D Systems

**Lieb-Liniger Model**

In the homogeneous limit an ideal 1D system of hard core interacting Bosons is described by \[ 27 \]

\[
\hat{H} = \frac{\hbar^2}{2m} \int dz \left( \frac{\partial \hat{\Psi}^\dagger(z) \partial \hat{\Psi}(z)}{\partial z} + g_{1D} \int dz dz' \hat{\Psi}^\dagger(z) \hat{\Psi}^\dagger(z') \delta(z-z') \hat{\Psi}(z') \hat{\Psi}(z) \right),
\]

(34.1)

where the \( \hat{\Psi}(z) \) denote bosonic field operators. The first term accounts for the kinetic energy and the second one for interactions, characterised by the 1D interaction strength \( g_{1D} \). The Lieb-Lininger Hamiltonian (Eq. 34.1) is a prime example of an integrable model \[ 27–30 \], solvable by Bethe Ansatz. Experiments with 1D Bose gases can thus provide a link between the deep insights from these mathematical models and physical reality. Most notably, the many conserved quantities have a profound influence on the non-equilibrium dynamics of these systems, which makes them particularly interesting for the study of relaxation and thermalisation processes \[31, 32\].

The interaction in Eq. 34.1 can be parameterised by the Lieb-Lininger parameter \( \gamma = m g_{1D} / \hbar^2 n_{1D} \). Notably \( \gamma \) increases for decreasing particle densities \( n_{1D} \). For \( \gamma \gg 1 \) the gas is in the strongly-interacting Tonks-Girardeau regime \[33–35\] which was probed in \[36, 37\]. The experiments presented in this chapter are performed with \( \gamma \ll 1 \), where the gas is a weakly interacting quasi-condensate \[24\]. In this regime, density fluctuations are suppressed, however, the phase fluctuates strongly along the length of the system.

**Luttinger Liquid Model**

For low energies one can express the field operators \( \hat{\Psi}(z) \) in Eq. 34.1 in terms of density \( \hat{n}(z) \) and phase \( \hat{\theta}(z) \) operators: \( \hat{\Psi}(z) = e^{i\hat{\theta}(z)} \sqrt{n_{1D}} + \hat{n}(z) \), which satisfy the bosonic commutation relation \( [\hat{n}(z), \hat{\theta}(z')] = i \delta(z-z') \). Inserting this definition into Eq. 34.1 leads to a quadratic low energy effective field theory description \[38\], a Tomonaga–Luttinger liquid \[39–41\]:

\[
\hat{H} = \frac{\hbar c}{2} \int dz \left[ \frac{K}{\pi} \left( \frac{\partial \hat{\theta}(z)}{\partial z} \right)^2 + \pi \frac{K}{\hbar} \hat{n}(z)^2 \right]
\]

(34.2)

where \( c = \sqrt{g_{1D} n_{1D}} / m \) is the speed of sound and \( K = \sqrt{n_{1D} (\hbar \pi)^2 / 4 g_{1D} m} \) is the Luttinger parameter. The corresponding eigenmodes are non-interacting phonons with momentum \( \hbar k \), a linear dispersion relation \( \omega_k = ck \) and energies \( \hbar \omega_k \). The
creation and annihilation operators \( \hat{a}_k \) and \( \hat{a}_k^\dagger \) define the phonon occupation number \( \hat{n}_k = \hat{a}_k^\dagger \hat{a}_k \). They are directly related to the Fourier components of density and phase via

\[
\hat{n}_k \sim \left( \hat{a}_k(t) + \hat{a}_k^\dagger(t) \right)
\]

\[
\hat{\theta}_k \sim \left( \hat{a}_k(t) - \hat{a}_k^\dagger(t) \right)
\]

(34.3)

In analogy to photon quantum optics \( \hat{\theta}_k \) represents the phase quadrature and \( \hat{n}_k \) the density quadrature related to a phonon with momentum \( \hbar k \).

The Luttinger liquid description is only an approximate effective field theory describing the low energy physics of hard core bosons in 1D. For a detailed account of effects beyond the Luttinger Liquid description, see [42]. Finally, we note that, besides cold atoms, the Luttinger liquid Hamiltonian also plays an important role in both bosonic and fermionic condensed matter systems [43–46].

Two Tunnel-Coupled Superfluids: The Quantum Sine-Gordon Model

A second fundamental model connected to 1D superfluids is the quantum Sine-Gordon model [47–50], relevant for a wide variety of disciplines from particle to condensed-matter physics [51, 52]. It has been proposed by Gritsev et al. [53] and experimentally verified in [16], that the relative degrees of freedom (phase \( \varphi(z) \) and density fluctuations \( \delta\rho(z) \)) of two tunnel-coupled one-dimensional (1D) bosonic superfluids (tunnel-coupling strength \( J \)) can be described by the sine-Gordon Hamiltonian:

\[
H_{SG} = \int \mathrm{d}z \left[ g_{1D} \delta\rho^2 + \frac{\hbar^2 n_{1D}}{4m} (\partial_z \varphi)^2 \right] - \int \mathrm{d}z \ 2\hbar J n_{1D} \cos(\varphi),
\]

(34.4)

The first term represents the well-known quadratic Tomonaga–Luttinger Hamiltonian Eq. 34.2, which can be solved using non-interacting phononic quasi-particles. The second term is non-quadratic and includes all powers of the field \( \varphi \), which leads to many intriguing properties such as a tuneable gap, non-Gaussian fluctuations, non-trivial quasi-particles and topological excitations. The fields \( \varphi(z) \) and \( \delta\rho(z) \) represent canonically conjugate variables fulfilling appropriate commutation relations.

The system is characterized by two scales: The phase coherence length \( \lambda_T = 2\hbar^2 n_{1D} / (mk_B T) \) describing the randomisation of the phase due to temperature \( T \), and the healing length of the relative phase (Spin healing length) \( \xi_J = \sqrt{\hbar / (4mJ)} \) determining restoration of the phase coherence through the tunnel coupling \( J \). The relevance of the non-quadratic contributions to the Hamiltonian is characterized by the dimensionless ratio \( q = \lambda_T / \xi_J \). By independently varying \( J, T \) and \( n_{1D} \) the ratio \( q \) can be tuned over a large range to explore different regimes of the field theory [16].
Breaking Integrability

Both the Lieb-Liniger model and its low energy effective description the Luttinger Liquid are integrable models. In any realistic experimental setting this integrability will be broken at some level. The analysis of this scenario in the context of classical mechanics has culminated in the important Kolmogorov-Arnold-Moser (KAM) theorem [54]. No complete analogue of this theorem has so far been found in quantum mechanics [55]. For ultra-cold atoms in 1D traps key candidates for breaking integrability are the motion in the longitudinal confinement [56], virtual 3-body collisions [57–60] which ‘feel’ the transverse confinement even when the energy in the atom-atom collisions does not allow to excite transverse states, long range interactions [61], or simple a small addition of transversely excited atoms [62–64].

34.2.2 Realising 1D Many-body Quantum Systems

The experimental realisation of a 1D Bose gas follows the familiar procedure based on laser and evaporative cooling that is also used for the production of Bose-Einstein condensates in 3D. Creating an effectively 1D system in a 3D world requires extremely asymmetric traps with a tight confinement in the two transverse directions. To reach the 1D regime the energy splitting between the ground state and the first transverse excited state in the trap has to be larger than all other relevant energy scales.

For a tight transverse harmonic confinement characterised by $\omega_\perp$ and $a_\perp = \sqrt{\hbar/(m\omega_\perp)}$ this translates into the requirement that both the temperature $T$ and the chemical potential $\mu = g_{1D} n_{1D}$, which is the interaction energy per particle, both fulfil $k_B T, \mu \ll \hbar \omega_\perp$. In this situation the dynamics along the transverse directions can be integrated out leaving the dynamics along the weakly confined axial direction. The 1D interaction strength $g_{1D}$ can then be related to the $s$-wave scattering length $a_s$ in 3D by [35]

$$g_{1D} = \frac{2\hbar a_s \omega_\perp}{1 - 1.4603 a_s / a_\perp}. \quad (34.5)$$

Note that microscopic scattering processes always have a 3D character. In the weakly-interacting regime the $s$-wave scattering length $a_s$ is small compared to the ground state width $a_\perp$ of the tight transverse confinement, i.e. $a_s \ll a_\perp$. In that case Eq. 34.5 can be approximated to a very good approximation by $g_{1D} = 2 \hbar a_s \omega_\perp$. Interesting effects like confinement-induced resonances can occur when this assumption is no longer valid [35, 65].

Highly anisotropic trap configurations can be created in strongly-focussed optical dipole traps [66–68], optical lattices [18, 36, 69, 70] or in magnetic micro traps [71, 72]. In our experiments we rely on the latter because micro traps, as we will see below, allow for a particularly precise and convenient preparation of non-equilibrium states by splitting a 1D gas. Typical trap frequencies in our setup are $\omega_\perp = 2\pi \cdot 3$ kHz in the tightly-confining transverse directions and $\omega_{ax} = 2\pi \cdot 5$ Hz.
in the weakly-confining axial direction. The 1D Bose gas of $^{87}$Rb-atoms is then created in this trap by evaporative cooling of an elongated 3D thermal cloud through the condensation crossover and then further into the 1D regime. 

**Cooling in 1D**

In 1D systems thermalising two body collisions are suppressed by $\exp\left(-\frac{2\hbar\omega_\perp}{k_B T}\right)$ [57], which renders standard evaporative cooling ineffective for $k_B T \ll \hbar\omega_\perp$. Nevertheless extremely low temperatures, far below $\hbar\omega_\perp$ and far below the chemical potential $\mu = \mu_{1D}$ are reported [73–75]. In experiments to study cooling mechanisms in 1D systems [76] we reach $T \sim 0.1\hbar\omega_\perp$ and $T \sim 0.25\mu$, which demonstrates that the above intuitive picture is incomplete. We developed a simple theoretical model based on the dynamics of an one-dimensional Bose gas [77]: Cooling can be modelled as a series of infinitesimal density quenches extracting energy from the density quadrature of the phononic excitations followed by many-body de-phasing. This process reduces the occupation number of each phonon mode, leading to a cooler system. Our simple model leads, in a harmonic trap, to a scaling relation $T \propto N$, which is confirmed in our experiments. It is interesting to note that the above simple model neglects the quantum noise coming from out-coupling of atoms. If included, the complete model [77] does not agree with the experimental observations [76].

**Splitting a 1D Quantum Gas**

The magnetic micro traps on atom chips allow for a precise dynamical control over the trap parameters. Most notably, the initial transverse tight harmonic confinement can be transformed into a double well potential. This is realised by radio-frequency (RF) dressing of the magnetic sub-levels of the atoms [78–80]. The RF fields are applied through additional wires on the chip, which due to their proximity to the atoms allows for very high RF field amplitudes and a precise control over the field polarisation.

We use this technique to coherently split a single 1D Bose gas into two halves, thereby creating a non-equilibrium state [81–83]. If the splitting is performed fast compared to the axial dynamics in the system, that is $t_{\text{split}} < \xi_n/c = \hbar/\mu$ ($\xi_n = \hbar/mc$ is the healing length for the density $n$), then no correlations can build up along the axial direction and the splitting happens independently at each point in the gas. In this case the process can be intuitively pictured as a local beam splitter where each atom is independently distributed into the left or right half of the new system. The corresponding probability distribution for the local number of particles $N$ on each side is therefore binomial. If the splitting is slower, then correlations can build up along the system, and the local number fluctuations will not be independent. This results in such intriguing quantum phenomena as number squeezing or spin squeezing [84, 85]. Using optimal control to shape the splitting procedure one can speed up and enhance the squeezing [86–88].
34.2.3 Experimental Techniques for Probing the Quantum State

Information about the system and its dynamics is extracted using standard absorption [89, 90] or by fluorescence imaging [91] after releasing the atoms from the trap. If only a single gas is present it simply expands in time-of-flight (TOF), while a pair of condensates expands, overlaps and forms a matter-wave interference pattern. This detection method is destructive, therefore many identical realisations are necessary to probe a time evolution.

It is important to note that in the 1D regime the tight transversal confinement leads to a very rapid radial expansion suppressing any effects of interactions during time of flight. Consequently the obtained images enable comprehensive insights into the properties of the initial trapped system [92].

Density Ripples

A single quasi-condensate that is released and expands in TOF forms strong density speckles along the 1D axis (see Fig. 34.1). These speckles are a direct consequence of the fluctuating phase $\theta(z)$ in the trapped system and are superposed on the average density profile. Analysing the correlations in these patterns and comparing them to simulated results obtained from an Ornstein-Uhlenbeck stochastic process allows us to determine the temperature of the gas [92, 93] as shown in Fig. 34.1. This powerful tool works as well for 2D systems [94]. In our experiments it is primarily used to characterise the initial gas before the splitting. However, it can also be used for the study of the evaporative cooling process [76] or thermalisation.

![Fig. 34.1 Density ripples](image)

**Fig. 34.1 Density ripples.** The phase fluctuations in the individual realisation of a 1D quantum gas lead to a pronounced random speckle pattern in time of flight visible as the strong variations in the density profile shown as insert in (c) and the extracted individual density profile (b). The density profile averaged over > 100 realisations is displayed in (a). c) The density-density correlations of these speckles allow to characterise the phase fluctuations in the trapped 1D gas and with that its temperature. Black dots (open diamonds): Measured correlation function $\tilde{g}_2(x)$ for 150 nK (60 nK). Figures adapted from [93].
Correlation Functions

Correlation functions are directly linked to the theoretical description of many-body systems and are a powerful tool to probe equilibrium and non-equilibrium physics. As pointed out by Schwinger [95, 96] the knowledge of all correlation functions of a system is equivalent to solving the corresponding many-body problem. If the relevant degrees of freedom are known, the knowledge of a finite set of basic correlation functions can be sufficient to construct a solution of the corresponding theory. For a first experimental implementation of this powerful theoretical concept, see Schweigler et al. [16].

For 1D systems the most relevant correlations are the ones directly connected to the theoretical models discussed in Sect. 34.2.1. These are density correlations and phase correlations (Fig. 34.2). Density correlations measured in situ have been used to characterise the temperature of 1D systems [74, 75], investigate analogues to ‘Hawking radiation’ emerging from acoustic horizons [98]. Density correlations in time of flight [99] have been used to study, for example, optical lattice systems [100, 101], the difference between Bosons and Fermions [102] or the transition from 1D to 3D [103].

Here we will concentrate mainly on the correlations of the phase (Fig. 34.2). The interference pattern of two 1D quasi-condensates is a direct measurement of the fluctuations in the relative phase along the length of the two 1D superfluids.

If density fluctuations can be neglected, which is a very good approximation in the quasi-condensate regime, the second order correlation function

\[
C(z, z') = \langle e^{i\tilde{\phi}(z) - i\tilde{\phi}(z')} \rangle \\
\approx \frac{\langle \hat{\Psi}_l(z) \hat{\Psi}_r(z') \hat{\Psi}_r(z') \hat{\Psi}_l(z') \rangle}{\langle |\Psi_r(z)|^2 \rangle \langle |\Psi_l(z')|^2 \rangle}. \tag{34.6}
\]

Fig. 34.2 Phase correlations. a) Typical interference pattern created by two 1D superfluids. The local relative phase \( \varphi(z) \) between the two 1D BEC can be extracted by fitting the interference pattern for each pixel row. b) From the measured relative phase profiles one can evaluate the non-translation-invariant correlation function \( C(z_1, z_2) = \langle e^{i\tilde{\phi}(z_1) - i\tilde{\phi}(z_2)} \rangle \). The central red diagonal is the trivial auto correlation \( C(z, z) = 1 \). Figures adapted from [97].
can be related to correlations in the field operators $\hat{\Psi}_{l,r}$ of the left and right gas. $z$ and $z'$ are two points along the axial direction of the system. In a finite system the correlations $C(z, z')$ are non translation-invariant. Equation 34.6 can easily be extended to higher order correlations [97]. In the experiment, the expectation value is measured by averaging over many identical realizations.

From the measured phase field $\varphi(z)$ we can extract the equal-time $N$th-order correlation functions of the phase directly [16]:

$$G^{(N)}(z, z') = \langle \Delta \varphi(z_1, z'_1) \ldots \Delta \varphi(z_N, z'_N) \rangle ,$$  \hspace{1cm} (34.7)

where $\Delta \varphi(z_i, z'_i) = \varphi(z_i) - \varphi(z'_i)$ are continuous (not restricted to $2\pi$) phase differences of the unbound phase at different spatial points $z_i, z'_i$. The second order phase correlation function $G^{(2)}(z, z')$ can be related to the creation and annihilation operators of the quasi-particles in the 1D system, the 4th-order $G^{(4)}(z, z')$ to quasi-particle scattering and the higher order correlations to higher order interaction processes between the quasi-particles. The $N$th-order correlation functions can be decomposed

$$G^{(N)}(z, z') = G^{(N)}_{\text{con}}(z, z') + G^{(N)}_{\text{dis}}(z, z')$$  \hspace{1cm} (34.8)

into an disconnected part $G^{(N)}_{\text{dis}}$ which contains redundant information already present in lower-order correlations, and a connected part $G^{(N)}_{\text{con}}$ which represents the genuine new information at order $N$. At the level of a field theory description of the many-body system to study $G^{(N)}_{\text{con}}$ can be related to genuine $N/2$ mode interactions that can not be decomposed into successive lower order interactions and are related to the non-perturbative sum off all diagrams of order $N$.

In a recent experiment [16] we have used high order phase correlations (Eq. 34.7) to demonstrate that two tunnel-coupled superfluids are a genuine quantum simulator for the quantum Sine-Gordon model. Analysing the phase correlation functions up to high order, and under which conditions they factorise allowed us to characterise the essential features of the model solely from our measurements, detect the relevant quasi-particles, their interactions and the topologically distinct vacuum states of the model. Analysing high order correlation functions and how they factorise thus provides a comprehensive and general method to analysing quantum many-body systems through experiments.

**Full Distribution Functions**

Another powerful technique to analyse the properties of many-body states and their dynamics are the full distribution functions (FDF) of observables. The FDFs contain information about all order correlation functions. If they are Gaussian, then the correlations factorise.

From the interference pattern we can construct a variety of different full distribution functions. Filling phase and contrast in a polar plot (Fig. 34.3) allows to visualise the difference between de-coherence and de-phasing [104].
Fig. 34.3  Full distribution functions. From the evaluated phases one can construct the full distribution functions (FDF) of (left) phase and contrast [104] and (right) of phase difference [16]. The insert shows a direct image of a phase kink, the topological excitations of the Sine-Gordon model. The full distribution function of the integrated contrast (bottom). The measured FDF are in excellent agreement with FDF’s calculated for thermal equilibrium [73].

A different FDF can be constructed from the contrast $C(z) = \frac{I_{\text{max}}(z) - I_{\text{min}}(z)}{I_{\text{max}}(z) + I_{\text{min}}(z)}$ of the measured interference [73, 105, 106]. We define the operator $\hat{A}(L) = \int_{-L/2}^{L/2} dz \hat{\Psi}_1(z,t)^\dagger \hat{\Psi}_1(z,t)$. Its magnitude is related to the contrast $C(L)$ of the interference pattern integrated over length $L$ by $\langle C^2(L) \rangle = \langle |\hat{A}(L)|^2 \rangle / n_{1D}^2 L^2$. Experimentally the distribution of the squared contrast normalised by the mean squared contrast $\alpha = C^2 / \langle |C|^2 \rangle$ is less prone to systematic errors and therefore favourable. Recording the shot-to-shot fluctuations of this quantity gives us the full distribution function $W(\alpha) d\alpha$ of the probability to observe a contrast in the interval $\alpha + d\alpha$.

Similarly, the full distribution functions of the phase difference $\Delta \varphi = \varphi(z_1) - \varphi(z_2)$ can reveal details about the excitations in a system [16]. Figure 34.3 (top, left) shows the triple peaked FDF of $\Delta \varphi$ in the quantum Sine-Gordon model identifying sine-Gordon Solitons (or kinks), the topological excitations of this model.
34.3 Non-Equilibrium Dynamics and Relaxation in 1D Superfluids

We now give a schematic overview of our experiments investigating the non-equilibrium dynamics of 1D superfluids. For details we refer to the original publications.

34.3.1 Creating a Non-equilibrium State

Coherently splitting a single 1D Bose gas into two creates a non-equilibrium state [81, 82] (Fig. 34.4). The process of splitting is performed fast compared to the axial dynamics in the system ($t_{\text{split}} < \xi_h/c$), which assures that no correlations can build up along the axial direction, consequently the splitting happens independently at each point in the gas. The process can be intuitively pictured as a local beam splitter where each atom is independently distributed into the left or right half of the new system. The corresponding probability distribution for the local number of particles $N$ on each side is therefore binomial

$$P(N_l, N_r) = \binom{N_l + N_r}{N_l} p_1^{N_l} (1 - p_1)^{N_r}, \quad (34.9)$$

with $p_1 = 1/2$ for a balanced splitting process. The resulting fluctuations in one half of the system are thus given by $\text{Var}[N_{l,r}] = N p_1 (1 - p_1)$, which translates into $\langle |\Delta N|^2 \rangle = N/4$ for $\Delta N = (N_l - N_r)/2$ in the balanced case.

![Fig. 34.4 Creating a non-equilibrium state.](image)

We create a non-equilibrium state by coherently splitting a 1D quantum gas. The coherently split state is characterised by straight fringes and $\varphi(z) \sim 0$. The final thermal state can be created by cooling two separate atom clouds into the two sides of the double well [79]. The resulting interference pattern shows strong phase fluctuations and a random global phase.
Once we can speak of two spatially separated systems we can perform a variable transformation to anti-symmetric and symmetric degrees of freedom, which will help us to better describe the quantum state after the splitting. In the following these will also be referred to as relative and common degrees of freedom (modes). Starting from the density and phase fluctuations in the left and right halves (denoted by $\hat{n}_{l,r}(z)$ and $\hat{\theta}_{l,r}(z)$, respectively) we find for the anti-symmetric and symmetric degrees of freedom of the phase:

$$\hat{\phi}_{as}(z) = \hat{\theta}_{r}(z) - \hat{\theta}_{l}(z)$$

$$\hat{\phi}_{sy}(z) = \frac{\hat{\theta}_{r}(z) + \hat{\theta}_{l}(z)}{2}$$

and for the density:

$$\hat{\nu}_{as}(z) = \frac{\hat{n}_{r}(z) - \hat{n}_{l}(z)}{2}$$

$$\hat{\nu}_{sy}(z) = \frac{\hat{n}_{r}(z) + \hat{n}_{l}(z)}{2}$$

The usefulness of this approach becomes clear as we return to the shot noise, which now only enters in the relative number fluctuations

$$\langle \hat{\nu}_{as}(z)\hat{\nu}_{as}(z') \rangle = \frac{n_{1D}}{2} \delta(z - z').$$

Here, $n_{1D}$ denotes the mean density in a single gas after splitting. The corresponding shot-noise introduced to the phase quadrature of the relative modes goes with $1/n_{1D}$ and is therefore negligible.

Returning to the Luttinger Hamiltonian (Eq. 34.2) we can identify the amount of energy $\Delta E_{\text{quench}}$ that is introduced into each individual phononic mode during the splitting process as

$$\Delta E_{\text{quench}} = g_{1D}n_{1D}$$

which is typically smaller than the thermal energy of the initial gas. Moreover, this energy is only stored in the density quadrature of the relative degrees of freedom, while it should be equipartitioned between phase and density quadrature in thermal equilibrium.

The situation is different for the common degrees of freedom, which inherit all thermal excitations that were present in the initial gas before the splitting. The state created by splitting is thus also out of equilibrium. The common degrees of freedom contain the initial thermal energy, while the relative degrees of freedom contain only quantum shot-noise. In equilibrium both should be equally and thermally populated.

In experiment, the equilibrium situation can be realised by the transforming the harmonic trap into a double well while the Bose gas is still non degenerate.
Subsequent evaporative cooling in both wells then results in two degenerate gases with no knowledge of each other, which corresponds exactly to thermal equilibrium. The experiment thus enables the unique possibility to contrast non-equilibrium and thermal states in identical settings.

It is interesting to note, that splitting a low dimensional system along the strongly confining transversal direction allows to study modes of a many body system that were initially empty, i.e. populated only by vacuum noise, corresponding to temperature $T = 0$. This is easily seen by looking at the evolution of the transverse excited states during the splitting of a double well. The ground state is directly connected to the symmetric mode of the double well, the first excited state to the anti-symmetric mode. In a 1D system of bosons at low enough temperature the first transverse excited state is not populated and therefore the anti-symmetric mode in the double well is initially empty. This allows us to clearly see the quantum noise introduced by the quench.

### 34.3.2 Relaxation in a Isolated 1D Superfluid

We now describe our basic observations that lead to relaxation (Fig. 34.5) when bringing a 1D superfluid out of equilibrium by splitting (Fig. 34.4). For our experiments we implement a splitting quench as discussed above. This introduces quantum shot noise into the density quadrature $\hat{v}_{\text{as}}(z)$ of the anti-symmetric degrees of freedom of the newly formed double wells. Our 1D superfluids are at the microscopic scale an interacting system. These fluctuations in the density add additional energy. This brings the system out of equilibrium and starts a de-phasing dynamics that leads to relaxation. This is best seen by looking at the excited modes in the anti-symmetric combination of the two 1D superfluids. The splitting excites phonons in the anti-symmetric degrees of freedom of the two 1D superfluids. These phonons are created...
in the density quadrature (the fluctuations of the relative phase are minimal). Following a Luttinger liquid description these phonons will now evolve independently. A phonon of wave vector $k$ and energy $\hbar \omega_k$ rotates between density and phase quadrature with an frequency $\omega_k$. This will lead to a de-phasing of the phonon modes, since for each phonon the quadrature rotation between density and phase will proceed at a different speed. In interference experiments, we observe the phase quadrature of the phonons. The de-phasing of the phonons lead directly to a de-phasing and a loss of contrast in the observed interference pattern. A detailed theoretical derivation and discussion of these processes can be found in [81, 82], an application to a real world 1D superfluid in a harmonic longitudinal confinement in [107].

**Pre-thermalisation**

We first discuss the state two 1D superfluids will relax to due to the de-phasing of the phonons introduced by the quantum noise of the splitting quench. A study of the full counting statistics of the interference contrast revealed that instead of relaxing to thermal equilibrium, the system relaxed to a long-lived pre-thermalised state [83]. In this quasi steady state, the system already shows thermal features characterised by an exponential decaying phase correlation function and thermal full distribution functions of contrast. This allows us to assign a temperature. Most remarkably this effective temperature $T_{\text{eff}}$ is much lower then the initial temperature $T_i$ of the 1D superfluid before splitting. This indicates that the relaxed state is still markedly different from thermal equilibrium.

Following [81, 82] we find that the equipartition of energy between the $k$-modes introduced by the fast splitting, results in the relaxed quasi-steady state being indistinguishable from thermal equilibrium at some effective temperature

$$k_B T_{\text{eff}} = \frac{g_{1D} n_{1D}}{2},$$

which is determined by the energy given to the relative degrees of freedom by the quantum shot noise introduced in the splitting. Remarkably $T_{\text{eff}}$ only depends on the 1D density $n_{1D}$ and is independent of the initial temperature $T_i$, as can be seen in Fig. 34.6a, b.

Looking at the system on different length scales reveals two regimes [104]. For short lengths $L$, the sparsely populated high momentum modes ($k > 2\pi/L$) do not lead to a reduction of the interference contrast. This regime corresponds to phase-diffusion (spin diffusion, magnetisation diffusion). For large $L$, many modes satisfying $k > 2\pi/L$ are populated and their dynamics leads to a scrambling of $\phi(z)$ within the probed integration length, resulting in a significant reduction of the interference contrast. This is the contrast-decay (spin decay, magnetisation decay) regime. Between the two regimes there is a cross over length scale $\lambda_{\text{eff}}$ which can be associated with the effective temperature $T_{\text{eff}}$ by $\lambda_{\text{eff}} = \frac{\hbar^2 \rho}{mk_B T_{\text{eff}}}$.
**Light-Cone Spreading of ‘de-coherence’**

The pre-thermalised state emerges by de-phasing of the phonon modes created in their density quadrature by the splitting quench. This de-phasing and the emergence of the pre-thermal state can be seen best by looking at the phase correlation function $C(z, z') = \langle e^{i\hat{\phi}(z) - i\hat{\phi}(z')} \rangle$. The final pre-thermlised exponential decaying $C(z - z')$ emerges locally and spreads throughout the system with the sound velocity as shown in Fig. 34.7. Outside this ‘horizon’ the long range order imprinted by the coherent splitting persists. This light-cone-like evolution was predicted by Calabrese and Cardy [108] and illustrates the spreading of correlations with a characteristic velocity and is directly connected to Lieb-Robinson bounds [109].

This light-cone like emergence of phase fluctuations after the splitting quench in our 1D system is analogous to the emergence of density fluctuations (Sacharov oscillations) after cosmic inflation. In the 1D superfluid the quench introduces density fluctuations which de-phase a uniform phase, in the case of Sacharov oscillations [110] the fluctuations introduced into the phase of a system with uniform density leads to the growth of density fluctuations by an analogous de-phasing.

**Generalized Gibbs Ensemble**

Let us now turn to the statistical mechanics description of the relaxed state. It has been conjectured that the state which integrable systems relax to is a maximum entropy state under the constraints of the many conserved charges [112, 113]. Its associated density matrix is given by a generalized Gibbs ensemble (GGE) [31]

$$\hat{\rho} = \frac{1}{Z} e^{-\sum \lambda_i \hat{n}_i}.$$  \hspace{1cm} (34.15)
Fig. 34.7 Light-cone like spreading of de-coherence: The phase correlation function $C(\bar{z}) = \langle e^{i \hat{\phi}(z) - i \hat{\phi}(z + \bar{z})} \rangle$ characteristic for the pre-thermalised state appears locally in its final form and spreads throughout the system with a relaxation horizon. Outside the light-cone the long range order from the initially coherent splitting persist [111]. $C(\bar{z})$ is plotted for the first 1–9 ms of evolution (blue → red). Dots are the measurements, the lines depict the theoretical model convoluted with experimental resolution. Dashed green line represents the final prethermal correlations.

Here, $Z$ is the partition function, $\hat{I}_j$ are the operators of the conserved quantities and $\lambda_j$ the corresponding Lagrange multipliers. If only energy is conserved this density matrix reduces to the well-known canonical or Gibbs ensemble, with $\beta = 1/k_B T$ being the only Lagrange multiplier. If many more conserved quantities exist like the phonon occupations in the Luttinger liquid model describing the 1D superfluids, many Lagrange multipliers, one for each conserved quantity, restrict the possible ways in which entropy can be maximized.

The pre-thermalised state described above is a special case. The equipartition created by the fast splitting quench creates $\lambda_j$ that can all be associated with the same effective temperature $T_{\text{eff}}$. Nevertheless the appearance of different temperatures in the common mode ($T_{\text{com}}$ associated with the initial temperature $T_i$) and the anti-symmetric mode ($T_{\text{eff}}$) requires a GGE to describe the complete density matrix of the pre-thermalised system.

To illustrate the presence of a GGE directly it is necessary to change mode occupation numbers created by the splitting. That can be achieved by introducing a different splitting process. The non translation-invariant phase correlation function $C(z_1, z_2) = \langle e^{i \hat{\phi}(z_1) - i \hat{\phi}(z_2)} \rangle$ characterises the system. A detailed analysis allows to extract the mode occupations that are necessary to describe the state [97]. Given these extracted occupation numbers the de-phasing model also provides a detailed description of the dynamics, which proves that the conserved quantities were indeed set during the splitting process. As seen in Fig. 34.8, the odd phonon modes have occupations that are significantly below the quantum shot noise of the pre-thermalised state, indicating strong squeezing of phonon modes created by the slower splitting.
Fig. 34.8 Generalised Gibbs ensemble: Phonon occupation numbers normalised to the quantum noise of a fast (instantaneous) splitting as extracted from the non translation-invariant phase correlation function $C(z_1, z_2) = \langle e^{i\Phi(z_1)} - e^{i\Phi(z_2)} \rangle$ shown as insert. The central red diagonal is the trivial auto correlation $C(z, z) = 1$. The two orthogonal lobes show enhanced correlations which are a direct consequence of the quantum state to be imprinted by the quench. The occupations of the lowest 9 modes can be extracted with statistical significance. Phonon modes with populations below the quantum shot noise are number squeezed. Figure adapted from [97].

These observations illustrate how the unitary evolution of our quantum many-body system can lead to the establishment of thermal properties. This does not mean that a true thermal state was reached, but rather that the expectation values of certain observables became indistinguishable from the corresponding thermal values. In this way the predictions of statistical and quantum mechanics are reconciled.

**Dynamics Beyond Pre-thermalisation**

As demonstrated above, the 1D Bose gas, as an example of an integrable system, does not relax to thermal equilibrium but to a pre-thermalised state that can be described by a GGE. However, the 1D Bose gas, as realised in the experiments, is only nearly-integrable. In any realistic experimental setting this integrability will be broken at some level. In this case the observed pre-thermalised state is only an intermediate steady state on the way to thermal equilibrium. Experimental investigations into this effect are ongoing in our and other groups [115].

**34.3.3 Recurrences**

Poincaré and Zermelo, conjectured that a finite isolated physical system will recur arbitrarily close to its initial state after a sufficiently long but finite time [116, 117]. In quantum mechanics a general recurrence theorem has been proven [118, 119], explicitly showing that an arbitrary wave function $\Psi(t) = \sum C_n e^{iE_n t} \Phi_n$ returns arbitrary close to its initial state ($\Phi_n$ is the $n$th eigenvector with energy $E_n$).
A beautiful example of recurrences in a simple quantum system is the collapse and revivals in the Jaynes–Cummings model of a single atom interacting with a coherent radiation field \[ 120, 121 \]. In interacting few-body systems collapse and revivals were observed for small samples of a few atoms trapped in optical lattices \[ 122, 123 \]. For larger systems however, the complexity of the spectrum of eigenstates \( \{ E_n \} \) leads to exceedingly long recurrence times, in general prohibiting their observation.

For many-body systems it becomes exponentially difficult to observe the eigenstates, and one probes them through much simpler (local) few-body observables \( \mathcal{O} \). This suggests that the system does not have to come back close to the exact initial configuration of many-body states, but only needs to give the same measurement results under the evaluation of \( \mathcal{O} \). Choosing an observable \( \mathcal{O} \) that connects to the collective degrees of freedom of an underlying effective quantum field theory description of the many body system dramatically reduces the complexity of the problem. Instead of dealing with a large number of constituents, one observes a much smaller number of populated modes. Designing the system such that the collective excitations have commensurate energies, the observation of recurrences becomes feasible even for many-body systems containing thousands of interacting particles \[ 114 \].

In a 1D superfluid with harmonic longitudinal confinement \( \omega_\parallel \) the phonon modes are described by Legendre polynomials \[ 124 \] and the \( j \)th mode oscillates with frequency \( \omega_j = \omega_\parallel \sqrt{j(j + 1)/2} \) which shifts recurrences to very long times. For a 1D superfluid in a box like longitudinal confinement the phonon frequencies become commensurate \( \omega_j = \pi \frac{c}{L} j \) and the time between recurrences becomes \( t_{rec} = \frac{L}{c} [107] \). Figure 34.9 shows the observation of recurrences by the reappearance of long range order in the phase correlation function \[ 114 \].

**Fig. 34.9 Observation of recurrences in long range order**

- **a)** The recurrence is seen by the recovery of long range order (\( C \) close to 1 over the whole distance).
- **b)** The lower graph shows the correlations at 30 \( \mu \)m. The inset shows the full correlation function at selected points as indicated by the colour of the symbols.
- **c)** The recurrences decay faster then predicted from the Luttinger liquid with averaging about the measured initial state distribution. The decay is well described by a stochastic GPE calculation which naturally includes the interaction between the excited modes. The decay of recurrences is faster with higher temperature. Figures adapted from \[ 114 \].
34.3.4 Outlook on Non-equilibrium Dynamics

Up to now each system is treated individually, and each time one works with a different system one has to start new to develop a model. One of the key challenges in non-equilibrium many-body quantum physics is therefore to find universal descriptions that would allow us to characterise a whole class of systems. One intriguing description of non-equilibrium dynamics that surfaced in the last years relates to non-thermal fixed points of a Renormalisation Group (RG) evolution [125–127]. This is reminiscent of the description of second order phase transitions by the RG fixed-points [128]. The universal scaling connected to non-thermal fixed points was recently observed [129, 130].

We conjecture that the relaxation observed in 1D superfluids is universal for a large class of many-body systems: those where the relevant physics can be described by a set of ‘long lived’ collective modes and can be associated with a Gaussian non-thermal fix-point in the non-equilibrium evolution of a bosonic Luttinger liquid. The time window where the ‘close to integrable’ dynamics can be observed is given by the ‘lifetime’ of the quasi-particles associated with the collective modes. From a quantum field theory perspective, one can view such a many-body quantum system at $T = 0$ as ‘vacuum’ and its ‘long lived’ collective modes as the excitations (particles) as the laboratory to experiment with.

34.4 Implementing Thermal Machines in 1D Superfluids

A 1D superfluid and its excitations are a very interesting model system for the interplay between quantum science and statistical mechanics. We will now give a brief outline, how one-dimensional superfluids will allow to implement simple thermal machines and thereby help to explore some of the intriguing effects of quantum physics on their workings. The essential new input is to deliberately structure and manipulate the 1D superfluid along its longitudinal directions to create different quantum systems that can be connected, disconnected and manipulated.

34.4.1 Implementing Arbitrary Designed Longitudinal Confinements

The longitudinal trapping potential can be designed and manipulated by applying an additional structured dipole potential to the existing atom chip trap which will still perform the transverse trapping and manipulation. A far blue detuned light field will create a conservative repulsive potential for the atoms. Applying the light field from a direction orthogonal to the 1D chip trap and structuring the applied light field will allow us to create a nearly arbitrary potential landscape along the trapped 1D
superfluid (see Fig. 34.10). Using a far blue detuned light has the advantage that atoms are repelled from the light field and sit at low intensity regions which minimises the small remaining spontaneous light scattering (which would destroy coherence). In addition, the obtainable structure size is smaller for shorter wavelength. Moreover, the applied potentials can be small when compared to standard optical traps. We use these dipole potentials to ‘shape’ or ‘add’ features to the existing magnetic trap. Consequently, the applied potentials just have to be comparable to the interaction energy on the 1D superfluid. For example using a few 100 mW of 660 nm light (120 nm blue detuned from the Rb optical transitions at 780 nm) one can design 1D potential landscapes for a Rb quantum gas up to 1 mm long with negligible decoherence from spontaneous scattering.

Creating the dipole trap light fields to control an arbitrary 1D potential landscape requires beam shaping along a single spatial dimension. To realise this, the intensity (or the phase) of the light field has to be modified using a spatial light modulator (SLM). There are different kinds of SLMs to choose from. Our choice fell on the Digital Micro-mirror Device (DMD) which is a reflective SLM. DMDs are used in commercial projection devices and have sufficient spatial and intensity resolution to create up to 1 mm long potential landscapes in our experimental settings. The update timescale of 32 µs is also much faster then the typical timescales associated with the excitations in the 1D superfluids (> 1 ms). Examples where DMDs have been used successfully already to manipulate potential landscapes can be found in [131–135].

With this dipole painting we can deliberately structure the 1D superfluid along its longitudinal directions. This will allow us to create separate quantum systems that can take the role of the different components of a thermal machine (Fig. 34.11) like a reservoir or a working fluid. (Adiabatically) expanding them will cool them, (adiabatically) compressing will heat them. Coupling between different parts of a thermal machine can be achieved by connecting them or by a tunnel barrier. The strength of the coupling can be precisely adjusted by adjusting tunnel coupling $J$ through the height and width of the barrier. This will allow us to build a series of different thermal processes and thermal machines for the quantum excitations in the 1D superfluids.
34.4.2 Quantum Aspects in 1D Superfluid Machines

The experimental setting outlined above opens up a pathway to the study of novel thermodynamic schemes in many-body quantum systems. A specially interesting point is that the 1D superfluids used are close to an integrable point, where common assumptions on complete thermalisation are challenged.

**Non-Markovianity:** Integrable (non thermalising) systems keep a memory of their initial state and are therefore ideal candidates to implement aspects of non-Markovianity. Our observation of recurrences in a many-body system of thousands of particles [114] points to a special interesting way to exploit this. Let us illustrate that with an example: If a system is decoupled at time $t = 0$ from an 1D-reservoir then the role of the reservoir in a thermal machine cycle will strongly depend when the next ‘contact’ takes place. If the re-coupling is in between recurrences, the reservoir will be completely de-phased and have no memory of what happened during the last cycle. If the re-coupling is at the time of the recurrence, the reservoir will have (full) memory of what happened during the last cycle, and will behave maximally non-Markovian. Designing the longitudinal confinement in each part of the thermal machine will allow us to have (nearly) full control of the memory of selected states in the thermal machine at later times. This will allow us to design and probe a large variety of interesting Markovian and non-Markovian situations [136–139].

**Strong Coupling:** The coupling and de-coupling of two interacting many-body systems can be precisely controlled by the barrier between the two systems. On one hand weak coupling can be implemented by a small tunnel-coupling between the two superfluids. On the other maximally strong coupling is achieved by removing the barrier at all, that is joining the two systems. This will allow us to implement and probe a large variety of interesting coupling situations and their role in thermal processes and thermal machines [139–141].

**Entanglement:** The coupling and de-coupling of two interacting many-body systems is a direct way to entangle the two. The canonical system is the double well. When the de-coupling is slower then the time scale given by the interaction energy, the two systems will build up quantum correlations between them, which persist even if they are separated [84, 85, 142]. An indication that this also works for excitations in a many-body system is the observation of number squeezing in the modes created by
slow splitting in the GGE experiment [97] (see Fig. 34.8). This will allow us to probe things like anomalous heat flow [143–145].

**Quantum Noise**: Another distinct observation from our experiments is that disconnecting two systems creates quantum noise. Since this noise and the associated energy put into the system scales with $\sqrt{N}$ it can be safely neglected in the thermodynamic limit. But for finite systems this additional energy will be visible, and might have a significant effect on efficiencies of quantum thermodynamic processes. If one reduces this noise, one automatically introduces quantum correlations and entanglement between the two systems.

**Role of knowledge in Thermodynamic Processes**: If we could measure the many-body eigenstates of our complete machine, we would have complete control. For any sizeable system of more than a few particles (or spins) this becomes impractical and we have to restrict ourselves to (local) few-body observables and a finite set of their correlations. This will define what we know and what we can use and what we don’t know, we need to ignore. The first can in the widest sense be related to work, the latter to heat and entropy. Since we can choose what we measure, we can illuminate the role of knowledge in what is work and what is heat. In fact what is work and what is heat in a fully quantum sense of a unitary (many-body) machine will depend on the resources one can (want to) invest. Whether a system is a heat reservoir or a work reservoir just depends on what you personally know about it [8, 9, 146, 147].

The manipulation of 1D superfluids in simple (quantum) thermodynamic processes is an ideal testbed for these questions.

**Operating Two Parallel Machines**: The design and manipulation of the longitudinal confinement with the designed dipole trap works for both a single 1D system, and two 1D systems in our double well on the atom chip. This opens up the possibility to directly compare the operation of two identical machines. The initial states of these two systems can be: (i) Two completely independent systems created by cooling two separate cold atomic clouds into the two wells of the double well. (ii) Two systems that are de-phased in a pre-thermally state, that is their relative phase temperature is given by the interaction energy and not the cooling. (iii) two systems with (nearly) identical phonon modes with the quantum noise in the anti-symmetric mode strongly suppressed. Such states have been achieved in our experiments [85, 97] and can be significantly improved by optimal control of the splitting process [87]. Such a setting would allow to directly probe the quantum noise introduced in the thermal processes.

**Quantum Sine-Gordon Model**: We can also implement the thermodynamic processes in two tunnel-coupled superfluids. Then the underlying quantum field theory model is not a Luttinger liquid, but the quantum Sine-Gordon model. This will allow us to carry the studies of thermal machines in a wide range of settings, ranging from a free system of non-interacting modes to very strongly correlated quantum systems which also exhibit topological excitations [16].

Over all experimenting with 1D atomic superfluids arbitrary controlled longitudinal confinement will open up a large variety of new experimental possibilities to implement on one hand the ‘classical’ thermal machines like a Otto cycle, a Carnot
machine or a refrigerator in well controlled many-body quantum systems, and on the other hand let us explore many more predicted novel quantum phenomena like anomalous heat flow etc . . . and hopefully find new ones.

### 34.5 Conclusion

Experiments with ultra-cold quantum gases (in general) and 1D Bose gases (in particular) allow the realisation and manipulation of well-controlled and truly isolated quantum systems. As we have shown, this provides unique opportunities to study and understand non-equilibrium phenomena. For example, the results discussed in these notes demonstrate for the first time several characteristic aspects of these dynamics, including the existence of a stable, thermal-like pre-thermalised state and its dynamical, light-cone-like emergence. Furthermore, the connection of the pre-thermalised state with generalised statistical ensembles highlights the connection between unitary quantum evolution and statistical mechanics.

Extending these experiments to arbitrary designing and manipulating the longitudinal confinement will open up many new possibilities to build thermodynamic processes and machines form nearly integrable quantum many-body systems. This will allow us to further probe and explore the role of quantum physics in (quantum) thermodynamic processes.
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Chapter 35
Single Particle Thermodynamics with Levitated Nanoparticles

James Millen and Jan Gieseler

Introduction

The first demonstration of the stable 3D optical trapping of micron-scale particles was in the 1980s [1], and since then there has been an explosion of research using “optical tweezers”, to the point that they are an off-the-shelf tool for physical and biological scientists. Using this system, it is possible to control and track the motion of mesoscopic objects with astounding precision. The first investigation of a microscopic thermodynamic process with an optically trapped particle was the realization of a Brownian ratchet [2] and there was a strong increase of activity following the foundation of stochastic thermodynamics [3] and the discovery of fluctuation theorems such as the Jarzynski equality, with Seifert describing trapped colloidal particles as “the paradigm for the field (of stochastic thermodynamics)”.

So, what makes the trapped microparticle such a good platform for thermodynamic studies? First and foremost, its characteristic energy is comparable to that of the thermal fluctuations of the bath $\sim k_B T_{\text{env}}$. These small particles in harmonic optical potentials are simple, and considering only the centre-of-mass motion is for most cases sufficient to fully describe their behaviour.\(^1\) Having few degrees of freedom enhances the relative role of thermal fluctuations via the central limit theorem: energy

\(^1\) Recent work with levitated nanoparticles also considers rotational degrees of freedom [4].
fluctuations of a system with $N$ degrees of freedom can be quantified by comparing the variance $\sigma^2 \propto N$ to the mean $\langle U \rangle \propto N$ of an extensive macroscopic quantity $U$, such as the total energy. For large $N$, $\langle U \rangle \gg \sigma$, whereas for small $N$, $\langle U \rangle \sim \sigma$ [5], illustrating the dominant role of fluctuations in systems with few degrees of freedom.

Thus, with optical trap depths $> 10^4$ K and optical spring constants of $\sim pN/\mu m$, the motion of micron-sized particles is sensitive to thermal fluctuations, but not destructively so. The ability to dynamically alter the potential landscape in which the particle moves is also key to their application in studying thermodynamics. This can involve changing the depth of the optical potential, to realize compression stages in heat engines [6] or to speed-up equilibration [7], or creating geometries with multiple stable trapping sites to test information thermodynamics [8].

The majority of thermodynamic studies with optically trapped particles involve colloidal particles: objects suspended in a liquid. In contrast, this chapter will consider levitated nanoparticles, that is particles trapped in a gas or vacuum. It is somewhat experimentally more challenging than working in liquid, requiring deeper optical potentials due to reduced viscous damping, and loss of the particles from the trap at low pressures is a common problem.

Why work in this challenging regime at all, if the colloidal system has been so successful? Firstly, working in a gaseous environment gives us access to underdamped dynamics, as opposed to the overdamped dynamics typically observed in a liquid. The underdamped regime is of fundamental interest, since the inertia of a particle plays a role in the dynamics, whereas it can be mostly ignored in overdamped systems. Secondly, and motivated by the subject matter of this book, the underdamped regime allows one to make the connection to the even more fundamental unitary evolution of quantum mechanical systems. In addition, there is the potential to study quantum physics with these mesoscopic objects [9]. The observation of quantum phenomena with levitated nanoparticles absolutely requires working in a good vacuum, since collisions with gas molecules cause rapid heating and decoherence.

This chapter is intended as a pedagogical introduction to the dynamics of optically levitated nanoparticles with a focus on the study of single particle thermodynamics. Much of the work studying thermodynamics with nano- and micro-particles has taken place in liquid, and this chapter will avoid reviewing this impressive body of work, focussing instead on studies of thermodynamics with nanoparticles levitated in a gas. For a recent literature review we refer the reader to Ref. [10]. The authors will discuss extensions into the quantum regime where relevant throughout the chapter.

Section 35.1 gives a detailed review of the stochastic and deterministic forces acting on an optically levitated nanoparticle, including a discussion of heating due to optical absorption. Section 35.2 describes the Brownian motion of a levitated particle, which will highlight the role of this system as a paradigm for studying stochastic thermodynamics. Section 35.3 will detail the utility of sculpting time-dependent potentials for trapped particles, in particular the ability to create effective baths and non-thermal states. Finally, Sect. 35.4 will review and discuss recent experimental progress in realising important thermodynamics processes with levitated nanoparticles.
A particle with radius \( a \sim 100 \text{ nm} \) has, generally speaking, of order \( (a/a_o)^3 \approx 10^{10} \) degrees of freedom, where \( a_o \) is the size of the atoms making up the particle. However, for most practical purposes we characterize excitations within the particle by its internal temperature \( T_{\text{int}} \) and the particle’s external degrees of freedom, like its position \( r \), which describes its centre-of-mass motion, and its orientation. In the context of single particle thermodynamics, the most relevant degree of freedom is the particle’s position. Thus, we will focus our attention on this degree of freedom and only briefly mention the others in their relationship to the center-of-mass motion.

The equations of motion for the centre-of-mass can be well described classically and are given by Newton’s second law

\[
\ddot{r}(t) + \Gamma_{\text{CM}} \dot{r} = \frac{1}{m} \left[ F_{\text{fluct}}(t) + F_{\text{det}}(r, t) \right], \quad (35.1)
\]

where \( m \) is the particle’s mass and \( \Gamma_{\text{CM}} \) the momentum damping rate, as discussed in detail below. We have isolated the contributions to the forces that act on the particle into stochastic forces \( F_{\text{fluct}} \) and deterministic forces \( F_{\text{det}} \).

In the following section we discuss the origin of these forces and how they can be controlled in an experiment. This will lead to an effective description of the particle as a Brownian particle in a potential landscape, where the shape of the potential and the thermal bath can be controlled experimentally. This model is at the heart of many stochastic processes, which can therefore be simulated with this platform.
35.1.1 Stochastic Forces

The interaction of the particle with its environment has mechanical (collisions with air molecules) and radiative (blackbody and scattering) contributions. These interactions lead to dissipation acting on the center-of-mass motion \( \Gamma_{\text{CM}} \) and are the source of the random forces acting on the particle. The strength of the random forces is characterized by their power spectral densities \( S_{n,\text{ff}} \). For most practical purposes, they can be considered as frequency independent (white noise), that is the autocorrelation functions of the stochastic forces are \( \langle F_n(t)F_n(t') \rangle = 2\pi S_{n,\text{ff}} \delta(t - t') \). After a time \( \approx 1/\Gamma_{\text{CM}} \), where \( \Gamma_{\text{CM}} = \sum_n \Gamma_n \) is the total damping rate, the center-of-mass motion of the particle reaches an effective thermal equilibrium, which is characterized by an effective temperature through the fluctuation-dissipation relation:

\[
T_{\text{CM}} = \frac{\pi S_{ff}}{k_B m \Gamma_{\text{CM}}},
\]

where \( S_{ff} = \sum_n S_{n,\text{ff}} \) is the total force spectral density, \( m \) the mass of the particle, and \( k_B \) is Boltzmann’s constant. Below we describe the individual contributions. They are: collisions with air molecules \( (n = \text{gas}) \), radiation damping \( (n = \text{rad}) \), feedback or cavity damping \( (n = \text{fb}) \), stochastic driving \( (n = \text{drive}) \), and in the quantum regime noise driving wavefunction collapse \( (n = \text{CSL}) \).

35.1.1.1 Gas Damping

For pressures higher than \( \sim 10^{-6} \) mbar, the dominant contribution to the stochastic forces is due to collisions with surrounding air molecules, and the damping rate is given by [11]

\[
\frac{\Gamma_{\text{gas}}}{2\pi} = 3\mu_v \frac{a}{m} \frac{0.619}{0.619 + Kn} (1 + c_K), \quad S_{n,\text{ff}} = \frac{mk_B T_{\text{gas}}}{\pi} \Gamma_{\text{gas}},
\]

where \( c_K = 0.31Kn \left/ \left( 0.785 + 1.152Kn + Kn^2 \right) \right. \), \( \mu_v \) is the viscosity coefficient, which for a dilute gas is \( \mu_v = 2\sqrt{m_{\text{gas}} k_B T_{\text{gas}}} / 3\sqrt{\pi} \sigma_{\text{gas}} \) and \( Kn = l/a \) is the Knudsen number for the mean free path \( l = k_B T_{\text{gas}} / (\sqrt{2}\sigma_{\text{gas}} P_{\text{gas}}) \), \( \sigma_{\text{gas}} = \pi d_m^2 \), \( d_m = 0.372 \) nm is the diameter of the air molecules and \( m_{\text{gas}} \) their mass.

For high pressures (where \( Kn \ll 1 \)), the interaction with the gas is so strong that the particle motion is heavily damped and its internal temperature \( T_{\text{int}} \) and centre-of-mass temperature \( T_{\text{CM}} \) quickly thermalize with the gas temperature \( T_{\text{gas}} \). In this regime, the damping becomes independent of pressure \( \Gamma_{\text{CM}} / 2\pi \approx 3a\mu_v / m \), as predicted by Stokes’ law.

For decreasing pressure, the mean free path of the gas molecules increases (e.g. \( l \sim 60 \) \( \mu \)m at 1 mbar). As a consequence, the particle no longer thermalizes with the gas since the impinging gas molecules no longer carry away enough thermal power to balance the optical absorption from the trapping laser. Due to the increased
internal temperature $T_{\text{int}}$ of the particle, the average energy of the gas molecule after a collision with the particle increases. The process by which a surface exchanges thermal energy with a gas is called accommodation, which is characterized by the accommodation coefficient,

$$c_{\text{acc}} = \frac{T_{\text{em}} - T_{\text{gas}}}{T_{\text{int}} - T_{\text{gas}}}, \quad (35.4)$$

where $T_{\text{int}}$ is the temperature of the surface, $T_{\text{gas}}$ the temperature of the impinging gas molecules and $T_{\text{em}}$ the temperature of the gas molecules emitted from the surface. Accommodation quantifies the fraction of the thermal energy that the colliding gas molecule removes from the surface, such that $c_{\text{acc}} = 1$ means that the molecule fully thermalizes with the surface. Since the mean free path in a dilute gas is long, one can safely assume that a molecule that comes from the particle surface will not interact again with the particle before thermalizing with the environment. Consequently, we can consider the particles that impinge on the particle surface and those that leave the surface as being in equilibrium with two different baths with temperatures corresponding to the temperature of the environment and the particle surface, respectively. Therefore, we get an additional contribution to the damping from the emerging hot molecules

$$\frac{\Gamma_{\text{em}}}{2\pi} = \frac{1}{16} \sqrt{\frac{T_{\text{em}}}{T_{\text{gas}}}} \Gamma_{\text{gas}}, \quad S_{\text{ff}}^{\text{em}} = \frac{m k_B}{\pi} \left[ c_{\text{acc}} T_{\text{int}} + (1 - c_{\text{acc}}) T_{\text{gas}} \right] \Gamma_{\text{em}}, \quad (35.5)$$

as experimentally observed by Millen et al. [12]. Note that $T_{\text{em}}$ can be calculated using Eq. (35.4). In addition to this noise contribution, the internal temperature of the particle can also cause deterministic forces to act on the particle’s centre-of-mass motion through the photophoretic effect, where absorbing particles are repelled from the optical intensity maxima [13]. However, since photophoretic forces require a temperature gradient across the particle, they vanish for sub-wavelength particles, which are mostly used in vacuum trapping experiments (typical trapping laser wavelengths range from 532 to 1550 nm).

For pressures below $P_{\text{gas}} = 0.57 k_B T_{\text{gas}} \sqrt{\sigma_{\text{gas}} a} \approx 54.4 \text{ mbar} \times (a/\mu_{\text{m}}, \mu_{\text{m}})^{-1}$, where the mean free path is much larger than the radius of the particle ($Kn \gg 1$), the damping becomes linear in pressure

$$\frac{\Gamma_{\text{gas}}}{2\pi} = \frac{3}{8\pi} \frac{\mu_{\text{g}} \sigma_{\text{gas}}}{k_B T_{\text{gas}} \rho} \frac{P_{\text{gas}}}{a}, \quad (35.6)$$

where $\rho$ is the density of the particle. The two expressions Eqs. (35.3) and (35.6) differ by less than 10% for $Kn \gg 1$, with the discrepancy due to numerical accuracy when calculating the constant factors in Eq. (35.3) [11]. The total damping due to the hot particle with the gas environment is $\Gamma_{\text{em}} + \Gamma_{\text{gas}} = 2\pi c_P P_{\text{gas}}/a$, where typically $c_P \approx 50 \text{ Hz}(\mu_{\text{m}}/\text{mbar})$. When considering operation in the quantum regime, it is
absolutely necessary to work under extremely good vacuum conditions, as collisions with gas molecules cause rapid decoherence and heating out of the ground state. As an example, a 100 nm radius silica nanosphere in a room temperature gas experiences $\Gamma_{\text{gas}} \sim \text{MHz}$ at atmospheric pressures, and $\Gamma_{\text{gas}} \sim \text{mHz}$ at $10^{-6}$ mbar pressures.

So far, we have considered spherical particles with translational degrees of freedom. However, in general the particle has some anisotropy and is free to rotate within the trap. The orientation of the particle with respect to the trap (see Fig. 35.1) is described by the angles $(\phi, \theta)$, where $\phi$ is the angle between the $x$-axis and the projection onto the $x - y$ plane, and $\theta$ is the angle between the particle axis and the $z$-axis. The particle axis is usually defined along its symmetry axis and represented here by the vector $\mathbf{m}$. For anisotropic particles, e.g. a cylinder, the friction term is different along each of the axes, and depends upon the alignment $\mathbf{m}$ of the particle. As a consequence, the friction coefficient has to be replaced by a tensor $\Gamma$ and the damping in a direction $s$ is given by $\Gamma \cdot s$. In the low pressure regime, the friction tensor of the translational degrees of freedom for a particle with a single symmetry axis can be derived analytically [14]. As an example, for a cylinder of diameter $d$

$$\frac{\Gamma_{\text{trans}}}{2\pi} = 6\sqrt{2} \frac{\mu_v \sigma_{\text{gas}}}{k_B T_{\text{gas}} \rho} \frac{P_{\text{gas}}}{d} \left(2 - \frac{1}{2} c_{\text{acc}} + \frac{\pi}{4} c_{\text{acc}} \right) \left(\frac{8}{8-2c_{\text{acc}} + \pi c_{\text{acc}}} - 8c_{\text{acc}} + \pi c_{\text{acc}} \right) \mathbf{m} \otimes \mathbf{m} .$$

(35.7)

For the rotational degrees of freedom we find that the damping is isotropic and given by

$$\frac{\Gamma_{\text{rot}}}{2\pi} = \frac{30 c_{\text{acc}}}{8\pi \sqrt{2} k_B T_{\text{gas}} \rho} \frac{P_{\text{gas}}}{a} ,$$

(35.8a)

for a sphere and

$$\frac{\Gamma_{\text{rot}}}{2\pi} = \frac{6\sqrt{2} \mu_v \sigma_{\text{gas}}}{k_B T_{\text{gas}} \rho} \frac{P_{\text{gas}}}{d} \left(2 - \frac{1}{2} c_{\text{acc}} + \frac{\pi}{4} c_{\text{acc}} \right) ,$$

(35.8b)

for a cylinder.

### 35.1.1.2 Noise From Optical Fields

At very low pressure ($\leq 10^{-6}$ mbar), gas damping rates become extremely small and photon shot noise starts to dominate [15]. Photon shot noise is a consequence of the particulate nature of light. Photons arrive at discrete times, where the number of photons arriving per time interval $\Delta t$ is given by $\sqrt{\Delta t P_{\text{opt}} / \hbar \omega_L}$, where $P_{\text{opt}}$ and $\omega_L$ are the optical power and frequency, respectively. The recoil from the fluctuating number of phonons impinging on the nanoparticle can be modelled as an effective bath with the characteristics
\[
\frac{\Gamma_{\text{rad}}}{2\pi} = c_{\text{dp}} \frac{P_{\text{scat}}}{2\pi mc^2} \quad \text{and} \quad S_{\text{ff}}^{\text{rad}} = c_{\text{dp}} \frac{\hbar \omega P_{\text{scat}}}{2\pi c^2},
\]  
(35.9)

where \(c_{\text{dp}}\) depends on the direction of motion of the particle with respect to the polarization of the laser and is \(c_{\text{dp}} = 2/5\) for motion along the direction of polarization and \(c_{\text{dp}} = 4/5\) for motion perpendicular to the polarization. The scattered power is \(P_{\text{scat}} = \sigma_{\text{scat}} I_{\text{opt}}\), where \(\sigma_{\text{scat}} = |\alpha|^2 k^4 / 6\pi \epsilon_0^2\) with \(\alpha\) the particle polarizability, and \(I_{\text{opt}}\) is the laser intensity. The effective temperature of this bath can be calculated via Eq. (35.2).

The noise processes described so far are present in any experiment with optically levitated nanoparticles in high vacuum. In addition, random forces and damping can be introduced through external fields that are under experimental control. Importantly, since energy can be injected or extracted from the particle, i.e. it is not in a thermal equilibrium, the fluctuation-dissipation relation does not have to hold and the effective damping and temperatures can be controlled independently.

For instance, by parametric feedback damping (see also Sect. 35.3.1.1), the temperature alone is not sufficient to give a full description of the bath. Ideal feedback cooling damps the particle motion at a rate \(\Gamma_{\text{fb}}\) without adding any fluctuating forces, thus \(S_{\text{ff}}^{\text{fb}} = 0\) and it is therefore referred to as cold damping. Similarly, cavity cooling up-converts the particle energy to optical frequencies, which are effectively at zero temperature because \(\hbar \omega \gg k_B T_{\text{env}}\) in a room temperature environment. Conversely, fluctuations of the trapping or additional control fields only add fluctuating forces without providing damping. Hence, \(\Gamma_{\text{drive}} = 0\) and \(S_{\text{ff}}^{\text{drive}} = q^2 S_{\text{qq}}\), where \(q\) is the coupling parameter to the control field and \(S_{\text{qq}}\) its spectral density. This can be realized for example with fluctuating electric fields, where \(q\) corresponds to the charge on the particle. A real feedback signal is noisy, since any measurement is accompanied by noise, and this will heat the particle motion without providing additional damping. In addition, one has to consider correlations between the measurement signal and the particle motion when interpreting the measurement result, in particular when using a linear feedback signal.

### 35.1.1.3 Noise Due to Wavefunction Collapse

There are a class of theories, called *collapse models*, which aim to phenomenologically explain why we do not observe superposition states of macroscopic objects [16]. These models invoke a (classical) noise field, which acts upon particles in a mass-dependent way, to ensure localization of the wavefunction. There are various proposed forms of the noise, including white noise fields which violate conservation of energy, to coloured and dissipative noise with a finite temperature (suggested to be between 0.1–10 K). The noise induces a type of Brownian motion on the centre-of-mass or alignment of the particle, which in principle can be observed. For example, a model of wavefunction collapse known as Continuous Spontaneous Localization (CSL), predicts a random force with \(S_{\text{ff}}^{\text{CSL}} = \lambda_{\text{CSL}} (\hbar / r_{\text{CSL}})^2 \alpha_{\text{CSL}}\), where the parameters \(\lambda_{\text{CSL}}\) and \(r_{\text{CSL}}\) are a phenomenological rate and length scale, respectively. The
factor $\alpha_{\text{CSL}}$ is mass and geometry dependent, and as an example is proportional to the mass $m^{2/3}$ for a sphere. For a thorough discussion of this process, see the review by Bassi et al. [16].

### 35.1.2 Deterministic Forces

In addition to stochastic forces, which we described in Sect. 35.1.1, the particle is also subject to deterministic forces. They are gravity $F_g = mg$, electric forces $F_e = qE$ if the particle carries a charge $q$, magnetic forces $F_{\text{mag}} = \nabla(\mu \cdot B)$ if the particle has a magnetic dipole moment $\mu$ and optical forces $F_{\text{opt}}$. Most experiments with levitated particles in vacuum use optical forces to create a stable trap. This gives a great deal of flexibility since optical fields can be controlled very well in both intensity and position, allowing the creation of almost arbitrary fluctuating force fields. Particles that are much smaller than the wavelength $\lambda_L$ of the trapping laser $a k_L \ll 1$, where $k_L = \frac{2\pi}{\lambda_L}$, can be treated as dipoles in the Rayleigh approximation. The polarizability for a particle with volume $V$ is thereby given by

$$\alpha_0 = \epsilon_0 V \chi,$$  \hspace{1cm} (35.10)

where the total susceptibility of the particle $\chi = \chi_e (1 + N \chi_e)^{-1}$ depends on the material via the material susceptibility $\chi_e$ and on its geometry through the depolarization tensor $N$, which in general are both rank-2 tensors. However, for isotropic materials, the material susceptibility simplifies to a scalar $\chi_e$ and similarly for a sphere the depolarization tensor is isotropic and simplifies to a scalar $N = 1/3$. Thus, for a sphere we recover the Clausius–Mossotti relation $\chi = 3(\epsilon_p - 1)/(\epsilon_p + 2)$, where we use $\epsilon_p = 1 + \chi_e$.

For a particle with a uniaxial anisotropy, e.g. a cylinder, the susceptibility $\chi = \text{diag}(\chi_\parallel, \chi_\perp, \chi_\perp)$, has a component $\chi_\parallel$ parallel and a component $\chi_\perp$ perpendicular to the symmetry axis. For example, the depolarization tensor of a cylinder is $N = \text{diag}(0, 1/2, 1/2)$ in the frame of the cylinder, where the cylinder axis is along the $x$-axis. Consequently, $\chi_\parallel = \epsilon_r - 1$, $\chi_\perp = 2(\epsilon_r - 1)/(\epsilon_r + 1)$ for a cylinder with isotropic $\epsilon_r$. This means the maximal polarizability of a cylinder is $(\epsilon_r + 2)/3$ times higher than for a sphere of the equivalent volume. For silica, this is a factor of 2, whereas it is a factor of 4.6 for silicon.

In general, the particle reacts to the total field, that is the sum of the incident and the scattered field. The total field is the self consistent solution to Maxwell’s equations and has to be calculated generally with numerical methods. However, for a spherical particle, the modified polarizability

$$\alpha = \alpha_0 \left( 1 - i \frac{k_L^3 \alpha_0}{6\pi \epsilon_0} \right)^{-1}$$  \hspace{1cm} (35.11)
accounts for the radiation reaction of the particle to its own scattered field, such that the induced polarization due to a field \( \mathbf{E}_0 \) is \( \mathbf{P} = \alpha \mathbf{E}_0 \). We introduce \( \alpha' \) and \( \alpha'' \) to refer to the real and imaginary part of the polarisability, respectively.

Knowing the polarizability, we can calculate the optical force for sub-wavelength particles in the Rayleigh approximation. The optical force has conservative and non-conservative contributions

\[
\mathbf{F}_{\text{opt}} = \alpha' \nabla I_0 / 4 + \sigma_{\text{tot}} [\mathbf{S}/c + c \nabla \times \mathbf{L}], \tag{35.12}
\]

where the total cross-section \( \sigma_{\text{tot}} = \alpha'' k_L / \epsilon_0 \) is the sum of the absorption and scattering cross-sections. The optical intensity at the field maximum \( I_0 \) is related to the field \( \mathbf{E}_0 \) through \( I_0 = c \epsilon_0 \mathbf{E}_0^2 / 4 \). The first term in Eq. (35.12) is a conservative force. It pulls particles with a high refractive index relative to their surroundings toward the region of maximum light intensity. In an optical tweezers, this is the focal volume of the light beam.

The second term is the non-conservative scattering force, which has two contributions: the radiation pressure term, which is proportional to the time averaged Poynting vector \( \mathbf{S} = (\mathbf{E} \times \mathbf{H}^*) \), \( \mathbf{H} \) being the magnetic field, and a curl force associated to the non-uniform distribution of the time averaged spin density of the light field \( \mathbf{L} = -i \epsilon_0 (\mathbf{E} \times \mathbf{E}^*) / 4c_L, \langle \ldots \rangle \) being a time average. The curl force is zero for a plane wave but can be significant for a tightly focused beam in an optical tweezers. However, since \( \alpha'' / \alpha' \propto a^3 \), the non-conservative forces vanish for small particles and we will neglect them in the following discussion.

### 35.1.2.1 Optical Potential

The conservative force in Eq. (35.12) can be expressed as the gradient of a potential \( \mathbf{F}_{\text{opt}} = -\nabla U_{\text{opt}} \). Even for a tightly focused laser beam, the optical intensity distribution is to a good approximation described by a transverse Gaussian profile and a Lorentzian profile along the direction of beam propagation. Thus, for a single focused laser beam the optical potential reads

\[
U_{\text{opt}}(\mathbf{r}) = -U_{\text{opt}} \frac{2}{1 + (z/z_0)^2} \exp \left[ -\frac{2}{1 + (z/z_0)^2} \left( \frac{x^2}{w_x^2} + \frac{y^2}{w_y^2} \right) \right], \tag{35.13}
\]

where \( U_{\text{opt}} = \alpha' E_0^2 / 4 \) is the potential depth, \( \mathbf{r} \) is the position of the particle, \( w_x, w_y \) denote the transverse extent of the focus, and we define a longitudinal waist \( w_z \) via the Rayleigh range \( z_0 = w_z / \sqrt{2} \approx \pi w_0^2 / \lambda_L \), which gives the depth of focus. Note that for tightly focused laser beams, as are commonly used in optical trapping, the field distribution is slightly elongated along the direction of polarization of the incident field. Integrating the Poynting vector over a cross-section that is transverse to the

\[2\text{For a Gaussian beam with waist } w_0, \text{ we estimate the curl force as } F_{\text{curl}} \approx -2F_{\text{scat}} / w_0^2 k_L^2, \text{ where } F_{\text{scat}} \sim \sigma_{\text{tot}} P_{\text{opt}} / w_0^2 c.\]
direction of propagation allows us to relate the field intensity at the centre of the focus
\( E_0^2 \) to the optical power of the trapping laser \( P_{\text{opt}} = \int |\mathbf{S}|^2 \, ds = \pi c \varepsilon_0 w_0^2 E_0^2 / 4 \), where \( w_0^2 = w_y w_x \). At the bottom of the potential, the centre-of-mass motion is harmonic, with frequencies

\[
\Omega_i = 2 \sqrt{\frac{\chi}{c \pi \rho \omega_0}} \frac{P_{\text{opt}}}{w_0^2 w_i},
\]

along the three directions \((q = x, y, z)\). For larger oscillation amplitudes, the motion becomes anharmonic, and the nonlinear coefficients can be obtained from higher derivatives of the optical potential (see Sect. 35.2.3).

### 35.1.2.2 Rotation

As we have already seen in Sect. 35.1.1, the light matter interaction is more complicated for anisotropic particles, since it depends upon the alignment of the object relative to the polarization axis of the field.\(^3\) The induced polarization is \( \mathbf{P} = \alpha \mathbf{E} \). Consequently, the particle experiences an optical torque

\[
\mathbf{N}_{\text{opt}} = \langle \mathbf{P} \times \mathbf{E}^\ast \rangle,
\]

which aligns the particle along the polarization axis. For small deflections from the polarization axis the angular motion is harmonic. For a cylinder of length \( l \) the frequencies are

\[
\Omega_\theta = \sqrt{\frac{24 P_{\text{opt}} \chi_\parallel}{\pi \rho c \omega_0^2 l^2}} \left( \frac{\Delta \chi}{\chi_\parallel} + \frac{(k_L l)^2}{12} \right), \quad \Omega_\phi = \sqrt{\frac{24 P_{\text{opt}} \Delta \chi}{\pi \rho c \omega_0^2 l^2}},
\]

where the term \((k_L l)^2 / 12\) is a correction term that accounts for the particle’s finite extension.

In contrast to linearly polarized light, the polarization axis of circularly polarized light rotates at the optical frequency. This is too fast for the particle to follow. Nonetheless, light scattering transfers the angular momentum of the light to a particle with polarization anisotropy, which can originate from the intrinsic birefringence of the particle or from the anisotropic shape of the particle (c.f. Eq. (35.10)). The torque that results from angular momentum transfer is for a cylinder [4]:

\[
N_\phi = \frac{\Delta \chi l^2 d^4 k_L^3}{96 c \omega_0^2} \left[ \Delta \chi \eta_1 (k_L l) + \chi_\perp \eta_2 (k_L l) \right] P_{\text{opt}},
\]

\(^3\)For a thorough treatment, including optical scattering, see [4] and references therein.
where the functions $\eta_{1,2}(k_LL)$ are given by

$$
\eta_1(k_LL) = \frac{3}{4} \int_{-1}^{1} ds \, (1 - s^2) \text{sinc}^2 \left( \frac{k_LLs}{2} \right),
$$
$$
\eta_2(k_LL) = \frac{3}{8} \int_{-1}^{1} ds \, (1 - 3s^2) \text{sinc}^2 \left( \frac{k_LLs}{2} \right).
$$

For short rods, $k_LL \ll 1$, one has $\eta_1 \simeq 1$ while $\eta_2 \simeq 0$. The rotational frequency $\Omega_{\text{rot}}$ is given by the balance between the torque $N_{\phi}$ and the damping $\Gamma_{\text{cyl}}^{\text{rot}}$, such that $\Omega_{\text{rot}} = N_{\phi}/(I\Gamma_{\text{cyl}}^{\text{rot}})$, where $I$ is the moment of inertia $I = ml^2/12$. We note that this analysis is true in the Rayleigh-Gans approximation, where $k_LL(\epsilon_r - 1) \ll 1$ and $\pi k_LLd^2(\epsilon_r - 1) \ll 1$.

### 35.1.3 Internal Temperature

In the previous section we discussed the behaviour of a hot sphere levitated in gas and how its internal temperature $T_{\text{int}}$ couples to the centre-of-mass motion, which we characterized by its centre-of-mass temperature $T_{\text{CM}}$. In this section we will consider the process by which an optically levitated nanoparticle heats up.

Following Bateman et al. [17] and Chang et al. [9], the interaction between a sub-wavelength ($a < \lambda_L$) sphere of radius $a$ and a light field of frequency $\omega_L$, is governed by the complex polarisability $\alpha$. The frequency dependent permittivity is related to the complex refractive index through $\epsilon(\omega) = n(\omega)^2$. While $\alpha'$ determines the optical potential, $\alpha''$ determines optical absorption, with absorption cross-section $\sigma_{\text{abs}} = \alpha''_0 k_LL/\epsilon_0$. The bulk temperature depends on several competing processes: heating through absorption of the trapping light $\omega_L$, optical absorption of blackbody radiation with a spectral absorption rate $\rho_{\text{abs}}$, and cooling through blackbody emission at a spectral emission rate $\rho_{\text{emis}}$ and through energy exchange with the background gas. The blackbody spectral rates are given by:

$$
\rho_{\text{abs}}(\omega_{\text{bb}}) = \frac{(\omega_{\text{bb}}/(\pi c))^2 \sigma_{\text{abs}}(\omega_{\text{bb}})}{\exp(h\omega_{\text{bb}}/(k_BT_{\text{env}})) - 1},
$$
$$
\rho_{\text{emis}}(\omega_{\text{bb}}, T_{\text{int}}) = \left( \frac{\omega_{\text{bb}}}{\pi c} \right)^2 \sigma_{\text{abs}}(\omega_{\text{bb}}) \exp \left( -\frac{h\omega_{\text{bb}}}{k_BT_{\text{int}}} \right),
$$

(35.19)

where $T_{\text{env}}$ is the ambient temperature of the environment, and $T_{\text{int}}$ the surface temperature of the sphere (which we assume is equal to the bulk temperature). Following Chang et al. [9], we can integrate across the blackbody spectrum to find the rate at which the sphere absorbs or emits blackbody energy:
\[ \dot{E}_{\text{abs}} = \frac{24 \xi_R(5)}{\pi^4 \epsilon_0 c^4} \alpha''_{bb}(k_B T_{\text{env}})^5 \]
\[ \dot{E}_{\text{emis}} = \frac{24 \xi_R(5)}{\pi^4 \epsilon_0 c^4} \alpha''_{bb}(k_B T_{\text{int}})^5, \]

(35.20)

where \( \xi_R(5) \approx 1.04 \) is the Riemann zeta function, and \( \alpha_{bb} \) is averaged over the blackbody spectrum, such that for silica, which is the material most commonly used in optical levitation experiments, \( \alpha''_{bb} \approx 4 \pi \epsilon_0 a^3 \times 0.1 \) [9]. These energy absorption and emission processes lead to decoherence when operating in the quantum regime, and for this reason it may be desirable to work in a cryogenic environment, or to work with internally cold particles.

Next we consider the cooling power due to collisions with gas molecules, again following [9]:

\[ \dot{E}_{\text{gas}} = -c_{\text{acc}} \sqrt{\frac{2}{3 \pi}} (\pi a^2) v_{\text{th}} \left( \frac{\gamma_{\text{sh}} + 1}{\gamma_{\text{sh}} - 1} \right) \left( \frac{T_{\text{int}}}{T_{\text{gas}}} - 1 \right) P_{\text{gas}}, \]

(35.21)

where \( v_{\text{th}} \) is the mean thermal velocity of the impinging gas molecules, \( \gamma_{\text{sh}} = 7/5 \) is the specific heat ratio of a diatomic gas, and for most experiments \( T_{\text{gas}} = T_{\text{env}} \). This expression holds in the Knudsen regime (\( \bar{l} \gg a \)). Combining all of these leads to a rate equation that describes \( T_{\text{int}} \):

\[ m c_{\text{HC}} \frac{dT_{\text{int}}}{dt} = I_{\text{opt}} \sigma_{\text{abs}} + \dot{E}_{\text{gas}} + \dot{E}_{\text{abs}} + \dot{E}_{\text{emis}}, \]

(35.22)

where \( c_{\text{HC}} \) is the specific heat capacity for the particle material and \( I_{\text{opt}} \) is the light intensity. Using Eq. (35.22), one can calculate the steady-state temperature of a sphere levitated in vacuum. It is also the case that the refractive index \( n(\omega) \), and hence the permittivity \( \epsilon(\omega) \), of the levitated particle varies with the bulk temperature, but since for silica it varies by only 1% over 2000 K, we ignore this effect here. To avoid absorption, pairings of nanoparticle material and trapping wavelengths should be carefully chosen, for example working with pure silicon particles and telecom wavelengths (\( \sim 1500 \) nm).

In Fig. 35.2, the variation in \( T_{\text{int}} \) and \( T_{\text{CM}} \) with pressure is shown, for silica spheres trapped in an optical tweezer under realistic experimental conditions. We can identify three regimes: At high pressures, the cooling power of the surrounding gas is sufficient to counter any heating due to optical absorption, and the particle surface and centre-of-mass temperatures thermalize to the environmental temperature. At low pressures, the surface temperature increases, due to reduced gas cooling power (Eq. (35.21)) and at ultra low pressure, the centre-of-mass motion thermalizes with the photon shot noise [15].

It should be noted that all centre-of-mass heating mechanisms pose a problem to operating in the quantum regime. Because of this, most proposals for testing quantum physics with optically trapped particles involve switching off the light fields after state-preparation, and letting the particle drop. This may not be desirable for thermodynamics experiments which require long interrogation times. For this reason, some proposals consider magnetic or electric levitation, and even operation in space.
Fig. 35.2 The variation in particle dynamics with pressure. Variation in the surface temperature $T_{\text{int}}$, centre-of-mass temperature $T_{\text{CM}}$, and damping rate $\Gamma_{\text{CM}}$ with pressure for a $a = 10$ nm, and b $a = 100$ nm silica spheres, with $T_{\text{gas}} \equiv T_{\text{env}} = 300$ K. These dynamics are due to the balance between optical absorption, blackbody absorption and emission (Eq. (35.20)), photon recoil heating (Eq. (35.9)), and cooling due to collisions with gas molecules (Eq. (35.21)). This figure assumes a sphere trapped with a realistic laser intensity of $6 \times 10^{11} \text{ W m}^{-2}$ with a wavelength of 1550nm. The optical trap depth is a) $U_0/k_B = 520$ K and b) $U_0/k_B = 5 \times 10^5$ K. For silica we use a complex refractive index $n = 1.45 + (2.5 \times 10^{-9})i$ [17], material density $\rho = 2198 \text{ kg m}^{-3}$, and we assume the surrounding gas is $N_2$, with a corresponding surface accommodation coefficient $c_{\text{acc}} = 0.65$.

35.2 Brownian Motion

Besides its important role in the development of the foundations of physics, today the Brownian particle serves as an exemplary model to describe a variety of stochastic processes in many fields, including physics, finance and biology. Brownian motion in non-equilibrium systems is of particular interest because it is directly related to the transport of molecules and cells in biological systems. Important examples include Brownian motors, active Brownian motion of self-propelled particles, hot Brownian motion, and Brownian motion in shear flows. Despite its importance, the first experimental observation of ballistic Brownian motion had to wait a century until Li et al.’s seminal work with optically levitated microparticles [18]. This result already highlights the importance of the levitated particle system for studying thermodynamics.

In this section we will discuss the basics of Brownian motion. We will mainly treat the aspects that are necessary for understanding the following discussion of thermodynamics with levitated nanoparticles. For details on the theory of Brownian motion we refer the reader to the work of Ornstein, Uhlenbeck and Wang [19, 20]. First we will consider the motion of a free Brownian particle. Then we will add the confining potential and discuss important concepts such as the power spectral density. Then we will include higher order (nonlinear) terms of the trapping potentials.
and discuss how they impact the power spectra. Finally, we go to the opposite extreme case where the particle is cooled to extremely low energies such that quantum effects have to be included.

35.2.1 Free Brownian Motion

The three motional degrees of freedom of a free particle are decoupled and without loss of generality it suffices to discuss a single coordinate \( q(t) \) (\( q = x, y, z \)). When coupled to a thermal bath at temperature \( T_{CM} \) with rate \( \Gamma_{CM} \), the equation of motion is given by the Langevin equation

\[
\ddot{q} + \Gamma_{CM} \dot{q} = \mathcal{F}_q(t)/m, \tag{35.23}
\]

where \( \mathcal{F}_q(t)/m = \sqrt{2k_B T_{CM}/m} \Xi(t) \) and \( \Xi(t) \) is a normalised white-noise process with \( \langle \Xi(t) \rangle = 0 \), \( \langle \Xi(t) \Xi'(t') \rangle = \delta(t - t') \). Here \( \delta(t - t') \) is the Dirac delta function. Since \( \mathcal{F}_q(t) \) is a random process, \( q(t) \) is also a random variable, such that each trajectory starting from the same initial conditions is different. However, the mean and variance for an ensemble of particles are well defined and are identical to the values for a single particle measured over a long time by virtue of the ergodic theorem.

Since the average force is zero, the mean particle position is also zero \( \langle q(t) \rangle = 0 \). Its variance, or mean-square displacement, is given by

\[
\sigma_q^2(t) = \langle [q(t) - q(0)]^2 \rangle = \frac{2k_B T_{CM}}{m \Gamma_{CM}^2} \left[ \Gamma_{CM} t - 1 + e^{-\Gamma_{CM} t} \right]. \tag{35.24}
\]

At long time scales (\( t \gg 1/\Gamma_{CM} \)), the variance is the same as that predicted by Einstein’s theory of diffusion \( \sigma_q^2(t) = 2Dt \) where \( D = k_B T_{CM}/m \Gamma_{CM} \) is the diffusion coefficient. This regime is truly random in the sense that the particle trajectory is fractal and, therefore, is continuous but not differentiable. At short time scales (\( t \ll 1/\Gamma_{CM} \)), the dynamics of a Brownian particle is dominated by its inertia and its trajectory is ballistic. In this regime, the variance grows quadratically in time \( \sigma_q^2(t) = (k_B T_{CM}/m)t^2 \) as expected for a free particle.

35.2.2 Harmonic Brownian Motion

Under the influence of trapping forces, the particle will be localised about its equilibrium position. For small displacements, the trap can be approximated by a three-dimensional harmonic potential. As before, we limit our discussion to a single coordinate. The equation of motion for a harmonically trapped Brownian particle is [20]
Due to the confinement provided by the trap the variance does not grow unbounded. Instead, the particle oscillates in the trap at the characteristic frequency \( \tilde{\Omega} = \sqrt{\Omega_0^2 - \Gamma_{CM}^2/4} \). For the optical potential equation (35.13), the trap frequency \( \Omega_0 \) is given by Eq. (35.14).

We distinguish between three cases, the overdamped (\( \Omega_0 \ll \Gamma_{CM} \)), the critically damped (\( \Omega_0 \approx \Gamma_{CM} \)) and underdamped case (\( \Omega_0 \gg \Gamma_{CM} \)). This stochastic equation of motion has been studied in detail by Ornstein and Uhlenbeck \([19]\) and we summarise their results here. The variance of the position of a Brownian particle in an under-damped harmonic trap is

\[
\sigma_q^2(t) = \frac{2k_B T_{CM}}{m\Omega_0^2} \left[ 1 - e^{-\frac{1}{2} \Omega_{CM} t} \left( \cos(\tilde{\Omega} t) + \frac{\Gamma_{CM}}{2\tilde{\Omega}} \sin(\tilde{\Omega} t) \right) \right].
\]

(35.26)

In the over-damped harmonic trap, set \( \tilde{\Omega} \to i\tilde{\Omega} \). In a critically damped harmonic trap, set \( \tilde{\Omega} \to 0 \). The position autocorrelation function is related to the variance as follows

\[
\langle q(t)q(0) \rangle = \frac{k_B T_{CM}}{m\Omega_0^2} - \frac{1}{2} \sigma_q^2(t)
\]

(35.27)

The velocity autocorrelation function is given by

\[
\langle v(t)v(0) \rangle = \frac{k_B T_{CM}}{m} e^{-\frac{1}{2} \Omega_{CM} t} \left( \cos(\tilde{\Omega} t) - \frac{\Gamma_{CM}}{2\tilde{\Omega}} \sin(\tilde{\Omega} t) \right),
\]

(35.28)

and an experimental verification of this form is shown in Fig. 35.3. In addition, position and velocity are correlated and the position-velocity correlation function is given by

\[
\langle q(t)v(0) \rangle = \langle v(t)q(0) \rangle = \frac{k_B T_{CM}}{m\tilde{\Omega}} e^{-\frac{1}{2} \Omega_{CM} t} \sin(\tilde{\Omega} t).
\]

(35.29)

According to the Wiener–Khinchin theorem, the position autocorrelation function is the Fourier transform of the power spectral density \( S_{qq}(\Omega) = \int_{-\infty}^{\infty} \langle q(t)q(0) \rangle e^{i\Omega t} dt \), which for Eq. (35.25) is given by

\[
S_{qq}(\Omega) = |\chi(\Omega)|^2 S_{ff}(\Omega) = \frac{\Gamma_{CM} k_B T_{CM} / \pi m}{(\Omega^2 - \Omega_0^2)^2 + \Gamma_{CM}^2 \Omega^2}
\]

(35.30)

where \( \chi(\Omega) = m^{-1} \left[ \Omega^2 - \Omega_0^2 + i \Gamma_{CM} \Omega \right]^{-1} \) is the response function or susceptibility of a harmonic oscillator. In the underdamped regime, the frequency spectrum of the autocorrelation function is strongly peaked around the trap frequency \( \Omega_0 \), whereas when overdamped the frequency spectrum is broad, as shown in Fig. 35.4a. The power spectral density (PSD) is a useful tool in experiments with harmonic oscillators,
The mean-square displacement for short times is proportional to $t^2$, a signature of ballistic motion.

The normalised velocity autocorrelation functions for different pressures in perfect agreement with Eq. (35.28). Figures taken from [18] with permission from Science.

In the overdamped regime (quality factor $Q = \Omega / \Gamma_{cm} = 1/2$, red) the PSD has its maximum at $\Omega = 0$ and falls off for higher frequencies. In the underdamped regime ($Q = 10$, black), the PSD is peaked around the resonance frequency $\Omega_0$ and has a linewidth of $\Gamma \approx \Omega_0 / Q$. For even higher $Q$, nonlinear effects can broaden the linewidth and instead of the expected narrow harmonic oscillator PSD (black, $Q = 100$, Eq. (35.30)), the observed PSD is highly asymmetric (red, $\xi = 5 \mu m^{-2}$, $T = 300 K$ Eq. (35.34)). When the motion is cooled near the quantum ground state (here $T_{CM} = 10 \mu K$), nonlinear effects are negligible. Instead, quantum features lead to an asymmetric PSD, where the PSD at positive frequencies (red) is by a factor $\exp(\hbar \Omega_0 / k_B T_{CM})$ higher than the PSD at negative frequencies (blue).

since the dynamics of the oscillator can be separated from (spectrally distant) noise. An analysis of the power spectral density allows one to extract the center of mass temperature of the oscillator and the damping rate, as is clear from Eq. (35.30).

### 35.2.3 Nonlinear Brownian Motion

Until now, we have only considered small deviations from the equilibrium position, where the potential is harmonic. However, the actual trapping potential is nonlinear. For the transverse directions, the lowest order nonlinear term is a cubic or Duffing nonlinearity in the equation of motion due to the symmetry of the trap. Along the
direction of propagation of the trapping laser, the scattering force breaks the symmetry and we also get a quadratic term. Similarly, gravity breaks the symmetry along the y-axis (see Fig. 35.1). However, due to the smallness of the quadratic nonlinearity we will neglect it and focus our discussion on the Duffing term. Including the latter, the equation of motion for a single coordinate reads

\[ \ddot{q}_i + \Gamma_i \dot{q}_i + \Omega_i^2 q_i + \Omega_i^2 \left( \sum_j \xi_{ij} q_j^2 \right) q_i = \sqrt{2k_B T_{CM}}/\Gamma_i/m \Xi(t), \quad (35.31) \]

where we have re-introduced the indices for a clearer notation. From the optical potential equation (35.13) we find that \( \xi_{ij} \sim -w_j^{-2} \). As a consequence, the oscillation frequency becomes a function of the oscillation amplitude and is red shifted by

\[ \Delta \Omega_i = \frac{3}{8} \Omega_i \sum_j \xi_{ij} A_j^2, \quad (35.32) \]

where \( A_i \) is the instantaneous oscillation amplitude. In the low damping regime (\( \Omega \gg \Gamma_{CM} \)), the amplitude \( A_i \) and phase \( \phi_i \) are quasi-static over many oscillation periods \( 2\pi/\Omega \) and only change significantly over times scales on the order of the relaxation time \( 2\pi/\Gamma_{CM} \). Hence, the position can be written as \( q_i(t) = A_i(\tau) \cos[\Omega t + \phi_i(\tau)] \), with \( 2\pi/\Omega \ll \tau \ll 2\pi/\Gamma_{CM} \), where \( \tau \) represents the slow timescale of the amplitude and phase evolution. The frequency shift due to changes in the oscillation amplitudes is also known as self-phase modulation (\( j = i \)) and cross-phase modulation (\( j \neq i \)). To resolve the nonlinear frequency shift originating from thermal motion, the nonlinear contribution must be larger than the linear one, resulting in the condition

\[ R = \frac{\Delta \Omega_{NL}}{\Gamma_{CM}} = \frac{3Qk_B T_{CM}}{4\Omega^2 m} \gg 1, \quad (35.33) \]

where \( Q = \Omega/\Gamma_{cm} \) is the quality factor. If this condition is fulfilled, the power spectral density (PSD) is no longer given by Eq. (35.30). Instead, the harmonic oscillator PSD is now weighted with the probability to find the particle with a certain energy \( E \) and the resulting PSD

\[ S_{NL}(\Omega) = \int_0^\infty \rho(E) S_L(\Omega, E) dE, \quad (35.34) \]

is no longer symmetric, as shown in Fig. 35.4b. The energy distribution is given by the Gibbs distribution \( \rho(E) = Z^{-1} \exp(-E/k_B T_{CM}) \) with \( Z = \int \rho(E) dE = k_B T_{CM} \) and the spectra \( S_L(\Omega, E) = E \Gamma_{CM} \pi m \Omega_0^2 \left[ (\Omega^2 - \hat{\Omega}(E)^2)^2 + \Gamma_{CM}^2 \Omega_0^2 \right]^{-1} \) are shifted to \( \hat{\Omega}_0(E) = \Omega_0 + 3\xi/(4m\Omega_0) E \). Notably, due to the Gibbs distribution weighting term, the symmetry of the thermally driven spectra is opposite to the frequency response of the driven Duffing oscillator.
35.2.4 Quantum Brownian Motion

While the nonlinear aspects of the potential are only relevant for large excitations, the opposite extreme, when the center of mass temperature is of the order of a single quantum of motion $k_B T_{CM} \approx \hbar \Omega_0$, is of particular importance since quantum effects can no longer be neglected. In the quantum regime, the position autocorrelation Eq. (35.27) contains the product of time-evolved operators $\langle \hat{q}(t)\hat{q}(0) \rangle$, which do not commute. As a result, the spectrum

$$S_Q(\Omega) = \frac{\hbar/\pi}{1 - \exp\left(-\frac{\hbar \Omega}{k_B T_{CM}}\right)} \text{Im} \chi(\Omega) = \frac{\hbar \Omega m \Gamma_{\text{eff}}/\pi}{1 - \exp\left(-\frac{\hbar \Omega}{k_B T_{CM}}\right)} |\chi(\Omega)|^2 \quad (35.35)$$

is asymmetric in frequency, where the PSD at positive frequencies is a factor $\exp(\hbar \Omega_0 / k_B T_{CM})$ higher than the PSD at negative frequencies, as shown in Fig. 35.4c. The positive-frequency part of the spectral density is a measure of the ability of the oscillator to absorb energy, while the negative-frequency part is a measure of the ability of the oscillator to emit energy. Therefore, we can understand the positive frequency part of the spectral density as being related to stimulated emission of energy into the oscillator, while the negative-frequency part is related to the emission of energy by the oscillator.

Typically, the motional frequencies of a levitated particle are $\sim 100 \text{kHz}$. Therefore, the required temperature is a few micro-kelvin and therefore out of reach for cryogenic techniques and one has to resort to active cooling techniques. Recent experiments using feedback cooling have already attained motional occupations of a few tens of phonons [15].

35.3 Time Dependent Potentials

So far we have considered only static trapping potentials $U_{\text{opt}} \equiv U_{\text{opt}}(r)$, where the trapping laser power is constant. However, through modulation of the trapping beam intensity, we can make the optical potential time-dependent. This is particularly useful when studying non-equilibrium dynamics. From Eq. (35.14) it follows that a change in optical power $\delta P_{\text{opt}}(t)$ changes the trap frequency by $\Omega = \Omega_0 (1 + \zeta(t)/2)$, where $\zeta(t) = \delta P_{\text{opt}}(t) / \bar{P}_{\text{opt}}$ and $\bar{P}_{\text{opt}}$ is the mean optical power. The equation of motion under this parametric modulation is given by

$$\ddot{q} + \Gamma_{CM} \dot{q} + \Omega_0^2 \left[1 + \zeta_0 \cos(\Omega_{\text{mod}} t) + \xi q^2\right] q = \sqrt{2 k_B T_{CM} \Gamma_{CM} / m} \Xi(t). \quad (35.36)$$

Energy is most effectively exchanged between the trapping laser and the particle if the modulation $\zeta(t) = \zeta_0 \cos(\Omega_{\text{mod}} t)$ occurs at twice the trapping frequency
$\Omega_{\text{mod}} \approx 2\Omega_0$. The flow of energy is thereby determined by the relative phase $\phi_{\text{mod}}$ between the particle oscillation and the laser intensity modulation. If the modulation is in-phase, energy is extracted (cooling), while the motion is excited when the modulation is out-of-phase (heating). For $\zeta_0 > 1/2Q$, where $Q = \omega_0/\Gamma_{\text{cm}}$ is the motional quality factor, energy is pumped into the system faster than can be extracted through dissipation. For a harmonic trap this would lead to a steady increase in energy. However, due to the nonlinear Duffing term, the oscillation frequency of the particle shifts away from the energy matching condition, which limits the maximum oscillation amplitude. Without active stabilization of the modulation phase with respect to the particle motion, the relative phase is random. Therefore, to achieve cooling the phase needs to be actively stabilized, for instance with a phase-locked-loop [15].

### 35.3.1 Effective Potentials and Non-equilibrium Steady States

As we discussed in Sect. 35.2.3, the particle motion is described by a slowly varying evolution of the phase and amplitude and a fast modulation at frequency $\Omega$. In many cases we are primarily interested in the slow evolution of the energy or amplitude and it is, thus, advantageous to work with the effective equations of motion for the energy instead of considering full particle dynamics. This strategy allows us to define effective potentials for the energy and to derive an effective temperature for the particle center-of-mass motion.

For convenience we introduce the position $q$ and momentum $p = m\dot{q}$ differential equations of motion for a particle in a time-dependent potential [22]

\begin{align}
\text{d}q &= \frac{p}{m}\text{d}t, \\
\text{d}p &= \left[-m\Omega_0^2 q - \Gamma_{\text{cm}} p + \zeta_0 m\Omega_0^2 \cos(\Omega_{\text{mod}} t) q\right]\text{d}t + \sqrt{2m\Gamma_{\text{cm}} k_B T_{\text{cm}}} \text{d}W.
\end{align}

(35.37a, 35.37b)

Here, $W(t)$ is the Wiener process with $\langle W(t) \rangle = 0$, $\langle W(t) W(t') \rangle = t' - t$. Note that $\langle W^2(t) \rangle = t$ for any time $t \geq 0$ and, thus, for an infinitesimal time interval $\text{d}t$ one has $\langle (\text{d}W)^2 \rangle = \text{d}t$. The white noise $\Xi(t)$ appearing in the random force can be viewed as the time derivative of the Wiener process, $\Xi(t) = dW(t)/dt$. The total energy of the particle in one dimension is given by

\begin{equation}
E(q, p) = \frac{1}{2}m\Omega_0^2 q^2 + \frac{p^2}{2m} + \frac{1}{4}\xi m\Omega_0^2 q^4.
\end{equation}

(35.38)

To avoid multiplicative noise, i.e. a noise term that depends on the current value of the energy, we consider the square root of the energy rather than the energy itself,
\[ \varepsilon(q, p) = \sqrt{E(q, p)}. \tag{35.39} \]

At low friction, the amplitude \( A \) and phase \( \phi_{\text{mod}} \) with respect to the driving force are quasi-constant, and the particle performs an undisturbed harmonic oscillation evolving according to

\[ \begin{align*}
q(t) &= A \cos(\Omega t + \phi_{\text{mod}}) \\
p(t) &= -m \Omega A \sin(\Omega t + \phi_{\text{mod}}),
\end{align*} \tag{35.40} \]

where the amplitude of the oscillation is related to \( \varepsilon \) by \( A = \sqrt{\frac{2}{m(\varepsilon/\Omega)}} \).

Applying Ito’s formula for the change of variables to \( \varepsilon(q, p) \) and integrating over an oscillation period, we find that the change \( d\varepsilon \) during a short time interval is given by a Langevin equation for a fictitious overdamped Brownian particle

\[ d\varepsilon = \tilde{\Gamma}^{-1} f(\varepsilon) dt + \sqrt{2k_B T_{\text{CM}}/\tilde{\Gamma}} dW \tag{35.41} \]

with damping \( \tilde{\Gamma} = 4/\Gamma_{\text{CM}} \), moving through an effective potential

\[ U_{\text{eff}}(\varepsilon) = \varepsilon^2 - k_B T_{\text{CM}} \ln \varepsilon + \frac{\varepsilon^2 \zeta_0 \Omega_0^2 \sin(2\phi_{\text{mod}})}{2\Gamma_{\text{CM}} \Omega}, \tag{35.42} \]

under the influence of an external force \( f(\varepsilon) = -dU_{\text{eff}}(\varepsilon)/d\varepsilon \). Note that due to the integration over one oscillation period, this equation has \( \varepsilon \) as its only time dependent variable, while the dependence on other variables has been removed. By virtue of this isomorphism with over-damped Brownian motion, one can then immediately infer that Eq. (35.41) samples the distribution \( P_\varepsilon(\varepsilon) \propto \exp\{-\beta U_{\text{eff}}(\varepsilon)\} \), where \( \beta = 1/k_B T_{\text{CM}} \). Equation (35.41) implies that the time evolution of \( \varepsilon \) can be viewed as a Brownian motion in the high friction limit. A small real friction \( \Gamma_{\text{CM}} \) corresponds to large effective friction \( \tilde{\Gamma} \) determining the time evolution of \( \varepsilon \) and, thus, the energy \( E \) of the oscillator. Interestingly, the fictitious Brownian particle of the time-dependent optical potential can exhibit similar dynamics to the real Brownian particle in a static optical potential [24].

Changing variables from \( \varepsilon \) to \( E = \varepsilon^2 \) and applying Ito’s formula, we finally obtain the probability density function of the energy, \( P_E(E) = \frac{1}{Z} \exp\{-\beta' E\} \), where \( \beta' = 1/k_B T'_{\text{CM}} \) with effective temperature

\[ T'_{\text{CM}} = T_{\text{CM}} \left(1 + \frac{\zeta_0 \Omega_0^2 \sin(2\phi_{\text{mod}})}{2\Gamma_{\text{CM}} \Omega} \right)^{-1}. \tag{35.43} \]

Equation (35.43) states that parametric modulation of the trapping potential results in an effective temperature change of the environment, where the particle centre-of-mass temperature changes from \( T_{\text{CM}} \) to \( T'_{\text{CM}} \). For \(-\pi/2 < \phi_{\text{mod}} < 0\), \( T'_{\text{CM}} > T_{\text{CM}} \).
that is the particle motion is heated, while for \(0 < \phi_{\text{mod}} < \pi/2\), \(T'_{\text{CM}} < T_{\text{CM}}\) and the particle motion is cooled. The rate at which the particle thermalizes with this effective bath is \(\Gamma'_{\text{CM}} = \Gamma_{\text{CM}} \left( T_{\text{CM}}/T'_{\text{CM}} - 1 \right)\), where the largest rates are achieved at \(\phi_{\text{mod}} = -\pi/4\) and \(\phi_{\text{mod}} = \pi/4\), for heating and cooling respectively. If the relative phase between the particle motion and the modulation \(\phi_{\text{mod}}\) is not stabilized actively, for example through implementing a phase-locked loop fed back onto the trapping laser intensity, the particle motion will self-lock to \(\phi_{\text{mod}} = -\pi/4\). Thus, an effective hot bath can be implemented easily by a simple modulation of the trapping laser at \(\Omega_{\text{mod}} \approx 2\Omega_0\).

The change of variables also yields the corresponding stochastic differential equation for the energy

\[
\mathrm{d}E = \left[ -\Gamma_{\text{CM}}(E - k_B T_{\text{CM}}) - \frac{\eta \Omega_0 E^2}{2m \Omega^2} - \frac{E \zeta \Omega_0^2 \sin(2\phi)}{2\Omega} \right] \mathrm{d}t + \sqrt{2E \Gamma_{\text{CM}} k_B T_{\text{CM}}} \mathrm{d}W. \tag{35.44}
\]

In contrast to the stochastic equation of motion for \(\varepsilon\), here the noise is multiplicative, i.e., its amplitude is energy dependent.

Using the active feedback cooling discussed here \(\sim 100\mu K\) temperatures have been achieved, corresponding to a phonon occupancy of \(\sim 20\) [15]. Another method to use is the passive feedback provided by optical cavity cooling, with firm predictions of reaching the quantum ground-state [9]. The thermal occupation of an optical cavity at room temperature is extremely low, with a photon occupation of \(n_{\text{ph}} = \sqrt{k_B T_{\text{env}}/\hbar \omega_L} \ll 1\), which forms the effective low temperature bath.

### 35.3.1.1 Non-thermal States

The modulation of the trapping potential gives rise to a non-conservative force that allows us to inject and extract energy from the particle. Since there is a continuous flow of energy, the particle is no longer in thermal equilibrium. Surprisingly, under the appropriate conditions we can describe the particle as in thermal equilibrium with an effective bath (c.f. Eq. (35.43)). However, this description breaks down when we heat the particle \((\phi_{\text{mod}} = -\pi/4)\) above the threshold condition \(\zeta > 2Q^{-1}\sqrt{1 + Q^2 (2 - \Omega_{\text{mod}}/\Omega_0)} \approx 2Q^{-1}\), where the approximation is exact at parametric resonance \(\Omega_{\text{mod}} = 2\Omega_0\). Then the effective temperature diverges and the motion transitions from a thermal state to a coherent oscillation, which is phase-locked to the modulation source, similar to the lasing condition of an optical oscillator.

A more subtle non-equilibrium steady state, which can no longer be described an effective thermal bath can be achieved by parametric feedback modulation of the form \(\zeta_{\text{fb}}(t) = -\eta/\Omega_0 \dot{q}(t)\dot{q}(t)\), where \(\eta\) parametrizes the feedback strength. This leads to a parametric modulation at the parametric resonance condition, while ensuring a phase that is optimized for extracting energy from the mechanical mode. However, in contrast to the previous case with constant modulation amplitude, here
the modulation amplitude is proportional to the particle energy $\zeta_0 \propto A^2 \propto E$. As a consequence, the particle feels a nonlinear friction force with $\Gamma_{NL} \propto E$.

The probability distribution for the energy, including the position dependent feedback term $\eta$ and parametric modulation with constant amplitude $\zeta_0$, is then given by [22]

$$P_E(E) = \frac{1}{Z} \exp \left\{ -\beta \left[ \left( 1 + \frac{\zeta_0 \Omega_0^2 \sin(2\phi_{\text{mod}})}{2\Gamma_{CM} \Omega} \right) E + \frac{\eta \Omega_0}{4m \Gamma_{CM} \Omega^2} E^2 \right] \right\}, \quad (35.45)$$

where the normalization factor $Z = \int P_E(E) dE$ is given by

$$Z = \sqrt{\frac{\pi m \Gamma_{CM} \Omega^2}{\beta \eta \Omega_0}} h \left( \sqrt{\frac{\beta m \Gamma_{CM} \Omega^2}{\eta \Omega_0}} \left( 1 + \frac{\zeta_0 \Omega_0^2 \sin(2\phi_{\text{mod}})}{2\Gamma_{CM} \Omega} \right) \right), \quad (35.46)$$

and the function $h(x)$ is defined as $h(x) = \exp(x^2)\text{erfc}(x)$ and $\text{erfc}(x)$ is the complementary error function. Thus, the energy distribution is that of an equilibrium system with effective energy

$$H = \left[ 1 + \frac{\zeta_0 \Omega_0^2 \sin(2\phi_{\text{mod}})}{2\Gamma_{CM} \Omega} \right] E + \frac{\eta \Omega_0}{4m \Gamma_{CM} \Omega^2} E^2. \quad (35.47)$$

While the term proportional to $E^2$ is caused by the feedback cooling, the term proportional to $E$ is affected only by the parametric modulation.

For low friction, the energy of the oscillator is essentially constant over many oscillation periods, the full phase-space density $P_{q,p}$ can be obtained by averaging the micro-canonical distribution $P_m(q, p; \tilde{E}) = g^{-1}(\tilde{E}) \delta \left( E(q, p) - \tilde{E} \right)$ over the energy distribution Eq. (35.45). For low friction constants and small feedback strength, this linear superposition of micro-canonical distributions is valid even under non-equilibrium, conditions and we obtain

$$P_{q,p}(q, p) = \frac{\Omega_0}{2\pi} P_E(E(q, p)), \quad (35.48)$$

where the $E(q, p)$ is given by Eq. (35.38), and we approximated the micro-canonical density of states with the density of states for the harmonic oscillator $g(\tilde{E}) \approx 2\pi / \Omega_0$, that is we neglect the Duffing term of the potential in $g(\tilde{E})$. Note, however, that while we have neglected the Duffing term in the expression for the density of states, it is included in the energy appearing in the argument of the exponential on the right-hand side of the above Eq. (35.45).
35.3.1.2 Thermal Squeezing

A big advantage when using an optically levitated oscillator over conventional nanomechanical oscillators is that the mechanical frequency can be changed by changing the power of the trapping laser. This allows one to perform unconfined time-of-flight measurements, to create physically large superposition states [17], and to prepare squeezed states. In the quantum regime, squeezing enables one to push the fundamental quantum uncertainty below the standard quantum limit. A thermal state can be squeezed to reduce the uncertainty in one of the quadratures at the expense of anti-squeezing the other. While classical thermal squeezing of a levitated particle has been observed experimentally [25], squeezing below the standard quantum limit remains elusive. In the following we discuss how a change in laser power leads to squeezing.

A sudden change, or quench, in power of the trapping beam changes the mechanical frequency to a new value $\Omega_s \rightarrow \Omega^s_\tau$. Thus, the time evolution of the position and momentum of the harmonic oscillator is given by

$$q(\tau \Omega_s) = X_Q \cos(\Omega_s \tau) + P_Q \frac{\Omega}{\Omega_s} \sin(\Omega_s \tau)$$

$$p(\tau \Omega_s) = mP_Q \Omega \cos(\Omega_s \tau) - mX_Q \Omega_s \sin(\Omega_s \tau),$$

where we introduced the position and momentum quadratures $X_Q = q(0)$ and $P_Q = -\dot{q}(0)/\Omega$ to denote the position and velocity at the time of the quench. After a time $\tau$, the power is switched back to its original value and we find that the phase space distribution for position and momentum is

$$P_{q,p}^{sq,q}(q, p, \tau) = \frac{\Omega/\beta}{2\pi} \times$$

$$\exp\left[-\beta \frac{1}{2} m\Omega^2 \left(\left[X_Q \cos(\Omega_s \tau) + e^{2r} P_Q \sin(\Omega_s \tau)\right]^2ight.ight.$$

$$\left.\left.+ \left[P_Q \cos(\Omega_s \tau) - e^{-2r} X_Q \sin(\Omega_s \tau)\right]^2\right)\right]$$

where we introduced the squeezing parameter $r = \frac{1}{2} \log(\Omega/\Omega_s)$. Therefore, the squeezing pulse of duration $\tau$ leads to a non-Gaussian state, with correlations between position and momentum. However, at times $\tau = \pi/2\Omega_s$, the exponent in Eq. (35.50) simplifies and we find that the position quadrature is squeezed by a factor $\exp(-2r)$, while the momentum quadrature is anti-squeezed by $\exp(2r)$. Due to the reduced width of the squeezed distribution along a particular direction, this kind of state preparation allows one to reduce the measurement uncertainty. However, to be actually useful, the error introduced by the anti-squeezing of the momentum quadrature should not overwhelm the squeezing of the position quadrature. Note that in contrast to the distribution Eq. (35.48), which describes a steady state distribution, i.e. it does
not depend on the observation time, Eq. (35.50) is defined at a specific time (right after the application of the squeezing pulse). From this distribution, the system will relax back into thermal equilibrium as described in Sect. 35.4.2.

35.4 Thermodynamics

In this final section we will discuss the application of levitated nanoparticles to problems in stochastic thermodynamics and highlight some relevant experimental results.

35.4.1 Kramers Escape and Turnover

We have discussed the dynamics of a particle confined within a potential, and subject to fluctuating forces from the environment. Due to the stochastic nature of the imparted force, there is a probability that the particle will gain enough energy to escape the potential, even when it is confined by a potential much deeper than \(k_B T_{CM}\), in a process known as Kramers escape. This form of “classical tunnelling” appears in a diverse range of physical systems, importantly including chemical reaction rates, protein folding, atomic transport in optical lattices and molecular diffusion at solid-liquid interfaces [26].

The Kramers’ escape rate is given by

\[
R_K = R_0 \exp\left(-\frac{U_{opt}}{k_B T_{CM}}\right)
\]  

(35.51)

where \(R_0\) is the attempt frequency and \(U_{opt}\) is the barrier height. From the Boltzmann factor in Eq. (35.51) it follows that such a transition is exponentially suppressed if the potential is much deeper than the thermal energy \(U_{opt} \gg k_B T_{CM}\). Closely related to the Kramers escape is the Kramers turnover problem, which describes the tunnelling between two potential minima as the friction is varied. This is often more relevant in physical situations, describing the transitions between two protein configurations, for example. Kramers found [27] that in the underdamped regime, the transition rate increases with increasing friction, and that in the overdamped regime the transition rate increases with decreasing friction, with the transition region labelled the turnover. Fifty years later, a theory was developed that linked the two regimes [28]. The first quantitative measurement of Kramers turnover was achieved using a levitated nanoparticle hopping between two potential wells formed by focussed laser beams. In this experiment, the friction rate was varied over many orders of magnitude through a change in the gas pressure \(P_{gas}\) [26].

We consider the hopping between two metastable potential wells that are separated by a barrier. The local principal axes are labeled \(i = x’, y’, z’\) and the potential
extrema are labeled \( p = A, B, C \), as illustrated in Fig. 35.5a. Since the particle is not lost but recaptured in the second well, this problem is much more convenient to study experimentally than stochastic escape. A double well potential can be created by using two tightly focused laser beams, where the intensity and exact relative position of the two foci determines the height of the barrier. The hopping rates between the two wells is determined by the local curvatures of the potential at the extrema.

In the overdamped regime, the hopping from well \( A \) to well \( C \) via the barrier \( B \) is given by Kramers’ law. For a three-dimensional optical potential its dependency on the potential parameters is given by

\[
R_{A \rightarrow C}^{\text{HD}} = \frac{1}{2\pi} \prod_{i \in \{x', y', z'\}} \frac{\Omega_i^A}{\Omega_i^B} \left[ \sqrt{\frac{\Omega_i^B^2}{4} + \frac{\Gamma_{\text{CM}}}{2}} - \frac{\Gamma_{\text{CM}}}{2} \right] e^{-\frac{\Omega_i^A}{\Gamma_{\text{CM}}}} \approx \frac{1}{2\pi} \frac{\Omega_i^A \Omega_i^B}{\Gamma_{\text{CM}}} e^{-\frac{\Omega_i^A}{\Gamma_{\text{CM}}}},
\]

(35.52)

where \( \Omega_i^p \) are the three frequencies at the three extrema along the local principal axis \((x', y', z')\) and \( \Omega_i^S_B \) is the purely imaginary frequency of the saddle point [26]. The approximation holds in the limit of high damping \( \Gamma_{\text{CM}} \gg \Omega_B \) and one dimensional motion.

In the underdamped regime, on the other hand, the rate is limited by the slow transfer of energy between the particle and its environment. This leads to a hopping rate that is proportional to \( \Gamma_{\text{CM}} \)

\[
R_{A \rightarrow C}^{\text{LD}} = \frac{\Gamma_{\text{CM}} S_A^A}{2\pi} \frac{\Omega_i^A}{k_B T_{\text{CM}}} e^{-\frac{\Omega_i^A}{k_B T_{\text{CM}}}}.
\]

(35.53)

where \( S_p = 4 \int_{\rho} \sqrt{2m(U_B - U(r))} dr \) is the particle action over one oscillation period in well \( p \) and is measured along the minimum energy path of the potential. These two limiting cases were already derived by Kramers [27]. In the transition region, such a simple analytical formula does not exist. Instead the rates depend on the depopulation factor

\[
\Upsilon(\delta) = \exp \left[ \frac{1}{\pi} \int_0^\infty \ln \left\{ 1 - \exp \left[ -\frac{\delta}{k_B T} \left( x^2 + \frac{1}{4} \right) \right] \right\} \frac{dx}{x^2 + \frac{1}{4}} \right],
\]

(35.54)

where \( \delta \) is the energy loss parameter. Generally, the estimation of the energy loss parameter is quite challenging. However, for memory-free friction, the energy loss is well approximated by \( \delta = \Gamma_{\text{CM}} S_p \).

To account for the difference in transition rates from well \( A \) to \( C \) versus well \( C \) to \( A \) we need to multiply the transition rates by a factor \( \prod_{p=A,B} \Upsilon(\Gamma_{\text{CM}} S_p) / \sum_{p=A,B} \Upsilon(\Gamma_{\text{CM}} S_p) \) and arrive at the general expression for the hopping rate

\[
R(\Gamma_{\text{CM}}) = \frac{\Upsilon(\Gamma_{\text{CM}} S_A^A) \Upsilon(\Gamma_{\text{CM}} S_C^C)}{\Upsilon(\Gamma_{\text{CM}} S_A^A + \Gamma_{\text{CM}} S_C^C)} \left[ R_{A \rightarrow C}^{\text{HD}} + R_{C \rightarrow A}^{\text{HD}} \right].
\]

(35.55)
Figure 35.5 Measurement of the Kramers turnover with a levitated nanoparticle. (a) Illustration of a particle in a (generally asymmetric) bistable potential. The hopping rate $R$ between the wells $A$, $C$ depends upon the local potential $U$, and the background pressure $P_{\text{gas}}$. (b) Data illustrating the first experimental observation of Kramers’ turnover, reproduced with permission from Nature Nanotechnology [26]. Also marked is the full theory from [28] (solid line), the turnover point which depends on the comparison of the damping rate $\Gamma_{\text{CM}}$ and the harmonic trap frequency at the crossing point $\Omega_B$ (dashed line), and the limiting cases as predicted by Kramers [27] (dot-dashed lines).

Figure 35.5b shows the limiting cases in the high and low damping regime, and the full solution for arbitrary damping. In addition, the figure includes experimental data from Rondin et al. which, using an optically levitated nanoparticle, presents the first quantitative measurement of the Kramers rate across the turnover [26].

35.4.2 Relaxation

In the steady-state, a trapped particle samples the distribution Eq. (35.45), which depends on experimental parameters, such as the average power of the trapping laser, and the rate and depth of any modulation of the optical potential. Hence, under a non-adiabatic change of the parameters, the system relaxes into a new steady state.

The Fokker–Planck equation that describes the time evolution of the probability density function $P_E(E, t)$, including feedback and modulation, is given by

$$
\frac{\partial P_E(E, t)}{\partial t} = \frac{\partial}{\partial E} \left[ \Gamma_{\text{CM}} (E - k_B T) + \frac{\eta \Omega_0 E^2}{2 m \Omega^2} + \frac{E \zeta_0 \Omega_0^2 \sin(2\phi_{\text{mod}})}{2 \Omega} \right] \times P_E(E, t)
$$

(35.56)

In general it is non-trivial to find an analytic solution to Eq. (35.56). Amazingly, in the absence of feedback cooling ($\eta = 0$), the equation of motion for the energy
corresponds to the Cox–Ingersoll–Ross model for interest rates, for which the exact analytical solution is given by the Noncentral Chi-squared distribution \[29\]

\[
P_E(E|E_0, t) = c_t e^{-c_t(E+E_0 e^{-\Gamma_{CM}t})} I_0(2c_t\sqrt{EE_0 e^{-\Gamma_{CM}t}}),
\]

where \(c_t = \beta (1 - e^{-\Gamma_{CM}t})^{-1}\), \(I_0(x)\) is the modified Bessel function of the first kind and \(E_0\) is the initial energy, i.e. \(P_0(E|E_0) = \delta(E - E_0)\). As expected, the equilibrium distribution \(P_\infty(E|E_0) = \beta \exp(-\beta E)\) does not depend on the initial conditions and is given by the Maxwell–Boltzmann distribution at temperature \(T_{CM} = 1/(k_B\beta)\). If the system is initially prepared at \(t = 0\) in a steady state with energy distribution \(P_0(E_0)\), the energy distribution after time \(t\) is

\[
P_E(E, t) = \int_0^\infty P_E(E|E_0, t) P_0(E_0) dE_0.
\]

For an initial Maxwell–Boltzmann distribution, corresponding to a thermal equilibrium distribution at temperature \(T_{init}\), the energy distribution at time \(t\) is also a Maxwell–Boltzmann distribution

\[
P_E^{MB}(E, t) = \beta(t) e^{-\beta(t)E},
\]

with time dependent temperature

\[
T_{CM}(t) = T_\infty + (T_{init} - T_\infty) e^{-\Gamma_{CM}t}.
\]

Note that the initial temperature \(T_{init}\) and final temperature \(T_\infty\) can be controlled in the experiment by modulation of the trapping laser (feedback cooling), as discussed in Sect. 35.3.1.1 and demonstrated by Gieseler et al. [5]. Explicitly, a levitated nanoparticle can be cooled via feedback to a centre-of-mass temperature \(T_{CM}\) far below the ambient temperature \(T_{env}\). Once the feedback modulation is switched off, the particle will thermalize with the environment (in general via collisions with surrounding gas), at an average rate \(\Gamma_{CM}\), which can be controlled by varying the gas pressure. The rate at which the particle relaxes to the new equilibrium state can also be accelerated by using time-dependent potentials [7].

### 35.4.3 Fluctuation Theorems

As a system relaxes to a thermal equilibrium, the dynamics satisfy detailed balance with respect to the equilibrium distribution, and the time reversibility of the underlying dynamics implies that the transient fluctuation theorem

\[
\frac{P(-\Delta S)}{P(\Delta S)} = e^{-\Delta S},
\]

\[35.61\]
for the relative entropy change $\Delta S = \beta Q + \Delta \Phi$ (or Kullback–Leibler divergence) holds. The quantity $\Delta \Phi = \Phi(t) - \Phi(0)$ is the difference in trajectory dependent entropy $\Phi(t) = -\ln P_0(u(t))$ between the initial and the final states of the trajectory $u(t)$. The relative entropy change $\Delta S$ is defined as the logarithmic ratio of the probability $P[u(t)]$ to observe a certain trajectory $u(t)$ and the probability $P[u^*(t)]$ of the time reversed trajectory $u^*(t)$,

$$\Delta S = \ln \frac{P[u(t)]}{P[u^*(t)]}. \quad (35.62)$$

Here, $u(t)$ denotes an entire trajectory of length $t$ including position and momentum of the oscillator and $u^*(t)$ denotes the trajectory that consists of the same states visited in reverse order with inverted momenta. $Q$ is the heat absorbed by the bath at reciprocal temperature $\beta$. Because no work is done on the system, the heat $Q$ exchanged along a trajectory equals the energy lost by the system, $Q = -(E_t - E_0)$ where $E_0$ and $E_t$ are the energy at the beginning and at the end of the stochastic trajectory. Note that the fluctuation theorem holds for any time $t$ at which $\Delta S$ is evaluated, and it is not required that the system has reached the equilibrium distribution at time $t$.

In general, the steady distribution $P_0(u(t))$ necessary to compute $\Delta \Phi$ is unknown. However, from the distribution derived for our model Eq. (35.48), we find that for the relaxation from a non-equilibrium steady state generated by nonlinear feedback of strength $\eta$ and parametric modulation of strength $\zeta$, the relative entropy change is given by

$$\Delta S = -\beta \frac{\zeta \Omega_0^2 \sin(2\phi_{\text{mod}})}{2\Gamma \Omega} [E_t - E_0] - \beta \frac{\eta \Omega_0}{4m \Gamma \Omega^2} \left[ E_t^2 - E_0^2 \right]. \quad (35.63)$$

Thus, our stochastic model allows us to express the relative entropy change during a relaxation trajectory in terms of the energy at the beginning and the end of that trajectory. This model was verified using a levitated nanoparticle by Gieseler et al. [5], when starting from a variety of non-equilibrium steady states.

In addition to the fluctuation statistics during relaxation between steady states, one can also consider fluctuations during different protocols, e.g. during a full thermodynamic cycle or while driving the particle with an external force $f(t)$ as was done by Hoang et al. [30], who verified a differential fluctuation theorem for the work $W = -\int_0^T \dot{f}(t) q(t) dt$

$$\frac{P(-W, u^*(t))}{P(W, u(t))} = e^{-\beta (W - \Delta F)}. \quad (35.64)$$

The differential fluctuation theorems can be integrated to yield a series of well known fluctuation theorems, such as the Jarzynski equality, the Crooks fluctuation theorem and the Hummer–Szabo relation. Thus, by verifying the underlying
differential fluctuation theorem, the validity of the integral fluctuation theorem is implied. Importantly, the fluctuation theorems are valid for arbitrarily-far-from-equilibrium processes. Both detailed and integral fluctuation theorems allow the estimation of equilibrium free energy changes from nonequilibrium protocols and have found applications in determining the free energies of DNA molecules. For a detailed review, see Ref. [3].

35.4.4 Heat Engines

Technology is continuously miniaturizing, but as we pass below the micro-scale the challenge is not limited to the difficulty in constructing small devices. Once the work performed per duty cycle of an engine becomes comparable to the thermal energy of the piston, it is possible for the engine to run in reverse for short times, due to the fluctuating nature of energy transfer with the heat bath. This is exactly the scale at which biological systems operate, and a regime which levitated nano- and micro-particles have access to.

To apply work to a trapped particle, one must either change (via a control parameter \( \lambda_c(t) \)) the trapping potential \( U(q, \lambda_c) \), or apply an external force \( f(q, \lambda_c) \), in which case the incremental work \( dW \) reads:

\[
dW = \left( \frac{\partial U}{\partial \lambda_c} \right) d\lambda_c + f dq,
\]

with an associated heat increment:

\[
dQ = F dq,
\]

where \( F(q, \lambda_c) = -\left( \frac{\partial U}{\partial q} \right) + f \) is the total force acting on the particle, due to both the potential \( U \) and the external force \( f \). Importantly, the external force \( f \) accounts for deterministic and stochastic contributions. Hence, along a trajectory \( u(0) \to u(\tau) \):

\[
W(q(\tau)) = \int_0^\tau \left[ \left( \frac{\partial U}{\partial \lambda_c} \right) \dot{\lambda}_c + f \dot{q} \right] dt,
\]

\[
Q(q(\tau)) = \int_0^\tau \dot{Q} dt = \int_0^\tau F \dot{q} dt.
\]

Next, we will explicitly apply this to the case of a heat engine. We discuss heat engines since they are an extremely useful machine. An engine, or motor, converts one type of energy into mechanical work, and a heat engine specifically converts heat flow between two reservoirs into mechanical work, particularly useful since heat is often generated as a waste product. Schmiedl and Seifert gave the first full description of a colloidal stochastic heat engine [6], which was realized by Blickle and Bechinger a few years later [32]. The engine operates under the following cyclic process (as illustrated in Fig. 35.6): (1) an isothermal transition at temperature \( T_H \) with a time
dependent variation of $U(q, t)$ to extract work $W < 0$; (2) an instantaneous reduction in temperature $T_H \rightarrow T_C$, where no heat is exchanged with the bath (adiabatic); (3) an isothermal transition at $T_C$ with a time dependent variation of $U(q, t)$ and $W > 0$; (4) an instantaneous increase in temperature $T_C \rightarrow T_H$.

For a harmonically confined particle $U(q, t) = k(t)q(t)^2/2$, where $k$ is the trap stiffness, our control parameter $\lambda_c(t) \equiv k(t)$. Other choices of $\lambda_c$ could include a movement of the trap centre. Reducing $k$ corresponds to an expansion $\langle W \rangle < 0$, as the confinement is weakened. Following references [6, 33], it is convenient to analyse this scenario by considering the equations of motion for the variance $\sigma^2_q(t) \equiv \langle q^2(t) \rangle$, with the equation of motion:

$$\dot{\sigma}^2_q = -m\mu\dot{\sigma}^2_q - 2\mu k(t)\sigma^2_q + 2m\mu\sigma^2_v,$$

(35.68)

where $\mu = 1/(m\Gamma_{CM})$, $\sigma^2_q(t) \equiv \langle \dot{q}^2(t) \rangle$, and also noting for the harmonic oscillator that the frequency $\Omega(t) = \sqrt{k(t)/m}$. This can be simplified in the overdamped regime $\Gamma_{CM} >> \Omega$, first by removing the inertial term $\propto \dot{\sigma}^2_q$, and secondly by assuming that the state is always thermal $\sigma^2_v = k_B T_{CM}/m$ [33]. This yields the overdamped equation of motion,
\[ \dot{\sigma}_q^2 = -2\mu k(t)\sigma_q^2 + 2\mu k_B T_{CM}. \] (35.69)

Using Eq. (35.67) we find for the total work \( \mathcal{W} \) along an isothermal trajectory at \( T_{CM} \) from time \( t_i \to t_f \),

\[ \mathcal{W}(k(t)) = \int_{t_i}^{t_f} k \frac{\sigma_q^2}{2} \, dt, \] (35.70)

where it is evident that the work done on the particle depends on the rate at which the potential is changed. For an instantaneous change in spring constant, where the position distribution of the particle does not have time to change, the work done is simply \( \Delta \mathcal{W} = \frac{1}{2} [k(t_f) - k(t_i)] q(t_i)^2 \). More generally, through solving Eq. (35.69) for \( k(t) \) one finds the full expression for the work along the trajectory:

\[ \mathcal{W}(k(t)) = \frac{1}{4\mu} \int_{t_i}^{t_f} \frac{(\dot{\sigma}_q^2)^2}{\sigma_q^2} - \frac{1}{2} T_{CM} \left[ \ln \left( \frac{\sigma_q^2}{\sigma_q^2(t_i)} \right) \right]_{t_i}^{t_f} + \frac{1}{2} [k(t)\sigma_q^2]_{t_i}^{t_f}. \] (35.71)

Hence, using this expression, by monitoring the motion of a colloidal particle as it undergoes the cyclic heat engine, one can extract the work statistics. We leave a full discussion of the heat and entropy statistics to other sources, for example Spinney and Ford [34].

How does this discussion of heat engines change in the underdamped regime? In Eq. (35.69) we simplified the equation of motion in the overdamped regime, such that the position was independent of the velocity. This simplification allows one to analytically construct protocols (the way in which \( \lambda_c \) changes over time) that maximize the efficiency of a stochastic heat engine [6]. The overdamped efficiency of a microscopic heat engine can even exceed the Curzon-Ahlborn efficiency-at-maximum-power limit \( \eta^* = 1 - \sqrt{T_C/T_H} \) for macroscopic engines [6].

An analytic solution is not known in the underdamped case, where the position and velocity variables cannot be separated, and numerical methods must be used, which find that the efficiency of the underdamped stochastic heat engine is bounded by \( \eta^* \) [35]. In both regimes, the optimum protocols call for instantaneous jumps in the control parameter \( \lambda_c \), as illustrated in the inset to Fig. 35.6. In the overdamped regime, a particle reacts slowly to changes in \( \lambda_c \), whereas in the underdamped regime it reacts rapidly. Hence, although in theory the overdamped efficiency may be higher, practically it may be easier to realize optimum work extraction cycles with an underdamped engine.

To realize an underdamped heat engine, one has to engineer a coupling to an effective heat bath (since by definition an underdamped system is weakly coupled to the environment). Such a coupling is described in detail in Sect. 35.3.1. Dechant et al. [31] propose to realize an underdamped heat engine through a combination of

\[ ^5 \text{Instantaneous changes minimize work dissipation, since they minimize the time over which a particle is accelerating} \] [35].
optical cavity cooling and thermalization with residual gas. Another option would be to levitate a charged particle in a Paul trap and provide the heat bath via noise applied to nearby electrodes [36, 37], which may be more suitable for operation in the quantum regime.
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Chapter 36
Single Atom Heat Engine in a Tapered Ion Trap

Samuel T. Dawkins, Obinna Abah, Kilian Singer and Sebastian Deffner

36.1 Introduction

A recent demonstration of a single atom heat engine [1] has extended a long trend of miniaturisation of thermal machines [2–7] to the level of a single particle. This result was achieved by confining a calcium ion in a linear Paul trap featuring tapered radial confinement. Ion traps feature both exquisite control of ions and a toolbox of laser-based optical techniques to interact with the ion. In the case of the single atom heat engine, these tools allowed for the creation and control of thermal reservoirs, plus the ability to observe the temperature and motion of the ion. The additional feature of tapered confinement provided the means to convert between thermal fluctuations and coherent motion, the essential mechanism of a heat engine.

The primary result of the single atom heat engine is a demonstration of machines at the lowest level, as Feynman had envisaged [8]. Whilst this is fascinating in its own right, the idea of incorporating the phenomena of the quantum world into such machines has attracted a great deal of interest. A collection of various quantum devices have been proposed such as quantum refrigerators, quantum amplifiers and quantum heat pumps [9–17]. Approaching the quantum regime also leads to
the question: What thermodynamic limits does nature impose on the performance of quantum mechanical devices, in particular thermal machines? Substantial theoretical and experimental effort has been devoted to answering this question [4, 13, 18–29] along with studying the equilibration and thermalisation of quantum systems [30] and more specifically the quantum thermodynamics of heat engines [14, 17–19, 30–38]. Various experimental platforms for investigating these themes include ultracold bosonic atoms [21], quantum dots [32], quantum optomechanical systems [23] and solid state implementations [29]. The tapered trap platform described here provides a powerful system for studying novel thermal devices at ultra-low temperatures at the nanoscale and thus also for addressing open questions of quantum thermodynamics.

### 36.2 Platform

Ions confined in linear Paul traps have been used extensively for experiments in the quantum regime, in particular in the quest to develop a functional quantum processor [39]. This technology employs a three-dimensional confining harmonic potential composed of DC and radio-frequency potentials. Together with optical interactions with laser beams, the platform provides a low-noise environment and affords exquisite control of ion position, temperature and internal states.

Here, the particular variant is a Paul trap with tapered radial confinement. This can be achieved by tilting the electrodes of a standard linear Paul trap, i.e., the distance of the electrodes from the central trap axis scales linearly with the axial position (see Fig. 36.1). It is also conceivable that one could achieve the same effect, or possibly even more complex confinement profiles, by other means, such as via segmented microstructure Paul traps. Note that, in contrast to the standard configuration of Paul traps, the tapered trap features a symmetric rf-drive in order to avoid the detrimental effects of axial micromotion that would arise in a tapered configuration.

![Fig. 36.1 Depiction of the tapered rod electrodes with symmetric radiofrequency drive for radial confinement and the two DC endcap electrodes for axial confinement. The trap axis is in the z-direction, and x and y are the radial directions.](image)
In the case of a single trapped ion, this tapered geometry results in a harmonic pseudopotential with a local radial trapping frequency of the form:

$$\omega(z) = \frac{\omega_0}{(1 + z \tan(\theta)/r_0)^2},$$

where $\theta$ is the electrode angle and $\omega_0$ and $r_0$ are the trap frequency and the radial distance of the electrode respectively, at axial position $z = 0$. For limited axial extents, this form can be approximated to be linear, but other functional forms might be designed in order to, for example, implement shortcuts to adiabaticity [19].

The goal of the heat engine is to generate coherent motion in the axial direction from thermal motion in the radial direction. Here, the axial motion is confined by a harmonic potential, which conveniently allows for accumulation of coherent motional energy, much like a flywheel (note that the concept of a flywheel has also been extended to the quantum domain [40]). This axial confinement is chosen to be weaker than the radial confinement such that coherent motion generated in the axial direction has a long oscillation period compared to timescales of the thermal motion in the radial direction. In this way, the total potential energy of the ion results from its radial distribution within the pseudopotential, in addition to its position in the axial harmonic potential. Thus, potential energy can be exchanged between the radial and axial directions, in particular if the extent of the radial distribution is changed. For example, with increasing width of the radial distribution, the averaged radial potential energy is minimised if the ion climbs the axial potential towards a region with smaller radial confinement. As a result, an ion will experience a force in the axial direction which increases with the magnitude of the radial position variance. Note that this force depends on the radial distribution of motion, which is why incoherent radial motion can be converted into coherent axial motion.

### 36.3 Work Bench for Classical Thermodynamics

Ions in harmonic potentials are excellent subjects for performing thermodynamic experiments (see Chap. 38). When the ion interacts with a thermal reservoir (e.g. via a thermal noise mechanism or deliberately engineered perturbations), the motion is described by a thermal state, where the temperature is defined ergodically as the statistical characterisation of the ensemble of external interactions over time. In this way, the external interaction mechanism acts as a thermal reservoir, including some freedom to tune the characteristics of the thermal distribution. In the case of the single atom heat engine, the ion is simultaneously laser-cooled and perturbed by (bandwidth-limited) white noise in the electric field, where both mechanisms contribute to the thermal state of the ion and allow for control of the reservoir temperature.

The addition of the tapered confinement introduces some interesting thermodynamic mechanisms. The tapered potential landscape described above gives rise
to a temperature-dependent averaged force in the axial direction; the temperature determines the radial distribution of the ion and thus the magnitude of the force. Thus, for any non-zero temperature, the ion will equilibrate away from the DC potential minimum in the direction of weaker radial confinement towards the more open end of the taper. A further increase to this temperature will push it even further, and vice versa.

It can be useful to consider the analogy of gas in a container, such as is typically modelled with the equation of state for an ideal gas. The ergodic average of the ion plays the role of a many-particle gas ensemble, and has a corresponding temperature. The radial confinement of the ion plays the role of the volume of the container, where the relevant parameter is the local confining frequency. The force that results in the axial direction is the equivalent of pressure, where rather than integrate an ensemble of particle forces over a wall area (of a piston for example), the force is derived from an integration over time.

Therefore, we can consider the system as having a suite of familiar classical thermodynamic processes. Motion of the ion towards the taper constitutes a compression; motion away from the taper constitutes an expansion. Forces in the axial direction can do work on the ion. Interaction with the engineered reservoir can add or remove thermal energy. Adiabatic processes can be implemented by turning off all reservoir interactions. In this way, one can conceive of all kinds of classical thermodynamic processes such as adiabatic (no reservoir interaction), isothermal (constant temperature), isochoric (constant radial trap frequency) compression/expansion and so on (for quantum analogs, see Chap. 3). By combining these processes, one can construct familiar thermodynamic cycles. An Otto cycle for example involves four strokes: 1. an isentropic compression, 2. a hot isochore, 3. an isentropic expansion, and 4. a cold isochore [37]. In the case of the single atom heat engine, the cycle period is designed to be resonant with the axial trap frequency, and thus the build-up of axial motion becomes dominated by the energy stored in the oscillation mode, rather than the work being generated in each cycle. Thus, the shape of the cycle has a strong sinusoidal component, which combined with the reservoir coupling being continuously on, results in a cycle resembling a Stirling cycle [1].

### 36.4 Entering the Quantum Regime

The single atom heat engine employs thermal states with relatively high temperatures, which is well described by classical thermodynamics. However, the trapped ion platform is commonly taken to the quantum regime via laser-based dissipative state preparation of the motional degrees of freedom. This then allows one to create non-classical motional states such as the ground state, Fock states or squeezed states [41]. In this regime, quantum effects become predominant and have to be fully taken into consideration in the thermodynamic analysis.
Furthermore, non-classical reservoirs could be engineered with quantum effects such as coherence [17], correlations [36], and squeezing [42–44]. Recently, a heat engine whose working medium is a mechanical resonator in contact with a squeezed thermal reservoir [44] has been experimentally demonstrated. In a related development, active bacteria suspensions have been employed to construct a Stirling engine operating between equilibrium and non-equilibrium reservoirs [45]. In addition, motivated by the advances in reservoir engineering techniques in quantum optical systems, such as ion traps [46, 47] and microwave cavities [48], the single atom engine can be used to explore non-equilibrium effects.

### 36.5 Quantum Mechanical Description

We describe the working medium—a single ion in a harmonic pseudopotential oscillating in the radial $x$-direction—as a quantum harmonic oscillator, with Hamiltonian $H = \hat{p}^2 / 2m + m\omega^2 \hat{x}^2 / 2$, where $m$, $\hat{p}$ and $\hat{x}$ are the mass of the ion, the momentum operator and the position operator respectively, which obey the commutation relation, $[\hat{x}, \hat{p}] = i\hbar$. For this treatment, we assume a classical thermal reservoir which can be considered as a distribution of infinitely many harmonic oscillators, characterised by the inverse temperature of the reservoir $\beta = 1 / k_B T$, where $k_B$ is the Boltzmann constant.

A particularly convenient representation of quantum states is given by the Wigner function [49, 50],

$$W(x, p) = \frac{1}{2\pi\hbar} \int dy \exp \left( -\frac{i}{\hbar} py \right) \left| \rho \right| x + \frac{y}{2} \left| \rho \right| x - \frac{y}{2} \right). \quad (36.2)$$

The Wigner function contains the full classical information, and its marginals are the probability distributions for the position $x$ and the momentum $p$, respectively. In addition, $W(x, p)$ contains the full quantum information about a state including coherence, which is signified by areas in phase space where $W(x, p)$ takes negative values. It can also model quantum effects such as squeezing [19].

The dynamics of an ion in a tapered trap can then be described by a Fokker–Planck equation for $W(x, p, t)$, and we have [51, 52]

$$\frac{\partial}{\partial t} W(x, p, t) = \left[ -\frac{p}{m} \frac{\partial}{\partial x} (\gamma p + m\omega^2 x) + D_{pp}(x, t) \frac{\partial^2}{\partial p^2} + D_{xp}(x, t) \frac{\partial^2}{\partial x \partial p} \right] W(x, p, t), \quad (36.3)$$

where $\gamma$ is the coupling coefficient to the environment. A detailed discussion of the properties of the diffusion coefficients $D_{pp}$ and $D_{xp}$ can be found in Ref. [53, 54], but for the present purposes it will suffice to consider a high-temperature, semiclassical expansion. For $\hbar\beta\omega \ll 1$ the two diffusion coefficients can be written as, $D_{pp} = m\gamma / \beta + m\beta\gamma\hbar^2 (\omega^2 - \gamma^2) / 12$, and $D_{xp} = \beta\gamma^2 \hbar^2 / 12$. In this case, the stationary solution simply becomes [51],
Thus, we immediately observe that in the limit $\hbar \to 0$ Eq. (36.3) reduces to the classical Klein-Kramers equation, and $W_{\text{stat}}(x,p)$ becomes the classical Maxwell–Boltzmann distribution.

### 36.6 Example: Stirling Cycle

In the single atom heat engine, the cycle can be approximated by the classical Stirling cycle. The Stirling cycle consists of two isothermal processes during which the frequency is varied between $\omega_1$ and $\omega_2$, plus two isochoric (constant frequency) processes during which the oscillator is alternately brought in contact with two different heat reservoirs at inverse temperatures $\beta_i = 1/(k_B T_i)$ ($i = 1, 2$).

In what follows, we analyse the heat engine performance by evaluating quantum mechanically the average thermodynamic quantities for each of the four consecutive steps of the Stirling cycle (see Fig. 36.2):

1. **Isothermal compression** $A(\omega_1, \beta_1) \to B(\omega_2, \beta_1)$: the frequency is varied while the system is in contact with a reservoir at inverse temperature $\beta_1$. The coupling coefficient $\gamma$ is constant. The system absorbs heat at inverse temperature $\beta_1$ and performs work according to

$$W_{\text{stat}}(x,p) = \frac{m\gamma \omega}{2\pi} \frac{1}{\sqrt{D_{pp}(D_{pp} + m\gamma D_{xp})}} \exp \left( -\frac{\gamma}{2} \left( \frac{p^2}{D_{pp}} + \frac{m^2\omega^2x^2}{D_{pp} + m\gamma D_{xp}} \right) \right).$$  

(36.4)

Fig. 36.2 Stirling cycle of a harmonic oscillator with time-dependent frequency. The thermodynamic cycle consists of two isothermal (compression and expansion steps 1 and 3) and two isochoric processes (heating and cooling steps 2 and 3).
\[ W_{12} = \int_{\omega_1}^{\omega_2} \left( \frac{\partial H}{\partial \omega} \right) d\omega = \int_{\omega_1}^{\omega_2} m\omega \langle x^2 \rangle d\omega, \] (36.5)

where \( H \) is the Wigner–Weyl transform of the Hamiltonian. The right-hand-side can be computed explicitly, if we assume that the cycle operates much slower than the equilibration time with the reservoir, which corresponds to the experiment [1]. Thus, we can compute the average with respect to \( W_{\text{stat}}(x, p) \) (36.4), and we obtain

\[ W_{12} = \int_{\omega_1}^{\omega_2} \frac{D_{pp} + D_{xp} m\gamma}{m\gamma\omega} d\omega = \frac{1}{\beta_1} \ln \left( \frac{\omega_2}{\omega_1} \right) + \frac{\beta_1}{24} \hbar^2 \left( \omega_2^2 - \omega_1^2 \right). \] (36.6)

In this process, the change in internal energy is zero and thus, \( Q_{12} = -W_{12} \).

(2) **Hot isochore** \( B(\omega_2, \beta_1) \rightarrow C(\omega_2, \beta_2) \): the oscillator is held at frequency \( \omega_2 \) and instantaneously coupled to a reservoir at inverse temperature \( \beta_2 \). In this process, no work is performed, but heat is exchanged between the ion and the environment. This heat is simply given by the change in the internal energy of the quantum oscillator,

\[ U = \int H(\Gamma) W_{\text{stat}}(\Gamma) d\Gamma = \frac{D_{pp}}{m\gamma} + \frac{D_{xp}}{2} \] (36.7)

with \( \Gamma = (x, p) \). Thus, we have

\[ Q_{23} = U_{23} = \left( 1 - \frac{1}{\beta_2} \right) - \frac{1}{24} \hbar^2 \left( \gamma_2^2 - 2\omega_2^2 \right) (\beta_2 - \beta_1) \] (36.8)

(3) **Isothermal expansion** \( C(\omega_2, \beta_2) \rightarrow D(\omega_1, \beta_2) \): the frequency is changed back to its initial value at a constant inverse temperature \( \beta_2 \). The change in the internal energy is zero and the work is performed on the system is

\[ W_{34} = \int_{\omega_2}^{\omega_1} \left( \frac{\partial H}{\partial \omega} \right) d\omega = \frac{1}{\beta_2} \ln \left( \frac{\omega_1}{\omega_2} \right) + \frac{\beta_2}{24} \hbar^2 \left( \omega_1^2 - \omega_2^2 \right). \] (36.9)

(4) **Cold isochore** \( D(\omega_1, \beta_2) \rightarrow A(\omega_1, \beta_1) \): the system is suddenly coupled back to a reservoir at inverse temperature \( \beta_1 \) and quickly relaxes to the initial thermal state \( A \). The frequency is again kept constant. The amount of heat extracted from the system is

\[ Q_{41} = \left( 1 - \frac{1}{\beta_2} \right) - \frac{1}{24} \hbar^2 \left( \gamma_2^2 - 2\omega_1^2 \right) (\beta_1 - \beta_2) \] (36.10)

1Note that here the Wigner–Weyl transform of the Hamiltonian is identical to the classical Hamiltonian function.
The efficiency of a thermodynamic heat engine is defined as the ratio of the total work per cycle and the heat received from the hot reservoir. In the present case, the Stirling heat engine efficiency reads

$$\eta = -\frac{\langle W_{12} \rangle + \langle W_{34} \rangle}{\langle Q_{34} \rangle + \langle Q_{23} \rangle}.$$  

(36.11)

In the high temperature regime, $\beta_i \hbar \omega_i \ll 1$, the efficiency then simplifies to

$$\eta = \frac{\eta_C}{1 + \eta_C / \ln(\omega_2/\omega_1)},$$  

(36.12)

which is always below the classical Carnot efficiency.

36.7 Conclusion

The tapered trap represents an attractive platform for investigating thermal machines and their corresponding thermodynamics at the single particle level, as demonstrated by the single atom heat engine. Cooling to the ground state and harnessing quantum phenomena, will allow for investigating ideas for engines such as feedback control, squeezed states, performance in the low-temperature limit, shortcuts to adiabaticity and avoiding dissipation. As such, this represents one possible route towards elucidating the fascinating realm of quantum thermodynamics and quantum thermal machines.
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Chapter 37
Quantum Thermodynamics in a Single-Electron Box

Jonne V. Koski and Jukka P. Pekola

In an electronic system, the thermodynamic quantities of heat and entropy are transferred by electrons, while work is done on the system by externally applied potentials. These systems are very well defined with a simple, easily controllable Hamiltonian. The crucial ingredients to conduct the experiments are the ability to track the transitions of single electrons, or to infer the transferred heat from a change in local electronic temperature. The immediate benefit of an electronic setup is the robustness of the device, permitting hundreds of thousands of repetitions and therefore reliable statistics of the chosen thermodynamic process in contrast to experiments with molecular or colloidal particles, where the number of repetitions is typically limited to hundreds.

The chapter is outlined as follows. The first four sections give the principles and methods required to design and execute thermodynamic experiments with a single-electron box. The last four sections review the recent thermodynamic experiments conducted in that setting.

37.1 Heat in Electronic Systems

In this chapter we are mainly concerned with systems where finite heat baths are formed of electrons in an island of normal metal [1]. In practise these reservoirs are thin film metals fabricated by electron-beam lithography. Due to manufacturing
constraints, the islands have typically a volume of $10^{-3} \mu m^3$ or larger, which means that there are of the order of or more than $10^9$ conduction electrons in this system. Thus it is fair to say that such an island serves as a body to which temperature can be assigned, at least in equilibrium. Thermal electrons in this dot are only weakly coupled to the rest of the circuit. Typically this is made possible by embedding it in a low temperature ($\ll 1$ K) environment, where coupling to phonons, which typically scales with temperature as $T^5$ [2], is extremely weak. For many experiments to be presented below, namely the ones based on electron counting, this weakness of the coupling is not essential though. In all the experiments and their analysis, it is, however, important that the relevant relaxation timescales have a certain hierarchy. In particular, it is essential that the electron-electron (e-e) relaxation time is the fastest one in the system. For standard metallic structures, this relaxation time is $10^{-9}$ s or shorter [3], which makes it about four orders of magnitude faster at the said temperatures than the electron-phonon (e-p) relaxation time [2], the other fundamental relaxation process in this system. If furthermore the external drive of the system is slow in comparison to the e-e relaxation rate, one may always assume that the electrons in the normal metal form a heat bath with well-defined local temperature at all instants of time.

37.2 Charge and Heat Transport Across a Tunnel Junction

In stochastic thermodynamics experiments performed up to now, heat has been measured by indirect means [4]. In other words, one typically relies on measurement of charges, voltages or currents in electrical circuits or on positions or momenta in mechanical systems, which allow one to evaluate the heat via a model applicable to the system in question. Direct measurement of stochastic heat is still elusive, although it looks feasible at least in a low temperature experiment on electric circuits as presented here [5]. Single-electron systems, in particular a single-electron box (SEB), see next chapter, provide a well characterized set-up to investigate stochastic thermodynamics either by indirect means but also by direct measurement of heat in the future.

A basic element in (single-)electronic circuits is a tunnel barrier, which in our metallic systems separates two Fermi seas of electrons, see Fig. 37.1. A chemical potential difference $\Delta \mu = eV$ given by the voltage difference $V = V_L - V_R$ is applied across the barrier between reservoirs $L$ and $R$. Under these conditions, a tunneling event through the barrier leads to dissipation. If the electron tunneling from the left lead has energy $E$ with respect to the Fermi level at $eV_L$, the energy deposited to this reservoir equals $Q_L = eV_L - E$. Now assuming an elastic process, with no exchange of energy by the electron in the process (horizontal arrow in Fig. 37.1), the electron lands on the right reservoir at the energy $E - eV_R$, which is also the energy input $Q_R$ to this lead. Although the energies deposited to $L$ and $R$ vary stochastically depending on the energy $E$ of the tunneling electron, the total heat input to the system formed of the left and right sides of the junction is
Fig. 37.1 Schematics of the systems discussed. a Typically a finite electron system (metal conduction electrons) with heat capacity $C$ and at temperature $T_e$ interacts weakly with the phonon bath at temperature $T_p$ via thermal conductance $G_{ep}$. Electrons themselves interact to establish internal thermal equilibrium. The electron system is subject to various heat inputs $Q$. b A tunnel barrier with chemical potential difference $eV$, where $V = V_L - V_R$. An electron tunnels at energy $E$, creating an excitation (heating) in both electrodes.

constant equal to $Q = Q_L + Q_R = e(V_L - V_R) = eV$, as one would naively expect. In terms of the total heat $Q$, the stochasticity of the process is then determined by the number of electrons tunneling during the observation time \[6\]. Alternatively, under time-dependent driving protocols, it is determined by the instantaneous value of $V(t)$ at the time instant when the electron tunnels \[7\].

The rate of tunneling from $L$ to $R$ is given by a golden-rule based expression

$$
\Gamma = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} dE n_L(E - eV_L)n_R(E - eV_R)f_L(E - eV_L)[1 - f_R(E - eV_R)],
$$

(37.1)

where $R_T$ is the tunnel resistance of the barrier (determined by the properties of the junction), $n_i(E)$ is the (normalized) density of states of electrons, and $f_i(E)$ the distribution of electrons in lead $i = L, R$. The two types of conductors considered in this chapter are normal metal (N, copper), for which $n_N(E) = 1$, and a superconductor (S, aluminum), for which $n_S(E) = \text{Re}(|E|/\sqrt{(E^2 - \Delta^2)}$, where $\Delta$ is the superconductor energy gap \[8\]. The main feature of $n_S(E)$ is that the density is zero for the energy range $-\Delta \leq E \leq \Delta$. If electrons in each lead are internally in equilibrium, they form a Fermi-Dirac distribution $f_i(E) = 1/(1 + e^{E/k_b T_i})$, where the temperatures of the two leads are given by $T_L$ and $T_R$, respectively. Tunneling given by Eq. (37.1) is stochastic, and in the case of no correlations and assuming a fixed chemical potential difference $eV$ across the barrier, it is a Poisson process.

For a more general description, it is convenient to view the transition rate for a specific energy cost $\Delta E$, that is, the difference in energy between the final and initial state. In the case of a voltage $V$ biased tunnel junction where the electron is
initially at potential $V_L$ and finally at potential $V_R$, we have $\Delta E = eV_R - eV_L$. This translates the tunneling rate by Eq. (37.1) to

$$\Gamma_{L\rightarrow R}(\Delta E) = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} dE n_L(E)n_R(E - \Delta E)f_L(E)[1 - f_R(E - \Delta E)].$$

In accordance to thermodynamic principles, when the two leads are at equal temperatures $T_L = T_R = T$, the tunneling rate obeys detailed balance $\Gamma_{L\rightarrow R}(\Delta E)/\Gamma_{R\rightarrow L}(-\Delta E) = \exp(-\Delta E/k_B T)$.

### 37.3 Single-Electron Effects

As covered in the previous section, heat is primarily transported in nanoelectronic circuits by electrons. Those electrons are subject to mutual Coulomb interaction that can influence the properties of the device dynamics. As discussed below, when the size scale and the temperature of the circuit is small, this interaction becomes the dominant effect and the total electron number in the system is critical at the precision of one electron. Such devices are in general known as single-electron devices, of which the most relevant for this chapter are the single-electron box and the single-electron transistor.

A single-electron box (SEB) consists of a single piece of metal - an ‘island’ - connected to a grounded metallic lead by a tunnel junction and coupled to a gate electrode with capacitance $C_g$. The tunnel junction allows electrons to tunnel into and out of the island, changing the total charge of the island by $\pm e$. When an electron tunnels to the island, further electrons that would follow are repelled by the previously added negative charge. This effect is characterized by charging energy $E_{ch} = (en)^2/2C \equiv ECn^2$, where the net charge on the island is $-en$ for $n$ electrons, and $C$ is the total capacitance of the island. The charging energy for a single-electron, $E_C = e^2/2C$, is the characteristic energy scale of the SEB. The island charge can be manipulated by gating, i.e. by tuning the gate electrode potential $V_g$. If the applied potential is positive, it will attract a negative charge equal to $-C_g V_g$ to the island. This corresponds to an effective gate number $n_g = C_g V_g/e$ that can be non-integer as it describes charge rearrangement on the island adapting to the surrounding potential rather than actual number of electrons. The Hamiltonian of the SEB is then

$$H = E_C(n - n_g)^2.$$  

(37.3)

An SEB constitutes a controllable two-level system as follows. The system degree of freedom is $n$ and the control parameter is $n_g$. If the charging energy is substantially larger than thermal energy, $E_C \gg k_B T$, only the lowest energy states need to be considered. Note that the charging energy by Eq. (37.3) remains constant if both $n$ and $n_g$ are offset by an integer. We can therefore consider $n_g$ to be operated in the range $0...1$, such that the single-electron box forms a two-level system with
possible states \( n = 0 \) or \( n = 1 \). The energy difference between the two states can be readily controlled with \( V_g \) and is given by Eq. (37.3) as \( \Delta E = H_{n=1} - H_{n=0} = -2E_C(n_g - 0.5) \). \( \Delta E \) directly determines the transition rate for the event \( n : 0 \to 1 \) (an electron enters the island, changing the number of electrons from 0 to 1) as \( \Gamma_{L\to R}(\Delta E) \equiv \Gamma_{0\to 1} \), and for \( n : 1 \to 0 \) as \( \Gamma_{R\to L}(-\Delta E) \equiv \Gamma_{1\to 0} \) from Eq. (37.2). The control parameter value \( n_g = 0.5 \) sets the two states to have equal energy, and is often referred to as the degeneracy point. As thermal fluctuations are relevant when \( |\Delta E| \lesssim k_B T \), most thermodynamic processes take place around this point.

Next we consider the validity of the two-level condition, i.e. the criterion \( E_C \gg k_B T \), for practical nanoscale devices. If the SEB island with a maximum length scale of \( l = 1 \, \mu m \) lies on a silicon/silicon oxide substrate (self capacitance \( C_0 \sim (\varepsilon_{Si} + \varepsilon_0)l/2 \approx 50 \, aF \)) and is tunnel coupled to a metallic lead through an aluminum oxide insulator layer with a thickness of \( d = 2 \, nm \) and a cross section area of \( A = 100 \times 100 \, nm^2 \) (capacitance \( C_J = \varepsilon_{Al_2O_3}A/d \approx 440 \, aF \)), the single electron charging energy is \( E_C = e^2/2(C_0 + C_J) \approx k_B \times 2 \, K \). Dilution cryostats can routinely reach temperatures of \( T \ll 50 \, mK \) well ascertaining the condition \( E_C \gg k_B T \). A standard SEB therefore realizes a two-level system as the probability to be in a state other than \( n = 0 \) or \( n = 1 \) is \( P < 10^{-17} \).

A single-electron transistor (SET) is similar to an SEB, with the distinction that the island is connected to two (or more) metallic leads. An example device is shown in Fig. 37.2. The two leads can further have potentials \( V_L = V/2 \) and \( V_R = -V/2 \), where L(R) refers to the left (right) lead and \( V \) is the potential bias. The charge current from the left to the right lead occurs under a finite bias \( V \) and is controlled with the gate voltage \( V_g \), as seen in Fig. 37.2. When \( |\Delta E| > eV/2 \), charge transport is suppressed as Coulomb blockade prevents electrons from tunneling into (out of) the island, while with \( |\Delta E| < eV/2 \), electrons can consecutively tunnel in from the left lead, and out to the right lead. In general, the full dynamics can be modeled with a rate equation,

![Fig. 37.2](image_url)

**Fig. 37.2** Left panel: An example of a single-electron transistor. A metallic island (structure in the middle) is connected to two metallic leads by tunnel junctions. The SET is voltage \( V \) biased, and the current \( I_{SET} \) is manipulated by the gate voltage \( V_g \). Right panel: Measured current through the SET as a function of \( V \) and \( V_g \). Reproduced from [9], with permission from AIP Publishing.
where \( P_n \) is the probability to occupy state \( n \), and \( \Gamma_{n \rightarrow n \pm 1}^{\text{in}} \) is the transition rate in (out) from the island, changing the state from \( n \) to \( n \pm 1 \). The probability distribution \( P_n \) can be solved under steady state \( dP_n/dt = 0 \) and normalization \( \sum P_n = 1 \). The current to lead R is then given by

\[
I_R = \sum_n \Gamma_{n \rightarrow n+1}^{\text{out}, R} P_{n+1} - \Gamma_{n+1 \rightarrow n}^{\text{in}, R} P_n ,
\]

(37.5)

where the superscript R refers to transitions occurring by tunneling events through the right junction. Note that at steady state, the current to lead L, \( I_L = -I_R \).

### 37.4 Detecting the Charge in a Single-Electron Box

An SEB provides a controllable two-level system, however an ability to time-dependently resolve its charge state is essential for the execution of thermodynamic experiments. This is realized with a charge detector in form of an SET by coupling the islands of the two devices with capacitance \( C_{\text{int}} \), as illustrated in Fig. 37.3. The two coupled devices follow a Hamiltonian

\[
H = E_C (n - n_g)^2 + E_C^{\text{det}} (n_{\text{det}} - n_g^{\text{det}})^2 + J (n - n_g)(n_{\text{det}} - n_g^{\text{det}}). \quad (37.6)
\]

Here, the superscript ‘det’ refers to the SET, and \( J = e^2 C_{\text{int}} / (C C_{\text{det}} - C_{\text{int}}^2) \) describes the mutual Coulomb interaction between the electrons in the two islands. An electron tunneling in the SEB (\( \Delta n = \pm 1 \)) effectively acts as a gate voltage change \( \Delta n_g^{\text{eff}} = -J \Delta n / (2 E_C^{\text{det}}) \) on the SET. Therefore, when the SET is voltage \( V \) biased and operated in a regime of finite current flow, its current switches between two values \( I_0 \) and \( I_1 \) that correspond to the two states \( n = 0 \) or \( n = 1 \) whenever an electron tunnels in the SEB. By measuring a time trace of the current through the SET during a thermodynamic process, the evolution of the system state \( n \) is determined in real time as demonstrated in Fig. 37.3.

Practical charge detection schemes are limited by the bandwith of the detector. This is typically set by the cut-off frequency of a low-pass filter, either determined by the measurement setup, or by noise that has to be averaged out to reach a sufficient signal-to-noise ratio for exact determination of the charge state. For a standard SET charge detector, a typical bandwidth is up to 1 kHz, and the frequency of tunneling events in the system should be lower for an accurate time-resolved determination of the system state evolution. A typical tunnel junction resistance is of the order of 100 k\( \Omega \), which means that a fully normal metallic SEB would not qualify for these experiments. At 50 mK temperature, a normal metallic SEB would give a tunnel rate by Eq. (37.2) of 300 MHz at the degeneracy point, significantly exceeding the detection bandwidth. However, by fabricating either the SEB island or the lead (or,
in case of a two-island SEB, one of the islands) out of aluminum (superconducting below 1 K), the superconductor energy gap $\Delta \simeq 200 \mu eV$ drastically suppresses the tunneling rates to 1–1000 Hz level around the degeneracy point, bringing the events to a detectable range. This method is used in the experiments reviewed in the next three sections.

With the charge detection scheme discussed above, the system state as a function of time, $n(t)$, can be resolved. Other thermodynamically relevant quantities, namely the state occupation probability and transition rates for a given control parameter $n_g$, are determined from long time traces of $n(t)$ for a stationary $n_g$. The trace duration $T$ should cover a sufficient number of tunneling events to gain reasonable statistical reliability. Then the steady state occupation probability $P_n(n_g)$ is determined from the total time $T_n$ spent on the state $n$ as $P_n(n_g) = T_n / T$.

The tunneling rates $\Gamma_{0 \rightarrow 1}$ and $\Gamma_{1 \rightarrow 0}$ are extracted by determining the lifetime of states 0 and 1, that is, the average time that the system spends in state 0 or 1 before transitioning to the other state. First, the time instants and the initial and final states of tunneling events are extracted from a time trace with stationary $n_g$. For each recorded tunneling event, the time spent on the state $n$ to which the event brought the system is determined as the time $\tau_n$ until the next tunneling event occurs. The lifetime of state $n$ is the average $\langle \tau_n \rangle$. The corresponding tunneling rate is then determined as $\Gamma_{n \rightarrow (1-n)} = 1/\langle \tau_n \rangle$. For a given $\Delta E$ as determined by the control parameter $n_g$ and at uniform electronic temperature $T_e$, the tunneling rates follow detailed balance, $\ln (\Gamma_{0 \rightarrow 1} / \Gamma_{1 \rightarrow 0}) = -\Delta E / k_B T_e$. Assuming that the SEB electrodes are well thermalized to the cryostat temperature so that $T_e$ is known, the calibration for $\Delta E(V_g)$ is obtained from the detailed balance condition.
37.5 Single-Electron Box as a Testbed for Quantum Thermodynamics

This section gives a brief overview of the experimental test in [7] on Jarzynski equality [10] (JE), \( \langle \exp(-W/k_B T) \rangle = \exp(-\Delta F/k_B T) \), where \( W \) is the applied work and \( \Delta F \) is the free energy difference, and Crooks relation [11], \( \ln(P(W)/P_R(-W)) = (W - \Delta F)/k_B T \), where \( P(W) \) is the probability to apply work \( W \) in the forward process and \( P_R(-W) \) is the probability for negative work in the reverse process.

The test is carried out by introducing a drive protocol to the SEB that transfers an electron from the left island to the right, and a reverse protocol that does the opposite. Each realization of the protocol requires work and generates heat stochastically. The statistics of those quantities are studied by performing multiple realizations of the drive protocol.

More specifically, the SEB shown in Fig. 37.3, is driven by modulating the control parameter as \( n_g(t) = 1/2 - \cos(2\pi ft)/2 \) while continuously monitoring the charge state \( n(t) \) with a nearby SET. This drive is symmetric around the degeneracy point \( n_g = 1/2 \). A single realization of the drive protocol is taken from \( t = 0 \) to \( t = 1/(2f) \), during which the system is driven across the degeneracy point from \( \Delta E = E_C \) where \( n = 0 \) is the ground state to \( \Delta E = -E_C \) where \( n = 1 \) is the ground state. The reverse process takes place from \( t = 1/(2f) \) to \( t = 1/f \) bringing the state from \( n = 1 \) to \( n = 0 \). Thus each period of drive consists of two identical realizations of the protocol.

One of the initial criteria to test JE is to start from thermal equilibrium, which is the case in the experiment since the system always starts from the ground state under the given experimental conditions.

For each realization of the drive protocol the relevant thermodynamic quantities, work and heat, are determined from the measured trace \( n(t) \) as follows. As mentioned in Sect. 37.2, heat is generated at every electron tunneling event that takes place during the process as an electron carries an energy \( E \) from source to target electrode, and the excess energy is distributed to the reservoirs as heat. Correspondingly, in a tunneling event, the energy of the system changes by \( \Delta E \) as determined by the control parameter \( n_g \). Energy conservation requires that the energy added to the system must originate from the heat baths, generating heat \( Q = -\Delta E(n_g) \). If a single trace has multiple tunneling events, indexed with \( i \), the total heat generated is

\[
Q = -\sum_i \Delta n_i \Delta E(n_{g,i}), \quad (37.7)
\]

where \( \Delta n_i \) is the electron number change in tunneling event \( i \) (+1 for \( n : 0 \rightarrow 1 \) and -1 for \( n : 1 \rightarrow 0 \)), and \( n_{g,i} \) is the value of the control parameter at the given time instant of the tunneling event. Work, in contrast, is applied when the drive changes the system energy \( H \) by Eq. (37.3). For a single trace of duration \( T \), work is evaluated as

\[
W = \int_0^T 2E_C(n_g(t) - n(t)) \frac{dn_g(t)}{dt} dt. \quad (37.8)
\]
We note that since the processes practically always start and end in fixed states and the free energy change in the process is zero, work and heat are equal.

The experiments were carried out at various driving frequencies and at a few temperatures, and under each experimental condition more than $10^5$ repetitions of the protocol were realized. The probability distributions for $Q$ as extracted by Eq. (37.7) from the ensemble of traces are shown in Fig. 37.4. It was found that the Jarzynski equality is valid within 3% and that the distributions obey Crooks relation. The main uncertainty stems from the finite bandwidth of the detector leading to unregistered transitions.

### 37.6 Test of Fluctuation Relations for Two Heat Baths

The temperature of a well thermalized system is uniform. However, with an SEB, it is relatively straightforward to form a system with two unequal temperatures by maintaining a temperature difference between the two electrodes. This system allows investigation of fluctuation relations in the presence of multiple heat baths. Jarzynski equality is defined for single temperature systems and thus is not expected to hold, however, fluctuation relations for entropy production can be tested also in this situation [11, 13–15].

For the experiment [12] described here, a temperature difference between the two electrodes is achieved by suppressing the thermalization mechanism of the
Fig. 37.5 Top panel: Measured tunneling rates for $n:0 \rightarrow 1$ transitions (triangles pointing up) and $n:1 \rightarrow 0$ transitions (triangles pointing down) as functions of $n_g$ at two bath temperatures $T_N$. Solid lines show corresponding fits of Eq. (37.2), yielding a superconductor temperature $T_S = 175$ mK when $T_N = 130$ mK, and $T_S = 185$ mK when $T_N = 153$ mK. Bottom panel: thermodynamic or stochastic entropy produced in a single $n:0 \rightarrow 1$ tunneling event as a function of $n_g$ at the time instant of the event. The thermodynamic entropy $\Delta s_{th}$ given by Eq. (37.9) follows a probability distribution shown in red along the y-axis (in logarithmic scale) and determined by Eq. (37.10). The average value $\langle \Delta s_{th} \rangle$ is shown in brown. The corresponding stochastic entropy production $\Delta s_{st}$ determined by Eq. (37.11) is shown in blue. For reference, the entropy $\Delta s_m = -\Delta E/k_B T_N$ that would be produced if the whole system would be at temperature $T_N$ is shown in green. For both panels, the superconductor energy gap is $\Delta \simeq 224 \, \mu$eV, the charging energy is $E_C \simeq 162 \, \mu$eV, and the tunneling resistance is $R_T \simeq 1.3$ M$\Omega$. Reproduced figure from [12].

aluminum electrode. Unlike in the SEB shown in Fig. 37.3, here the aluminum island is not covered by a normal metal shadow that would otherwise thermalize it. The only remaining channel is electron-phonon relaxation that takes place in a superconductor only via the unpaired quasiparticles. It is typical for a superconducting aluminum island at a temperature of 150 mK to host only of the order of ten unpaired quasiparticles [16] and it therefore has a very weak phonon thermalization in contrast to normal metallic electrodes. The high temperature of the superconductor is verified from the measured transition rates $\Gamma_{0 \rightarrow 1}$ and $\Gamma_{1 \rightarrow 0}$, shown in Fig. 37.5. By changing the cryostat bath temperature and assuming that it is the same as that of the normal metal electrode, the fits to the transition rates by Eq. (37.2) indicate that the superconductor is consistently at a temperature of approximately 180 mK.
For the present experiment, the drive protocol is identical to the one in the previous section. However, the feature of two unequal temperatures prompts to revise the thermodynamic quantities extracted from the measurement. First, we consider what we call 'thermodynamic' (dimensionless) entropy generated in the medium, namely
\[
\Delta s_{th}^m = Q_N/(k_B T_N) + Q_S/(k_B T_S),
\] (37.9)
where \( Q_N + Q_S = -\Delta E \). For unequal \( T_N \) and \( T_S \), the magnitudes of both \( Q_N \) and \( Q_S \) are relevant. As our detection scheme only allows to determine \( \Delta E \) directly, we assign a probability density for heat generated in the normal electrode. For example, if we assume that an electron tunnels from the normal (N) to the superconducting (S) electrode, the probability distribution is given by
\[
\mathcal{P}(Q_N = -\epsilon | \Delta E) = \frac{f_N(\epsilon)n_S(\epsilon - \Delta E)(1 - f_S(\epsilon - \Delta E))}{\int d\epsilon f_N(\epsilon)n_S(\epsilon - \Delta E)(1 - f_S(\epsilon - \Delta E))}.
\] (37.10)

The resulting probability distribution for thermodynamic entropy production as a function of \( n_g \) for a tunneling event is shown in Fig. 37.5. The distribution shows two distinct peaks for each \( n_g \). Qualitatively, this can be understood from the energy gap \( \Delta \) in the superconductor density of states which dictates that electrons tunneling into or out of the superconductor can either satisfy \( Q_S \gtrsim \Delta \) or \( Q_S \lesssim -\Delta \).

Next, we consider what we call 'stochastic' dimensionless entropy defined in [13], which for a single transition is given by
\[
\Delta s_{st}^m = \ln \left( \frac{\Gamma_{0\rightarrow1}(n_g)}{\Gamma_{1\rightarrow0}(n_g)} \right).
\] (37.11)

As seen in Fig. 37.5, the stochastic entropy has the same value irrespective of the energy of the tunneling electron. As such, one can view this entropy as the one observed where the electron energy degree of freedom is coarse-grained. The two definitions satisfy
\[
\langle e^{-\Delta s_{th}^m} \rangle_{Q_N} = e^{-\Delta s_{st}^m},
\] (37.12)
where the \( \langle ... \rangle_{Q_N} \) denotes averaging over all possible \( Q_N \) with the constraint that \( \Delta E \) is determined by \( n_g \), and \( Q_S = -\Delta E - Q_N \). From Eq. (37.12) it immediately follows that \( \langle \Delta s_{th}^m \rangle \geq \Delta s_{st}^m \), which is also captured in Fig. 37.5. The total entropy produced over a trajectory is the sum over those produced in the transitions during a process, similarly as presented for the heat \( Q \) in the previous section. For driven processes where both the initial and the final state follows thermal equilibrium, both definitions of entropy production are expected to follow fluctuation relations [13].

Figure 37.6 shows the measured distributions of stochastic entropy, thermodynamic entropy for single-jump trajectories, and a distribution that 'tests' JE by assuming that both electrodes are at temperature \( T_N \). As expected, the JE does not hold in a system with two unequal temperatures, for the exponential average of the
distribution yields $\langle \exp(-W/k_B T_{S/N}) \rangle \geq 10$. However, we find that both the stochastic and thermodynamic entropy distributions do satisfy the fluctuation relations, as the exponential average for both $\langle \exp(-\sum \Delta s_{th}^m) \rangle \simeq 1$ and $\langle \exp(-\sum \Delta s_{st}^m) \rangle \simeq 1$.

### 37.7 Single-Electron Box in Information Thermodynamics

The ability to track individual electron tunneling events in a SEB gives access to information thermodynamic experiments with processes under feedback-control. A feedback-control protocol consists of a sequence of measurements, which determine the instantaneous system state, followed by a routine which depends on the previously measured state but is otherwise pre-determined [17, 18]. We consider in [19] a simple protocol consisting of a single measurement followed by a feedback drive. The measurement obtains one bit of information from the system ($n = 0$ or $n = 1$)
which, according to the thought experiment by Szilard [20] and Landauer’s principle [21], can be converted to a fundamental amount of $k_B T \ln(2)$ energy. Here, $k_B \ln(2)$ is the maximum amount of entropy for one bit of information corresponding to a case where both states have an equal probability. Indeed, Landauer’s erasure principle has been demonstrated with a colloidal particle in a two-well potential [22, 23] by showing that erasing one bit of information expends a minimum amount of work $k_B T \ln(2)$.

The drive protocol for the SEB considered here is the counterpart of erasure, namely using the one bit of information obtained from the electron position to extract $k_B T \ln(2)$ directly from the heat bath. Example traces of the protocol are shown in Fig. 3.7. The cycle is similar to a Szilard’s engine [20] by starting from the degeneracy point at thermal equilibrium, where an excess electron can reside either inside ($n = 1$) or outside ($n = 0$) of the SEB island with equal probability. The electron position is established from the detector current with threshold detection yielding a measurement outcome $m$. The feedback takes place as follows: if $m = 0$ was measured, $n_g$ is rapidly driven to introduce a positive energy difference $\Delta E = E_{fb}$ that effectively traps the electron to the $n = 0$ state. If $m = 1$ was measured, the energy difference is driven to be negative, $\Delta E = -E_{fb}$, trapping the electron to the $n = 1$ state. We refer to this first step as the ‘fast drive’. Both protocols finish by slowly returning back to the degeneracy point, allowing thermal expansion of the electron.

In the ideal limit of a perfect measurement and response, infinite $E_{fb}$, and infinitesimally slow drive, the work extracted in the cycle is $k_B T \ln(2)$ produced by the thermal excitations during the slow drive. In a practical experiment [19], we extract 75% of this fundamental maximum.

For a practical experimental scheme, the measurement outcome $m$ has a strong but not perfect correlation to the actual charge state $n$. This is described by the probability $P(n = m) = 1 - \varepsilon$, where $\varepsilon$ is the error probability $P(n \neq m) = \varepsilon$, i.e. the probability to get an incorrect outcome. An important parameter that characterizes the maximum energy available is mutual information $I_m(n, m) = \ln(P(n|m)) - \ln(P(n))$. In a cyclic process with $\Delta F = 0$, the maximum work that can be extracted is $\langle -W \rangle \leq k_B T \langle I_m(n, m) \rangle$ [17]. Furthermore, irreversible feedback processes are described by Sagawa-Ueda equality [17] (see also Chap. 10). The equality reads $\langle e^{-(W - \Delta F)/k_B T - I_m} \rangle = 1$. With a finite error probability, it is no longer optimal to drive with infinite $E_{fb}$. Every time the SEB is driven incorrectly, the fast drive excites the system leading to immediate relaxation and dissipation of $E_{fb}$. This is illustrated in the insets of Fig. 3.7 and explains the instances of positive work in the measured work distribution. The optimal $E_{fb}$ [24] can be found by requiring that after the fast drive, the system is at thermal equilibrium. For example, if $m = 0$ was measured, the occupation probabilities are $P(0) = 1 - \varepsilon$ and $P(1) = \varepsilon$, which corresponds to the thermal equilibrium distribution with $\Delta E = k_B T \ln((1 - \varepsilon)/\varepsilon) \equiv E_{fb, opt}$ setting the optimal $E_{fb, opt}$.

In [25], we consider a fixed $E_{fb}$ while the magnitude of error probability $\varepsilon$ is varied by changing the amount of detector signal averaging for the pre-feedback measurement. The error probability was estimated in a post-analysis, similar to the method of extracting the occupation probability as discussed in the third section of
**Fig. 37.7** Top panel: A time trace of a Szilard’s engine [20] with four realizations of the feedback control protocol. The vertical dashed lines mark the time instants for measuring the system state by observing the detector current $I_d$. Based on the measured $I_d$, the feedback drive rapidly changes $n_g$ to set the energy difference to $\Delta E \approx \pm 3.2 k_B T$, where the sign is determined by the measurement outcome. Bottom panel: A histogram displaying the work done in about 3000 cycles of the Szilard’s engine. The main peak at negative energies ($W \approx -k_B T \ln(2)$) is due to successful cycles whereas the weaker positive peak represents measurement and feedback errors. These errors counterbalance partly the successful ones leading eventually to about 75% of the ideal work extraction of $k_B T \ln(2)$ on the average. Figure adapted from [19], Copyright 2014 National Academy of Sciences, USA.

this chapter. The extracted work $W$ increases linearly with decreasing error probability $\varepsilon$. However, the ‘feedback efficiency’ $\eta \equiv \langle -W \rangle / k_B T \langle I_m(n, m) \rangle$ exhibits a maximum in $\varepsilon$. This implies that the feedback process could be further improved by adjusting $E_{fb}$ accordingly. Furthermore, we find that for all $\varepsilon$, the Sagawa-Ueda relation holds.
37.8 Single-Electron Box as an Autonomous Maxwell’s Demon

An autonomous Maxwell’s demon is a configuration where both the controlled system and the demon performing the measurements and the feedback are present [26–30]. In this section, we review the first experimental realization of an autonomous Maxwell’s demon [31] by employing an SEB as the measurement and feedback control unit (the demon) for an SET. The demon is designed to apply a positive potential to the SET island when an electron is in there in order to trap it, and apply a negative potential to repel electrons from entering the island when an electron is not there. A small potential bias is applied to the SET to trigger charge transport, however due to the aforementioned feedback control by the demon, the SET cools down as all electron tunneling events cost energy, an effect that is verified by thermometry. A notable feature of this experiment on a Maxwell’s demon is that its performance and heat flow is measured directly by observing a temperature change in the device. The operation principle is similar to the proposal in [28] and is illustrated in Fig. 37.8. The two devices are gated such that the lowest energy configuration has a total of one electron in the whole system, i.e. an electron either in the SET or the SEB island, while excess negative charge (one electron in each island) and positive charge (zero electrons in each island) both have a higher energy equal to the mutual Coulomb interaction \( J \) from Eq. (37.6). This is achieved with \( n_g = n_g^{\text{det}} = 0.5 \), where \( n_g \) now refers to the SET gate and \( n_g^{\text{det}} \) to the demon gate. A similar configuration based on quantum dots has been used to realize an energy harvester [32] and a Maxwell’s demon operating as a power generator [33].

![Fig. 37.8](image-url)  
*Fig. 37.8* The operation principle of the autonomous Maxwell’s demon. The top row shows the energy levels of the feedback-controlled SET, and the bottom row shows those for the SEB acting as a Maxwell’s demon. The first and third steps show an electron tunneling in the SET, which are processes that cost energy and therefore cool the system. The second and fourth step show an electron tunneling in the SEB, which are processes that release energy and heat up the demon. When the SET is voltage biased and the demon is designed to have a lower tunneling resistance, the illustrated cycle is the most preferred one.
We now consider the process cycle in Fig. 37.8, starting with one electron in the SEB and none in the SET, which is one of the degenerate ground states. The SET is voltage biased to trigger charge transport under condition $eV < J$ to ensure Coulomb blockade. An electron tunnels into the SET island from the source electrode with an energy cost $J/2 - eV/2$ that is provided by thermal excitations. The process costs energy, because the electron already present in the SEB island is repelling any electron that would enter the SET island. The SEB is designed to have a low tunneling resistance, i.e. a fast reaction time. This way, it can act as a Maxwell’s demon with an electron tunneling out of the island in response to the transition in the SET. At this point, one electron is trapped in the SET and, similarly to the initial setup, it can tunnel out to the drain electrode with an energy cost $J/2 - eV/2$. When it does, the demon reacts by an electron tunneling to the island, resuming back to the initial state and closing the operation cycle. During the cycle, the SET has been cooled down by an energy $J - eV$ due to the feedback-control of the demon. The thermodynamic cost of the cycle is the heat $J$ dissipated in the demon, restoring an agreement with Joule’s law (total heat $Q = eV$) and the second law of thermodynamics.

Note that the operation described above takes place internally in the circuit (autonomous operation), therefore there is no need to measure the system state with a charge detector. Furthermore, external feedback is not required, rather all external control parameters are constant. However, the device should be designed to have certain properties in order to optimize and observe the operation. First, the devices are designed to be fully normal metallic, introducing fast tunneling rates and enhanced cooling power to the device. The normal metallic junctions are realized by using the technique presented in [9]. Second, the tunnel junction of the SEB is designed to have a lower tunneling resistance than the SET junctions to ensure fast feedback to the SET transitions. However, the resistances are designed to be higher than the quantum resistance $R_K = h/e^2 \approx 26 \, k\Omega$ to minimize the detrimental effects of co-tunneling [34, 35]. Third, the leads of both devices are thermally isolated while still permitting charge transport by interrupting them with superconducting aluminum leads [36, 37]. Finally, the temperatures of the system and the demon are readout with normal metal - insulator - superconductor thermometers [38].

Figure 37.9 shows the key results of the device operation. The data in Fig. 37.9a are obtained when the full feedback cycle described above takes place. We observe that even though heating would naively be expected from Joule’s law as a finite charge current flows through the SET in the direction of voltage bias, both leads of the SET cool down as a result of the feedback control by the demon. The feedback control has a thermodynamic expense of heating the demon, apparent as a measured temperature rise. The total heat in the SET and the demon are in agreement with Joule’s law. For comparison, the data from a reference measurement with the demon deactivated ($n_g^{\text{det}} = 0$ for the demon) is shown in Fig. 37.9b. While one-sided cooling in the SET is observed, the total heat generated in the system is always positive in the absence of feedback control. Furthermore, the temperature of the demon does not change. This concludes that in the feedback-controlled configuration (Fig. 37.9a) all the heat produced in the demon is a result of tunneling events and not of direct heat flow between the two devices.
Fig. 37.9  a–b Current through the SET (black), temperature of its left (blue) and right (green) electrode, and the temperature of the demon (red) as a function of the SET control parameter. Left panel shows measured data and the right shows calculated values. a shows the case where the SEB is allowed to operate as a demon, while in b, the demon is deactivated by setting its control parameter to zero (the electron in the demon is trapped to the lead). c shows the schematics of the device operation at the settings indicated with arrows in a and b. Reproduced figure with permission from [31]. Copyright 2015 by the American Physical Society.
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Chapter 38
Probing Quantum Fluctuations of Work with a Trapped Ion

Yao Lu, Shuoming An, Jing-Ning Zhang and Kihwan Kim

38.1 Introduction

The technologies of nano/micro scale have been rapidly developed [1–3]. On the nano/micro scale, quantum fluctuations become important and such quantum effects should be fully taken into account to properly understand and manipulate nano/micro systems [1–9]. The extension of the principles of thermodynamics [10, 11] to the quantum regime has been the subject of extensive theoretical studies in the last decades [12–19]. As nano/micro technologies develop, there has been growing interest in experimentally testing the principles of quantum thermodynamics, which would be a solid foundation for further development of technologies in the quantum regime.

Among diverse physical platforms, a trapped ion system is particularly interesting to test quantum thermodynamics [20–24]. One important feature in a quantum system, which distinguishes from classical macroscopic systems, is energy quantization. Historically, the finding of discretized energy levels of an atom has led to the birth of quantum mechanics [25] and the electron shelving technique can distinguish internal states of the trapped ion with near-perfect detection efficiency [26–30]. For the external degree of freedom of the atomic ion trapped in a harmonic potential, the technology of cooling to the ground state of the trap has been developed and the quantized energy levels of motion have been observed and manipulated through the...
resolved Raman laser technique [31–36]. The single trapped atomic ion can be considered as the most fundamental and the simplest system, which can be manipulated and measured with high precision enough to experimentally verify the principles of quantum thermodynamics.

Generally, the principles of non-equilibrium thermodynamics are expressed as inequalities. For example, the work performed on a system in contact with a heat reservoir during an arbitrary drive of the system is lower bounded by the net change in its free energy: \( \langle W \rangle \geq \Delta F \), where the equality holds for equilibrium processes. When statistical fluctuations are properly incorporated in exponential form, the inequality is reformulated as equality, which is known as the Jarzynski equality [10],

\[
\langle e^{-W/k_B T} \rangle = e^{-\Delta F / k_B T},
\]

where \( T \) is the temperature of the environment and the brackets \( \langle \cdot \rangle \) denote an average over repetitions of the process. For classical systems, this prediction and related fluctuation theorems have been extensively studied both theoretically [37–39] and experimentally [2–9].

However, it has been shown that extending these advances to quantum systems is challenging. One main difficulty is to measure work and work distributions in a quantum system [40]. In classical systems, work can be obtained by measuring work trajectories, which cannot be determined in quantum regime. For closed quantum systems with no heat transfer to or from the system, the difficulty can be avoided and the work can be obtained by measuring the difference of the initial and the final energies [12–14], which has been demonstrated experimentally [22, 41]. However, it still remains as the challenge to extend the equality and the theorem to open quantum systems [42]. Recently, for the restricted open environment that induces only dephasing not dissipation, it was pointed out that the equality would hold in quantum regime [24].

In this chapter, we present the experimental tests of the Jarzynski equality for both closed and quasi-open quantum systems based on trapped ion systems [22, 24]. In the following section, we provide a basic introduction of the trapped ion system, then present the theoretical framework for the experimental test. Finally we discuss the examples of experimental tests of the Jarzynski equality and conclude the chapter.

### 38.2 Trapped-Ion System

#### 38.2.1 Free Hamiltonian

As one of the most promising platforms for quantum simulation [43, 44] and quantum computation [45, 46], the trapped-ion system is famous for its unprecedented stability and controllability. A typical trapped-ion system is shown in Fig. 38.1a, where a single atomic ion is confined in a harmonic potential produced by oscillating
Fig. 38.1  Trapping and manipulation of the $^{171}$Yb$^+$ ion. a Schematic plot of a four-rod trap. The ion is trapped at the center of the four-rod trap, and manipulated either by microwave from the microwave horn or by a pair of counter-propagating Raman beams along the $X$-direction. The external magnetic field is applied along the $X$ direction. b Microwave manipulation and relevant energy level diagram. The internal states in the ground state $^2S_{1/2}$ manifold are manipulated by the microwave radiation. To target transitions between different states, we first introduce an external magnetic field to induce the linear Zeeman splitting $\omega_{zm}$ of the $F=1$ manifold, and then tune the frequency of the microwave to the desired resonance. c Raman manipulation and relevant energy level diagram. The stimulated Raman process, which is implemented by two laser beams coupling to the $^2P_{1/2}$ states with a large detuning $-\Delta$, has the ability to couple the internal and external degrees of freedom. Thus the lower part of the energy spectrum can be viewed as a harmonic oscillator superposed on a two-level system. By tuning the frequency difference $\delta\omega$ of the two Raman beams around the hyperfine splitting $\omega_{hf} = 2\pi \times 12.6$ GHz, we can selectively excite or deexcite the motional states when manipulating the internal states.

radio-frequency electric field [35, 47]. The state of the trapped-ion system belongs to the product of the internal and the external Hilbert spaces. The internal space is expanded by a selection of electronic energy levels. In our setup with $^{171}$Yb$^+$, the basis of the internal space is defined by a pair of hyperfine states of the ground state manifold $^2S_{1/2}$. For instance $|F=0, m_F=0\rangle = |\downarrow\rangle$ and $|F=1, m_F=0\rangle = |\uparrow\rangle$ shown in Fig. 38.1(b, c), known as the clock states, are a good choice of basis because of the long coherence time [48]. Sometimes the upper state $|\uparrow\rangle$ is encoded with $|F=1, m_F=\pm 1\rangle$ for a certain purpose. Note that the internal state of a single trapped ion can be represented by the Pauli matrices $\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z$ and the identity $\hat{I}$, known as the Bloch representation.

The other part of the Hilbert space is related to the motion of the ion, which can be modeled by a harmonic oscillator. In this case, a set of the Fock number states $\{|n\rangle, n = 0, 1, 2 \ldots \}$, also known as the phonon number states, could be chosen as a complete orthonormal basis of this space. The free Hamiltonian of a single trapped-ion system can be written as
\[
\hat{H}_0 = \frac{\hbar \omega_0}{2} \hat{\sigma}_z + \hbar \omega_t \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right),
\] (38.2)

where \( \omega_0 \) is the internal energy splitting, and \( \hat{a} \) (\( \hat{a}^\dagger \)) is the annihilation (creation) operator for the harmonic oscillator with the trapping frequency \( \omega_t \). As shown in Fig. 38.1b, c, depending on the choice of the electronic states to encode the two-level system, the internal energy splitting is \( \omega_0 = \omega_{hf} + \Delta_{m_\nu} \omega_{zm} \), where \( \omega_{hf} \) is the hyperfine splitting, \( \Delta_{m_\nu} = 0, \pm 1 \) is the difference of the magnetic quantum numbers, and \( \omega_{zm} \) is the first-order Zeeman splitting of the \( F=1 \) hyperfine manifold.

### 38.2.2 Quantum Manipulation

In order to manipulate the quantum state of the trapped-ion system, either microwaves or laser beams should be applied to the \(^{171}\text{Yb}^+\) ion. For the magnetic dipole interaction induced by the microwave shown in Fig. 38.1b, the interaction Hamiltonian can be written as

\[
\hat{H}_I^\mu = \hbar \Omega_1 \hat{\sigma}_x \cos(\omega t - \phi),
\] (38.3)

where \( \Omega \) is the Rabi oscillation frequency, \( \omega \) and \( \phi \) are the frequency and the initial phase of the applied microwave, respectively. Using the time evolution operator \( \hat{U}_0 = \exp[-(i/\hbar)\hat{H}_0 t] \), \( \hat{H}_I^\mu \) can be transformed into the interaction picture

\[
\hat{H}_I^\mu = \hat{U}_0^\dagger \hat{H}_I^\mu \hat{U}_0 = \frac{\hbar \Omega_1}{2} \left[ \hat{\sigma}_x \cos(\delta t - \phi) + \hat{\sigma}_y \sin(\delta t - \phi) \right],
\] (38.4)

where \( \delta = \omega - \omega_0 \) is the frequency difference between the microwave and the energy splitting of the internal two-level system.

The electric dipole interaction induced by light fields is relatively complicated because the coupling to the motional degrees of freedom cannot be neglected. The Hamiltonian is written as follows,

\[
\hat{H}_I^\nu = \hbar \Omega \hat{\sigma}_x \cos(k \hat{x} - \omega t + \phi),
\] (38.5)

where \( k \) is the effective component of the momentum along the \( X \)-axis and \( \hat{x} = \sqrt{\frac{\hbar}{2M \omega_t}} (\hat{a} + \hat{a}^\dagger) \) is the \( X \)-component of the position operator of the ion and \( M \) is the mass of the single \(^{171}\text{Yb}^+\) ion. In the \(^{171}\text{Yb}^+\) system, we off-resonantly couple the \( |\uparrow\rangle \) and the \( |\downarrow\rangle \) states to the excited \( ^2P \) manifold, constructing a \( \Lambda \)-type Raman transition as shown in Fig. 38.1c, to realize the laser-ion interaction described by Eq. (38.5). By tuning the frequency difference \( \omega = \omega_2 - \omega_1 \) (assuming \( \omega_2 > \omega_1 \)) of two Raman lasers, several kinds of the resonant transitions can be realized in the interaction picture, for example,
• The carrier transition with $\omega = \omega_0$,
\[
\hat{H}_c = \frac{\hbar \Omega_{\text{eff}}}{2} (\hat{\sigma}_+ e^{i\phi} + \hat{\sigma}_- e^{-i\phi}).
\] (38.6)

• The red-sideband transition with $\omega = \omega_0 - \omega_t$,
\[
\hat{H}_{\text{rsb}} = \frac{\hbar \eta \Omega_{\text{eff}}}{2} (\hat{\sigma}_+ \hat{a} e^{i\phi} + \hat{\sigma}_- \hat{a}^\dagger e^{-i\phi}).
\] (38.7)

• The blue-sideband transition with $\omega = \omega_0 + \omega_t$,
\[
\hat{H}_{\text{bsb}} = \frac{\hbar \eta \Omega_{\text{eff}}}{2} (\hat{\sigma}_+ \hat{a}^\dagger e^{i\phi} + \hat{\sigma}_- \hat{a} e^{-i\phi}).
\] (38.8)

Here, $\hat{\sigma}_\pm$ is spin raising (lowering) operator, $\eta = k \sqrt{\hbar/(2M \omega_t)}$ is the Lamb–Dicke parameter with $k$ being the component of the momentum difference of the two Raman beams along the $X$-axis, while $\phi = \phi_2 - \phi_1$ and $\Omega_{\text{eff}}$ are the relative phase between two light fields and the effective coupling strength of the Raman transition, respectively.

### 38.2.3 Initialization and Measurement

#### 38.2.3.1 State Initialization

The quantum state initialization is the first step for typical experimental protocols with the trapped ion system. Depending on the requirement of Hilbert space in the protocols, we initialize only the internal state or both of the internal and the motional state. The initialization of the internal state is performed by utilizing optical pumping. In the $^{171}$Yb$^+$ ion, the optical transition between $| \begin{align*} \frac{1}{2} S_{1/2}, F = 1 \end{align*} \rangle$ and $| \begin{align*} \frac{1}{2} P_{1/2}, F = 1 \end{align*} \rangle$ leaves the population in the $| \downarrow \rangle$ state [49].

As to the motional state, we introduce a two-stage cooling protocol to prepare the ground state of the harmonic oscillator. We first perform the standard Doppler cooling through the transition from $^2S_{1/2}$ to $^2P_{1/2}$ with a red detuning, and cool the motion of the ion to an average phonon number of 15. To further lower the ion’s temperature, we continue to perform the resolved sideband cooling. Specifically, we alternately apply the red sideband transition and the optical pumping sequences for around hundred times. The final state has an average phonon number of around 0.02, which is the ground state within experimental precision.

#### 38.2.3.2 Measurement of State

The quantum measurement for trapped-ion systems includes the measurements of the internal states and the motional states. The internal states are measured by the state-dependent fluorescence detection [49]. For $^{171}$Yb$^+$, the detection of the internal
state is realized by applying a resonant laser to drive the cycling transition between \( |^2S_{1/2}, F = 1 \rangle \) and \( |^2P_{1/2}, F = 0 \rangle \) for a certain duration and counting the fluorescent photons during this time. Almost no photons are detected if the internal state collapses to the down state \(|\downarrow\rangle\), while lots of photons are detected if the upper state \(|\uparrow\rangle\) is projected. We repeat the sequence of the state detection for a certain number of times and measure \( P_{\uparrow} \), the probability of being in the \(|\uparrow\rangle\) state, as the ratio of the number of the fluorescent cases to the total number of repetitions.

For the motional state detection, we map the information of a motional state to the internal state [35]. By driving the resonant blue-sideband transition on a motional state \(|\downarrow\rangle \otimes \sum_{n=0}^{\infty} c_n |n\rangle\) for varied interaction duration \( \tau \), we measure the upper state probability,

\[
P_{\uparrow}(\tau) = \frac{1}{2} \left[ 1 - \sum_{n=0}^{\infty} |c_n|^2 \cos \left( \sqrt{n + 1} \Omega_{\text{eff}} \tau \right) \right],
\]

which oscillates with the duration of the blue-sideband transition \( \tau \). By applying the Fourier transform to the output signal, we can resolve the phonon distributions \( \{|c_n|^2, n = 0, 1, 2, 3...\} \). We note that for the test of quantum fluctuation theorems, the above ensemble measurement of motional degrees of freedom is not sufficient. We need the projective measurement of phonons to determine the phonon number in each sequence, which will be discussed later.

### 38.3 Experimental Framework

We have shown that the trapped-ion systems are of great controllability, in a sense that state preparation, versatile operations, and state measurements be reliably performed in this platform. Thus the trapped-ion platform is an excellent experimental candidate for exploiting and verifying the foundations of the interdisciplinary field of thermodynamics and quantum mechanics, i.e. quantum thermodynamics.

Internal energy, work and heat belong to the set of the most fundamental concepts in classical thermodynamics, which are related by the first law of thermodynamics. However, the generalization of these classical concepts to the quantum region is not straightforward, where the state of the system is in general a coherent superposition, instead of a mixture, of the energy eigenstates. What’s more, these energy eigenstates form a discrete energy spectrum in the deep quantum realm. These intrinsic differences render rich and exotic insights in quantum thermodynamic processes, which have attracted great interest in recent years.

As a starting point, we begin by considering closed and quasi-open quantum systems. In the former case, with the exception of a time-dependent parameter to model the external control, the system does not interact with the environment. Meanwhile, in the latter cases, the system is interacting with a special type of environment, i.e. a dephasing environment, which only eliminates quantum coherence with respect to
the energy eigenbasis. In this case, it can be strictly proved that there is no heat transfer during the process [24].

In the following, we first introduce the effective models which are feasible in the trapped-ion system. Then we investigate the concept of quantum work in our limited configurations, from both theoretic and experimental perspectives.

### 38.3.1 Effective Models in Rotating Frames

Recall that by irradiation of electromagnetic fields with suitable frequencies, two of the internal states and/or one of the external modes can be coherently coupled to each other. Here in this section, we show that the parameters of the effective models can be controlled to evolve according to designed time-dependent functions by tuning the intensity and the relative phase of the Raman laser beams. In this manner, we are able to simulate far-from-equilibrium thermodynamic processes in properly chosen rotating frames. Specifically, we deal with two kinds of effective models: (1) the dragged quantum harmonic oscillator and (2) the driven quantum two-level system with the dephasing bath.

#### 38.3.1.1 The Rotating Frame

A natural and widely adopted rotating frame in a trapped ion system is with respect to the free Hamiltonian $\hat{H}_0$. In order to gain more flexibility, we introduce a different rotating frame with respect to

$$\hat{H}_0(\omega_z, \nu) = \frac{\hbar (\omega_0 - \omega_z)}{2} \hat{\sigma}_z + \hbar (\omega_t - \nu) \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right),$$

where the interaction-picture Hamiltonian becomes

$$\hat{H}_I = \frac{\hbar \omega_z}{2} \hat{\sigma}_z + \hbar \nu \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right).$$

It is worth bearing in mind that $\omega_z$ and $\nu$ are completely determined by the choice of the rotating frame, which is a purely mathematical operation.

#### 38.3.1.2 Dragged Quantum Harmonic Oscillators

The key ingredient needed to construct the model Hamiltonian of a dragged quantum harmonic oscillator is the interaction between the trapped ion and a bichromatic laser field with detuned first red- and blue-sideband frequencies $\omega_{\pm} = \omega_0 \pm (\omega_t - \nu)$. In
the rotating frame with respect to $\hat{H}_0'(0, \nu)$ and after the rotating-wave approximation (RWA), the interaction-picture Hamiltonian is

$$\hat{H}_I(t) = \hbar \nu \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) + \frac{\hbar \Omega(t)}{2} \left( \hat{a} + \hat{a}^\dagger \right) \hat{\sigma}_x, \quad (38.12)$$

where the Rabi coupling strength $\Omega(t) \equiv \eta \Omega_\pm(t)$ can be varied by tuning the intensity of the bichromatic laser field.

Inspecting the Hamiltonian in Eq. (38.12), one can easily find that by setting the initial state of the two-level system to the eigenstate of $\hat{\sigma}_x$ with the eigenvalue $+1$, the two-level system can be factored out and the system reduced to a dragged quantum harmonic oscillator. Rewritten in the first quantized operators, the time-dependent system Hamiltonian becomes

$$\hat{H}_S(t) = \frac{\hbar^2}{2 M_e} + \frac{1}{2} M_e \nu^2 \hat{X}^2 + f(t) \hat{X}, \quad (38.13)$$

where the momentum operator $\hat{P}$ and the position operator $\hat{X}$ are defined as

$$\hat{P} = i \sqrt{\frac{\hbar M_e \nu}{2}} \left( \hat{a}^\dagger - \hat{a} \right), \quad (38.14)$$

$$\hat{X} = \sqrt{\frac{\hbar}{2 M_e \nu}} \left( \hat{a}^\dagger + \hat{a} \right),$$

with the effective mass $M_e = \frac{m}{\nu} M$ and the effective dragging force $f(t) = \frac{\hbar}{2} k \Omega(t)$.

Here we have shown how to generate the effective Hamiltonian of a dragged quantum harmonic oscillator by the ion-laser interaction. Furthermore, with more complicated setting of lasers, it is also possible to realize the effective Hamiltonian of a quantum harmonic oscillator with time-dependent frequency in the rotating frame in a pretty similar manner [50].

### 38.3.1.3 Driven Quantum Two-Level Systems

Alternatively, we can use the two-level system to explore the quantum fluctuation theorems. Compared to the dragged harmonic oscillator case, the advantage of this scenario is that it allows us to investigate the effect of the coupling to a special kind of environment, namely the dephasing environment.

In order to simulate the quantum dynamics of a driven quantum two-level system, we irradiate the trapped ion by a microwave field with the resonant carrier frequency $\omega_0$. Note that the Lamb–Dicke parameter, which couples the internal and motional degrees of freedom, of a microwave is negligibly small, thus the motional mode is
irrelevant and can be omitted in this case. The effective Hamiltonian in the rotating frame with respect to $\hat{H}_0$ is written as follows,

$$\hat{H}_S (t) = \frac{\hbar \Omega(t)}{2} \left[ \hat{\sigma}_x \cos \phi(t) + \hat{\sigma}_y \sin \phi(t) \right], \quad (38.15)$$

where the Rabi coupling $\Omega(t)$ and phase $\phi(t)$ can be varied by tuning the intensity and phase of the microwave field.

### 38.3.1.4 Dephasing Environment

The general coupling to a thermal environment results in non-unitary evolution of the system, whose effect can be phenomenologically classified into two kinds of decohering effects: dissipation and dephasing. The former induces energy transfer between the system and the environment, while the latter only attenuates the quantum coherence of the state, which is quantified by the off-diagonal matrix element of the density operator in the energy eigenbasis. Note that the term “decoherence” in Ref. [24] is used with the same meaning as the term “dephasing” here. Although it is possible to have both decohering effects in the trapped-ion system, we only focus on the dephasing effect, because there is no energy transfer between the system and the environment and the definition of work through energy difference is still valid in this case.

With the existence of a purely dephasing environment, the quantum dynamics of the system is described by the following master equation,

$$\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} \left[ \hat{H}_S(t), \hat{\rho} \right] - \sum_{i \neq j} \gamma_{ij} \rho_{ij} |i\rangle \langle j|, \quad (38.16)$$

where $\rho$ is the density operator of the system, $\{|i\rangle\}$ is the instantaneous energy eigenbasis of $\hat{H}_S(t)$, and $\rho_{ij}$ and $\gamma_{ij}$ are the matrix element of $\hat{\rho}$ in the instantaneous energy eigenbasis and corresponding phenomenological dephasing strength.

In the trapped-ion setup, we introduce the pure dephasing with respect to the instantaneous energy eigenbasis by adding Gaussian white noise into the intensity of the microwave field. The net effect of this operation is the substitution $\Omega(t) \rightarrow \Omega(t) + \Omega_0 \xi(t)$, with $\Omega_0 \equiv \Omega(t = 0)$ and $\xi(t)$ satisfying

$$\langle \xi(t) \rangle = 0, \quad \langle \xi(t) \xi(t + \tau) \rangle = \sigma^2 \delta(\tau), \quad (38.17)$$

with $\sigma$ characterizing the standard deviation of the noise fluctuations, which can be controlled by changing the intensity of the Gaussian white noise and is related to the strength of the dephasing effect [51, 52].
38.3.2 Quantum Work

38.3.2.1 Definition of Quantum Work

The definition of work in the quantum regime is tricky [15]. In classical systems, work can be obtained by measuring the force and the displacement, and then integrating the force over the displacement during the driving process. In the quantum regime, however, as a result of Heisenberg’s uncertainty principle, we cannot determine the position and the momentum simultaneously thus invalidating the above approach.

We mainly consider the situations of the closed quantum system or the quasi-open quantum system undergoing dephasing. Because of the first law of thermodynamics, work equals the difference of the internal energy and the heat transferred between the system and the environment, namely

\[ W = \Delta U - Q. \]  

(38.18)

Since there is no heat in our consideration, work can be defined as the difference of internal energy before and after applying the work. The quantum work is defined as

\[ W_{n \rightarrow m} = \epsilon_f^m - \epsilon_i^n, \]

(38.19)

where \( \epsilon_f^m \) is the \( m \)-th eigenenergy of the final system and \( \epsilon_i^n \) is the \( n \)-th eigenenergy of the initial system.

38.3.2.2 Measurement of Quantum Work: Two-Point Measurement

The quantum work in a single realization defined as Eq. (38.19) can be obtained by performing the projective measurements over the energy eigenstates at the initial and final points of the process of applying work. We repeat the two-point projective measurements to determine the work distribution [42, 53]. In the trapped ion system, we choose to use either the spin or the motional states as the system that we apply the work on. For the spin system, we apply the \( \hat{\sigma}_z \) measurement along the instantaneous energy eigenbasis, which is equivalent to the energy measurement. For the motional or phonon system, we realize the phonon projective measurement for the first time to get the quantum work \( W_{n \rightarrow m} \) and its corresponding probability \( P_{n \rightarrow m} \).

The system Hamiltonians in general do not commute with the projective measurements. Intuitively, this can be tackled by adiabatically transferring the probability distribution on the energy basis of the system Hamiltonians to the distribution on the basis of the projective measurements, which commutes with that of the lab frame. Practically, we introduce the technique referred to as the shortcut to adiabaticity to speed up the adiabatic process [54].
38.4 Examples: The Quantum Jarzynski Equality

The Jarzynski equality relates the free-energy difference $\Delta F$ to the exponential average of the work $W$ done on the system [10] as shown in Eq. (38.1). Its quantum version is introduced later in Ref. [42]. In the trapped ion system, we use the motional state of the ion to test the Jarzynski equality in the closed quantum system and the two-level system consisting of internal states to test that in equality the quasi-open quantum system with the dephasing effect.

The general experiment sequence for a single realization is summarized as [20]:

1. Prepare the initial thermal state at temperature $T$ with respect to $\hat{H}_S(0) = \sum_n \epsilon_n^i |n\rangle \langle n|_i,$
   
   $\hat{\rho}(T) = \exp \left[ -\frac{\hat{H}_S(0)}{k_B T} \right] / Z_0$
   
   $= \sum_n P_{n}^{\text{th}} |n\rangle \langle n|_i$

   with the initial distribution probability $P_{n}^{\text{th}} = \exp \left[ -\frac{\epsilon_n^i}{k_B T} \right] / Z_0$ and $Z_0 = \sum_n \exp \left[ -\frac{\epsilon_n^i}{k_B T} \right]$ being the initial partition function.

2. Project to the energy eigenstate $|n\rangle_i$ with the probability $P_{n}^{\text{th}},$

3. Apply work $W$ on the system,

4. Project to the energy eigenstate $|m\rangle_f$ of the final state with the probability $P_{n \rightarrow m}.$

The whole sequence is repeated many times to obtain statistics and we can construct the distribution of the work and the exponential average of the work as

$$\langle e^{-W/k_B T} \rangle = \sum_{n} P_{n}^{\text{th}} P_{n \rightarrow m} e^{-W_{n \rightarrow m}/k_B T}. \quad (38.20)$$

Finally we can verify the equality by comparing the Eq. (38.20) to the $e^{-\Delta F/k_B T}.$

Here we will show the experimental realization step by step.

38.4.1 Experimental Verification in a Closed Quantum System

In the first example, we utilize the quantum dragged harmonic oscillator model in the previous section [22]. The Hamiltonian as the Eq. (38.13) can be realized in the interaction picture. In our setup, we use detuning $\nu$ of $2\pi \times 20$ kHz and the maximum of the Rabi coupling $\Omega(t)$ is $\Omega_{\text{max}} = 2\pi \times 15$ kHz.

1. Preparation of the initial thermal state. The quantum Jarzynski equality requires the thermal state as the initial state. After the standard Doppler cooling and the
sideband cooling, the average phonon of the thermal state is about 0.03. When the ion is trapped in the pseudo-potential generated by the RF field, the ion also feels a DC field fluctuation. It has been theoretically proved that the DC noise plays a role of a high temperature thermal reservoir [55]. By waiting for 1 ms, we get a thermal state with average phonon number $\langle n \rangle = 0.157$ ($T_{\text{eff}} = 480$ nK) as shown in Fig. 38.2.

2. The projective measurement. The projective measurement is the key to realize the two-point measurement of the quantum work. The phonon projective measurement we use here was initially proposed for Boson sampling [56]. The basic operation is shown in Fig. 38.3.

We firstly use the combination of the carrier and the adiabatic blue-sideband pulses to transfer the populations on $|\downarrow, n \geq 1\rangle$ to $|\downarrow, n - 1\rangle$, and then perform the state-dependent fluorescence detection to interrogate if the system is projected to $|\downarrow, n = 0\rangle$. The probability $P_B^1$ that we see the fluorescence in the first detection sequence is the probability $P_0 (= P_B^1)$ that the $|n = 0\rangle$ state is projected. If we see no fluorescence, we repeat the carrier, the adiabatic blue-sideband and the detection until we see the fluorescence. If we see the first fluorescence at the $(n + 1)$th detection, we know the state is projected to $|n\rangle$ with the corresponding probability of $P_n = P_D^1 \ldots P_D^i P_B^{n+1}$, where $P_D^i$ is the probability of no fluorescence at the $i$-th detection sequence. Note that the internal state is distributed among all Zeeman levels after detecting fluorescence. As a result, after the first fluorescence at the $(n + 1)$th interrogation, we prepare the motional state to the projected number state $|n\rangle$.

![Fig. 38.2 Preparation of the initial thermal state.](image)

**Fig. 38.2** Preparation of the initial thermal state. **a** The averaged phonon number obtained by the phonon projective measurement as a function of the waiting time. After the side-band cooling, the motional state is cooled near to the ground state and the average phonon number $\langle n \rangle$ increases linearly with the waiting time, and the slope of the fitted line is defined as the heating rate. **b** The phonon distribution (circles) measured by projective measurement at the waiting time of 1 ms. The circles are experimental data obtained by the projective measurement and the solid line is a fitted thermal distribution with $P_n^{\text{th}} = \langle n \rangle^n / (n + 1)^{n+1}$. The inset shows the details of the phonon distribution for $n$ larger than 2. The error bars represent one standard deviation of uncertainty.
Fig. 38.3 Experimental schemes for the projective measurement of the phonon state. (a) The fluorescence projective measurement that used in the actual experiments. After applying the pulses of carrier and the adiabatic blue-sideband and the sequence of detection, if we see the fluorescence, we know that the state is projected to \( |n = 0\rangle \). If there is no fluorescence, we continue. From the number of iterations and the probability that we detect the first fluorescence, we know the projected state and its corresponding probability, respectively. (b) The no-fluorescence projective measurement for \( |n = 0\rangle \). After applying the adiabatic red-sideband pulse and the detection sequence, we see no fluorescence with the probability \( P_0 \), which shows the state is projected to \( |n = 0\rangle \) with its probability \( P_0 \). For \( |n = 1\rangle \), we can use the combination of the adiabatic red-sideband, the carrier, the detection, the adiabatic red-sideband and the detection. If the two detections show no fluorescence, the \( |n = 1\rangle \) state is projected with its probability \( P_1 = P_0^1 P_0^2 \) as shown in Fig. 38.3c. For larger \( |n\rangle \) states, we can design the similar pulse sequence, which detects no fluorescence for \( n + 1 \) times successively.

An alternative approach to the projective measurement of the phonon state is as follows. We may use pulses of the adiabatic red-sideband and the carrier. To project the \( |n = 0\rangle \) state, we apply the adiabatic red-sideband and then the detection. If we see no fluorescence with the probability \( P_0^1 \), the state is projected to the \( |n = 0\rangle \) state and the corresponding probability is \( P_0 = P_0^1 \). For \( |n = 1\rangle \), we can use the combination of the adiabatic red-sideband, the carrier, the detection, the adiabatic red-sideband and the detection. If the two detections show no fluorescence, the state is projected to \( |n = 1\rangle \) with its probability \( P_1 = P_0^1 P_0^2 \) as shown in Fig. 38.3c. For larger \( n \), we can design a similar pulse sequence. With no-fluorescence detection the state is not destroyed by the detection. The disadvantage is that the post-selection process decreases the efficiency of sampling data. Note that in the fluorescence projection method, every result of detection sequence contributes to the sampling data.
3. Application of work. After determining and preparing the projected energy eigenstate $|n\rangle_i$, we apply work to the system. Specifically, we linearly increase the dragging force to the same maximum value by applying a spin-dependent force on the prepared state for durations $\tau = 5, 25$ and $45 \mu$s, as shown in Fig. 38.4. The fastest process of $5 \mu$s duration is regarded as a non-equilibrium process and the longest process with $45 \mu$s is treated as the adiabatic process.

4. The second measurement of phonon state. After the work process, we perform the second energy measurement to get the distribution of quantum work. However, with the dragging force, the final Hamiltonian does not commute with the phonon operator. Thus the energy measurement is not equivalent with the phonon number measurement. Naively, we can adiabatically turn off the laser that generates the spin-dependent force, which would take several tens of the oscillating periods $(2\pi/\nu)$ of the effective harmonic oscillator in Eq. (38.13) to satisfy the adiabatic criteria. In practice, we find this process is equivalent to an adiabatic process when we reduce the force linearly over a duration of integer multiples of the effective oscillating period. We can express the time evolution in the form of displacement operator $\hat{D}(\alpha) = \exp(\alpha \hat{a}^\dagger - \alpha^* \hat{a})$ up to a global phase. When we increase the laser intensity in $\tau$ and decrease in $T_a$ linearly, the displacement in phase space is

---

**Fig. 38.4** The work-performing protocols. a The intuitive pictures of the adiabatic and the instantaneous processes for dragging a harmonic potential. The size of the black balls is indicatively proportional to the population probability of the eigenstate (dashed lines). b The dragging force as functions of time for protocols of different duration $\tau$. The dragging force is linearly increased to the same maximum value with $\tau \in [0, \tau]$. These work-performing procedures are followed by an effective adiabatic process with the duration of $T_a = 50 \mu$s (see text), which is one period of the effective harmonic oscillation.
Probing Quantum Fluctuations of Work with a Trapped Ion

\[ \alpha = -i \frac{\Delta k x_0 \Omega_{\text{max}}}{2} \left( e^{i \tau \nu} \frac{1 - i \tau \nu}{\tau \nu^2} - 1 - e^{i \tau \nu} \frac{1 - e^{T \nu} + i T \nu}{T \nu^2} \right). \]

The first term in the parentheses is the contribution from the working process and the second from the transferring process. Here, we can notice that the adiabatic evolution with \( T_a = +\infty \) is the same for the case with \( T_a = \frac{2\pi}{\nu} \) \((l = 1, 2, 3 \ldots)\). When we set \( T_a = \frac{2\pi}{\nu} = 50 \mu s \), we can transfer the phonon distribution of the system Hamiltonian \( H_S(t = \tau) \) to the distribution of the phonon measurement. This fast adiabatic protocol is further developed systematically within the theory of the shortcut to adiabaticity as discussed in Ref. [23]. Finally we apply the blue-sideband transition to get the phonon distribution according to Eq. (38.9), which is the transition probability \( P_{n \rightarrow m} \).

The experimental dissipated quantum work, \( W_{\text{dis}} = W - \Delta F \), distribution can be constructed by

\[ P(W_{\text{dis}}) = \sum_{n, m} P_{n} P_{n \rightarrow m} \delta(W_{\text{dis}} - h\nu(m - n)). \]

The experimentally reconstructed work distributions for the initial thermal distribution with \( \langle n \rangle = 0.157 \) \((T_{\text{eff}} = 480 \text{nK})\) are shown in Fig. 38.5a, based on which the quantum Jarzynski equality is verified within experimental precision. It is clear that the ramping of the force with duration \( \tau = 45 \mu s \) is close to an adiabatic process, as there is almost no change in the phonon distribution in the work process. Similar to the results for the classical regime, the mean value and the width of the distribution of the dissipated work increase with the ramping speed. The standard deviations of the dissipated work in the two fast-ramping protocols \((\tau = 5 \mu s \text{ and } \tau = 25 \mu s)\) show negative dissipated work, as a manifestation of the microscopic violation of the second law. Note that in the classical version of our model, only a Gaussian profile of the distribution of dissipated work exists in an open system as well as in an isolated system regardless of the protocol. The non-Gaussian profile at the extremely low initial temperature \( \langle n \rangle < 1 \) is a quantum manifestation. In Fig. 38.5b, we also show the Crooks relations [11] for all the three different cases. For the dragged harmonic oscillator model, the backward and the forward processes are identical. We can use the same dissipated work distribution for these forward and backward processes. We notice for the adiabatic case, the relatively large experimental errors at the large \( |\Delta n| \) distorted the linear relation.

38.4.2 Experimental Verification in a Quasi-open Quantum System

In this example we employ a driven quantum two-level system to verify the quantum Jarzynski equality in the presence of the dephasing effect [24]. A pair of the internal levels in the ground-state \( ^2S_{1/2} \) manifold, which are \( |F = 1, m_F = -1 \rangle = |\uparrow\rangle \) and \( |F = 0, m_F = 0 \rangle = |\downarrow\rangle \), are chosen as the two-level system. We modulate both the amplitude and the phase in Eq. (38.15), leading to a parameter \( \tau \)-dependent Hamiltonian
Fig. 38.5 The experimental results. a For the fastest 5 µs working process, we get the widest distribution. We can also notice the non-Gaussian feature here. For the slowest working process, we get a distribution close to the delta function. For all these working processes with different speeds, the exponential average of the dissipated work is one within the experimental error bars. b The Crooks relation for all the previous cases. When the fluctuation is relatively large, we can get a good linear relation for the $\tau = 5 \mu s$. When the processes are close to adiabatic, the dissipated work distributions are narrow and the work probabilities for large $|\Delta n|$ become much smaller than the experimental uncertainties, which makes it difficult to clearly observe the Crooks relation. The dashed lines here are the predictions from the Crooks relation. Here $P_F$ and $P_B$ mean the dissipated work distributions for the forward and the backward processes.
\[
\hat{H}_S(t) = \frac{\hbar \Omega_0}{2} (1 - \frac{t}{2\tau}) [\hat{\sigma}_x \cos(\frac{\pi t}{2\tau}) + \hat{\sigma}_y \sin(\frac{\pi t}{2\tau})].
\] (38.21)

Here $\Omega_0$ is the energy splitting of the initial Hamiltonian $\hat{H}_S(0)$, which is equal to $2\pi \times 50$ kHz in the experiment, and the evolution time $t$ varies from 0 to $\tau$.

1. Preparation of the initial thermal state. We utilize the strong decoherence of the Zeeman levels to create an effective thermal state. First we prepare the superposition state $c_\downarrow |\downarrow\rangle + c_\uparrow |\uparrow\rangle$ through optical pumping followed by a resonant microwave transition for a certain duration. Because of the fluctuations of the external magnetic field, this pure state evolves into a mixed state $|c_\downarrow|^2 |\downarrow\rangle \langle \downarrow| + |c_\uparrow|^2 |\uparrow\rangle \langle \uparrow|$ after waiting around ten times the coherence time, which is equivalent to the thermal state with the effective temperature

\[
T_{\text{eff}} = \frac{\hbar \Omega_0}{k_B \ln(\frac{|c_\downarrow|^2}{|c_\uparrow|^2})}.
\] (38.22)

In the example of our experiment, the effective temperature is $T_{\text{eff}} = 5.63$ mK.

2. The first projective measurement. After preparing the effective thermal state in the basis of $\hat{\sigma}_z$, we apply the first projective measurement on the internal state. Then this projected state is adiabatically transferred to the basis of the initial Hamiltonian [54], shown in Fig. 38.6a. We note that the first projective measurement includes

![Fig. 38.6](image_url)

**Fig. 38.6** The projective measurements on the internal state. **a** We prepare the initial thermal state and apply the first projective measurement in the basis of $\hat{\sigma}_z$. Then the projected state is transferred to the basis of $\hat{\sigma}_x$ in the adiabatic way. **b** For the second projective measurement, we adiabatically rotate the basis from $\hat{\sigma}_y$ back to $\hat{\sigma}_z$ then apply the state-dependent fluorescence detection to the system.
the state-dependent fluorescence detection and the state re-preparation. If the upper state $|\uparrow\rangle$ is detected, the system will be left in a mixed state of all the levels belong to $|\frac{1}{2} S_{1/2}, F = 1\rangle$. In this case we have to re-prepare the upper state using additional optical pumping followed by a microwave $\pi$ pulse before continuing the experiment. Otherwise, if the outcome is $|\downarrow\rangle$, we can directly move to the next step.

3. Application of work. Our work protocol is modeled by the Hamiltonian in Eq. (38.21), which describes the rotation of the Hamiltonian from the initial $\hat{\sigma}_x$ to the final $\hat{\sigma}_y$. The parameter $\tau$ is the duration of driving the system. In the experiment we set this parameter to several values of 50, 10 and 5 $\mu$s, corresponding to the near adiabatic, the moderate and the fast processes of driving the system. By simultaneously applying an additional stochastic Hamiltonian
Fig. 38.8 Comparison between the exponential average of work for distributions (a–e shown in Fig. 38.7) and the exponential of the calculated free energy difference.

\[ \hat{H}_\xi(t) = \frac{\Omega_0 \xi(t)}{2} [\hat{\sigma}_x \cos(\frac{\pi t}{2\tau}) + \hat{\sigma}_y \sin(\frac{\pi t}{2\tau})], \]  

(38.23)

where \( \xi(t) \) is the Gaussian white noise, we can simulate the work process undergoing dephasing, which is exactly the same as the evolution described in Eq. (38.16) [51, 52]. Here the dephasing strength \( \gamma \) of the Eq. (38.16) in the basis of the instantaneous Hamiltonian (38.21) is uniform and proportional to \((\sigma \Omega_0)^2\), where \( \sigma \) is defined in Eq. (38.17). In our experimental realization, the values of dephasing strength \( \gamma \) are set to 0, 448 and 1340 kHz by controlling the noise intensities.

4. The second projective measurement. This measurement is similar to the first one. We apply the fluorescence detection after adiabatically transferring state from the \( \hat{\sigma}_y \) to the \( \hat{\sigma}_z \) basis, shown in Fig. 38.6b. Because this is the final step of the experimental sequence, the re-preparation of the state is not necessary here.

We test five combinations of the dephasing strength \( \gamma \) and the driving duration \( \tau \). The work distributions are summarized in Fig. 38.7. It is obvious that the dephasing effect plays a non-trivial role in the process of applying work. The final work distribution depends on the competition between the driving duration \( \tau \) and the dephasing strength \( \gamma \). Decreasing parameter \( \tau \) broadens the work distribution, which means more work is done on the system as shown in Fig. 38.7a–c. However, increasing dephasing strength \( \gamma \) tends to narrow the work distribution, and brings it close to the case of the adiabatic process as shown in Fig. 38.7c–e. The experimental results reveal the similarity between the dephasing effect and the continuous measurements on the instantaneous basis of the system, which collapse the wave function of the system and effectively trap the system in one of the instantaneous eigenstates, known as the quantum Zeno effect.

Meanwhile, the quantum Jarzynski equality can be verified with all the work distributions as shown in Fig. 38.8. The quantity \( \langle e^{-W/k_B T} \rangle \) in the left hand of equation (38.1) is obtained by using the experimental work distribution as discussed in Eq. (38.20), while the right hand of equation (38.1) was calculated by the theoretical difference of the free energy between \( \hat{H}_S(\tau) \) and \( \hat{H}_S(0) \). The experimental results are consistent with the theoretical predictions within the experimental errors.
38.5 Conclusion and Discussions

In this chapter, we present how to employ a single ion trapped in a harmonic potential for the experimental test of the quantum Jarzynski equality. Using projective measurements of the motional mode, we verify the equality for a closed quantum system. With the internal levels and properly designed noise, we perform the experimental test of the equality for a quasi-open quantum system. Together with further theoretical developments, these demonstrations would be important stepping stones to fully confirm the equality and the fluctuation theorem for open quantum systems [57, 58]. Besides being used in verifying the quantum Jarzynski equality, our experimental breakthrough could be applied to realize many other thought experiments in quantum thermodynamics. For example, it could be applied to the studies of quantum heat engines by experimentally exploring the relation between work and heat in thermodynamic cycles [59–62].
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Chapter 39
Maxwell’s Demon in Photonic Systems

Luca Mancino, Mario A. Ciampini, Mihai D. Vidrighin, Marco Sbroscia,
Ilaria Gianani and Marco Barbieri

39.1 Introduction

The second law of thermodynamics states that natural phenomena are irreversible: a spontaneous process always results in a state with increased entropy. The reversed process is never observed, even if it would obey the first law of thermodynamics. The second law was initially an empirical discovery and, later, its emergence from the microscopic laws was explained by statistical thermodynamics. However, it is also widely considered one of the fundamental principles of Physics and a pass-or-fail test for new physical theories. The law has been the subject of some historic debates.

Rudolf Clausius gave a formulation of the second law of thermodynamics in terms of heat transfer and work: “It is impossible to devise an engine which, working in a...
cycle, shall produce no effect other than the heat transfer from a colder to a hotter body” [1]. James Clerk Maxwell’s reflections on the implications of a material’s discrete structure for heat exchange, from 1871, introduced the paradox now known as Maxwell’s demon [2, 3]. Maxwell wrote that the second law is “undoubtedly true” if restricted to situations where we “have no power of perceiving or handling the separate molecules.” However, a being can be conceived “whose attributes are still as essentially finite as our own” that by close monitoring of each molecular constituent of a system can achieve violations of the second law. Maxwell’s demon, “a being whose faculties are so sharpened that he can follow every molecule in its course”, can use sharp observations to modify an otherwise inert material, and turn it into a working medium, without applying work to it, suggesting “limitations of the second law of thermodynamics [4].”

Maxwell proposed the following thought experiment: a gas is contained in a vessel of volume $V$, divided in two parts, A and B, of equal volume, by a fixed splitter door on which a smart agent, the demon, can operate. This system is prepared in thermodynamic equilibrium, with temperature $T$ over the entire volume of the vessel. Thus, the average speed of the gas particles, $\langle v \rangle_T$, is a characteristic parameter of the system. The demon observes the particles on the left (B) side of the vessel, and opens the splitting door to let the particles with a speed exceeding $\langle v \rangle_T$ go to the right (A) side of the box; similarly, it can open the splitting door to let the particles with a speed lower than $\langle v \rangle_T$ move to the left (B) side. The demon is able to act on the system with no work expenditure. As a result [3], “the energy in A is increased and that in B diminished, and yet no work has been done: only the intelligence of a very observant and neatfingered being has been employed”.

Maxwell’s argument may be looked upon with suspicion from a practical point of view: the original paradox starts from ideal considerations which may hardly be satisfied under real conditions. However, no fundamental link arises between the extracted work and the work that the demon needs to apply: the demon may in principle gain some work, less than the ideal amount, by acting based on its observations. The real exorcism of the Maxwell’s demon paradox started in 1929, when Leo Szilard discussed a simplified version of the problem, known as Szilard’s engine, where the gas is reduced to a single molecule and the demon to a mechanical apparatus. Szilard’s engine has four stages, as depicted in Fig. 39.1 (left panel): (i) the single gas molecule occupies a volume $V$; (ii) an adiabatic partition is inserted into the vessel, and it divides the latter in two parts of equal volume $V/2$; (iii) the position of the molecule, either on the right or on the left side of the partition, is measured and recorded. Depending on the result of the measurement, the demon attaches a weight using a pulley, on the same side as the molecule; (iv) the whole system is kept at a constant temperature $T$ by interaction with an external thermal bath, while the single-molecule gas undergoes a quasistatic isothermal expansion. After this transformation, the thermodynamic cycle is closed as the single-particle gas is free to move anywhere in the vessel, as it was in step (i). During the expansion, an amount of heat $Q$ is extracted from the thermal bath, and converted to an equal amount of mechanical work $W$, stored in a displacement of the weight. The extracted work is given by
Fig. 39.1 Schematics of Szilard’s engine (left panel), and of the erasure of the Demon’s memory (right panel).

\[
W = \int_{V/2}^{V} p \, dV = k_B T \int_{V/2}^{V} \frac{1}{V} \, dV = k_B T \ln 2, \tag{39.1}
\]

where \( k_B \) is Boltzmann’s constant. In (39.1), the single-particle gas has been assumed to be ideal. This approach can be justified considering an ensemble of single-particle gases: each physical quantity can be evaluated by taking averages over the ensemble, as if considering an ideal gas with a large number of non-interacting constituents. Therefore, work is produced, while the entropy of the external thermal bath is decreased by \( \frac{Q}{T} = k_B \ln 2 \), and the system is back to its original state.

The caveat here is that the entire system, including the demon, does not actually return to the initial state. In Szilard’s engine, the measurement outcome is a single bit of information: the molecule is either in volume A or in volume B. In order to record this bit of information, the demon’s memory must be prepared, to start with, in a well defined state. After the measurement, one bit of memory is occupied, and it must be reset for truly cyclic operation. In 1961, Rolf Landauer drew a connection between logical and physical operations: every time a bit of information is irreversibly lost, thermodynamic irreversibility occurs [5]. Thus “the dissipation required to save the second law comes from the subsequent resetting of that apparatus” [6], i.e. the memory. This represents a cornerstone of information-thermodynamics, as “measures of information arise as the answers to fundamental questions about the physical resources required to solve some information processing problems” [7].

One way to model the demon’s memory is as another partitioned vessel, with a single particle occupying one of the two sides e.g. the same side as the observed particle. The blank state of the memory corresponds to the particle occupying a predetermined side. With this model, we can explore the thermodynamics of information erasure. Such a process (moving the memory particle to a predetermined side independent on the initial state) is realized by removing the partition between the vessels and recompressing the gas from volume \( V \) to volume \( V/2 \). This procedure allows for an irreversible formatting of all the memories, as no track of the previous informations can be recovered. The amount of work the Demon needs to spend to format a single
ideal memory is equal in absolute value to the extractable work, $W_{\text{eras}} = -k_B T \ln 2$. This saves the second law of thermodynamics. In general, the demon’s measurement output may be biased. From an ensemble of $N$ Szilard’s engines, $M$ of the memory particles may be set to the left, and $N - M$ to the right. The average ratio is given by the probability to measure the work particle on the left side, $p = \langle M/N \rangle$. The memory particles can be taken to constitute an ideal gas, thus one can consider them all together in a single vessel. This state of the memory is not in equilibrium, due to the pressure unbalance between the two halves. One lets it expand isothermally: work can be extracted via this transformation before erasing the memory content. Defining $p_A$, $p_B$, and $V_B$ as the pressure in the A and the B side of the box, and the volume of the right side of the vessel, the work done by letting the memory equilibrate ($W'$) is:

$$W' = \int_{v}^{V} (p_B - p_A) dV_B = k_B T \int_{V}^{V} \left( \frac{p}{V_B} - \frac{1 - p}{V - V_B} \right) dV_B = k_B T \ln 2 \left( 1 - H(p) \right).$$

(39.2)

Here, $H(p)$ is the binary Shannon entropy, which quantifies the amount of information extracted by the measurements [7]:

$$H(p) = -p \log_2 p - (1 - p) \log_2 (1 - p).$$

(39.3)

This leads to $W_{\text{eras}} = W' - k_B T \ln 2 = -k_B T \ln 2 H(p)$ for the erasure work required in the general scenario. The profound meaning of this equality resides in the fact that it provides a direct link between the information acquired by measurement and the presence of extractable work. One can then make use of these ideas to analyse experiments in which resources are prepared and modified by means of measurements: if information is acquired, work is made available somewhere else in the system. This chapter will be dedicated to the development of these ideas in a pho-tonics setting. While it looks difficult to apply thermodynamics directly to photons, one can retain the fundamental idea: trading information for work and vice versa. In the next sections, we will detail how this has been applied with two examples.

### 39.2 Information Thermodynamics of Photon Subtraction

The first of the two examples shows how the manipulation of photon statistics can be interpreted in terms of information thermodynamics, in the spirit of Maxwell’s original conception. In the work pursued by M. D. Vidrighin and co-workers [8], an optical device in a conditional operation scheme is proposed as a physical scenario analogous to Maxwell’s demon, with light as the working medium. Instead of the two boxes occupied by gas molecules, two optical modes are prepared in thermal equilibrium. The thermal state of an optical mode is described by the density matrix:

\[^1\text{Here, we always consider the work performed by the system. Our sign convention is that } W < 0 \text{ if this has to be performed from the outside, while } W > 0 \text{ if this is extracted. This explains some discrepancies between our formulas and those often reported in the literature.}\]
\[ \rho = \left( 1 - e^{-\beta h\nu} \right) \sum_{n=0}^{\infty} e^{-\beta h\nu n} |n\rangle\langle n|, \quad (39.4) \]

where \( n \) denotes photon number, \( h\nu \) is the photon energy and \( \beta = 1/(k_B T) \). This state describes a mode of light generated by a collection of narrow-band emitters at fixed temperature \( T \).

Thermal fluctuations can be resolved with detection faster than the thermal source’s coherence time. However, optical thermal sources are generally very weak. A solution is to use the following trick: one can adopt a laser source and vary its average intensity over time in order to attain the super-Poissonian photon number distribution given in (39.4). Precisely this is achieved by collecting a single coherence area in a time-varying laser speckle pattern, which can be produced using a spinning glass diffuser (Arechchi’s wheel) \[9\]. A convenient choice is to adopt light pulses at a given repetition rate: the detection system can then work at such rate, and each pulse represents a realization of the system. It has been shown that photon subtraction \[10, 11\] from a thermal light mode updates its state to one with higher average energy. The information gained by successfully subtracting a photon effectively increases the energy of the mixed state by a factor of 2 \[12\]. A demon can use this type of operation to perform work extraction.

As Maxwell’s thought experiment considers two partitions at the same temperature, two thermal light modes are selected, using two different spatial modes produced by the same glass diffuser (see Fig. 39.2). The thermal modes have the same average energy. However, if a demon can gain access to the energy fluctuations, it can extract work by an appropriate selection of microstates with different energy in the two modes. Taking inspiration from photon subtraction, each mode propagates through a high-transmittance beam splitter from which the reflected light is coupled to a highly sensitive avalanche photo-diode (APD). One may picture the demon hidden behind a mirror on which the thermal light is reflected, monitoring the leaked light with an APD detector. This measurement has a binary output for each mode, as an APD simply heralds the detection of one or more photons by producing a “click”, or otherwise remains in its default state. In the limit of small click probability, the operation conditioned by a click is precisely single photon subtraction, which has been used extensively for preparing non-classical states of light. In the work discussed here, the measurement is not restricted to small click probabilities. Instead, it is tuned by choosing how much light gets sent to the APDs. Thus, the information extracted by the demon can be changed. In general for this measurement, when the detector clicks, the expected average number of photons is updated to a higher value if the input state has super-Poissonian fluctuations of the photon number (as thermal light does), and to a lower value in the sub-Poissonian case. The energy used to perform the measurement is considered as belonging to the demon’s resources, and is kept out of the overall balance. If an observer has no access to the information from the APDs, the state of the light bears almost no differences before and after the measurement: the average effect amounts to a negligibly small loss introduced by the high transmittance beam splitters.
For work extraction, the transmitted light falls on two photodiodes, connected with opposing polarities such that on average they produce zero voltage \( (U = 0) \) when the two light modes are balanced. This photodiode circuit charges a capacitor according to the fluctuating energy difference between the two light modes. If an asymmetry is produced by a feed-forward operation based on the demon’s APD measurement outcomes, the capacitor gains a non-zero average voltage. For instance, the demon’s measured outcomes may be used to switch the thermal modes, such that the more energetic one ends always on the same side of the capacitor. In a proof-of-principle demonstration, it is equivalent to change the sign of the measured capacitor voltage conditioned on the APD signals instead of actually performing a feed-forward operation. More details on the interpretation of work extraction are given in the Appendix.

Experimental results are reported in Fig. 39.3. This shows histograms of the measured voltage drop \( U \) across the capacitor. When the outcomes of the measurements are ignored, the average drop is zero. If the information from the APDs is considered to realize an effective feedback control, the average voltage can be made significantly different from zero. This is linked to the work which can be extracted on average from observing the details of the system.

The principle that information is connected to extractable work is thus demonstrated but the connection is not yet quantified. One can consider the equality due to T. Sagawa and M. Ueda (see Chap. 10), [14],

\[
\langle e^{\beta(W + \Delta F) - I} \rangle = 1, \tag{39.5}
\]

which establishes a link between the extracted work \( W \), the mutual information between the system and the measurement apparatus, \( I \), and the variation of the Helmholtz free energy, \( \Delta F \) between pre- and post-measurement states of the system. This does not apply directly to this experiment, as Eq. (39.5) only holds for transformations that occur in contact with a single thermal bath, which is not the
The average effect of measurement and feedback on the capacity voltage. Top, histogram of the measured values in the case when no feedback is applied, when the average is close to 0. Bottom: same histogram the sign of the voltage is flipped if the measurement outcome is “click” in one arm “no click” in the other. The dashed horizontal line shows the average value for the second distribution, significantly displaced from 0. The detection rates for the two APDs were $p_1 = 0.702 \pm 0.008$ clicks/pulse for one arm, and $p_2 = 0.311 \pm 0.008$ clicks/pulse for the second. Reproduced from [13].

However, it is a valid starting point to look for similar quantitative analysis. The appropriate modification is found to be

$$\langle e^{-\beta W - I} \rangle_f = \langle e^{-\beta W} \rangle_0,$$  \hspace{1cm} (39.6)

where the average $\langle \cdot \rangle_f$ considers the effect of the feedback control, while $\langle \cdot \rangle_0$ refers to the state with no feedback applied. The proof of this equality is given in the Appendix, and relies on the following conditions: the measurement and feedback are applied to a system initially in thermal equilibrium with the inverse temperature appearing as $\beta$ in (39.6); the feedback operation is unitary and energy conserving (such as swapping modes, in this case); the system and energy reservoir suffer decoherence after the energy transfer takes place. In addition, a particular non-disturbance condition (detailed in the Appendix) needs to be satisfied, as is the case for the measurement described here.

A more useful relation is obtained using Jensen’s inequality. For the particular experiment discussed here, this leads to a bound on the distribution of the capacitor voltage (which is proportional to extractable work) in terms of mutual information:

$$\langle U \rangle_f - \langle U \rangle_0 < \min_\xi \left\{ \frac{1}{\xi} \langle I \rangle + \xi \sigma(\xi, U)^2/2 \right\},$$

$$\sigma(\beta, U) \equiv \sqrt{2/\beta - 2 \log \langle e^{\beta(U - \langle W \rangle_0)} \rangle_0},$$  \hspace{1cm} (39.7)
where the latter quantity is a measure of fluctuations, and coincides with the standard deviation if the distribution is Gaussian. For a Gaussian work distribution, the expression above can be put in the simpler form:

\[
\frac{|\langle W \rangle_f - \langle W \rangle_0|}{\sigma(W)_0} < \sqrt{2\langle I \rangle}.
\]  

(39.8)

Since \( W \) is proportional to \( U \), (39.7) is effectively a bound on the extractable work based on the extracted information. The physical meaning of this inequality is that the efficiency of the work extraction protocol is governed by the information collected and by the presence of fluctuations. Indeed, the distinguishability of work distributions with and without a feedback operation based on a measurement of a thermal system is limited by the mutual information characterizing that measurement. The figure of merit that quantifies the effect on the work distributions includes normalization to the variance: this is related to the concept of “strength of the work”, introduced in [15]. This relation approaches the regime of Landauer’s bound [5], when the work fluctuations are of the same order as the characteristic thermal energy of the equilibrium system on which measurement and feedback are applied. All quantities in (39.7) can be measured: experimental results are shown in Fig. 39.4 together with the thermodynamic bound (39.7). The bound is clearly satisfied, however, it is not tight, due in part to the use of Jensen’s inequality.
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Fig. 39.4 Extracted work bounded by information. The quantity \(|\langle U \rangle_f|/\sqrt{\text{Var}(U)_0}\), introduced in [13], is reported as a function of the detection rate \( p_1 \) on the first arm, with the other held fixed at 0.311 ± 0.008 clicks/pulse. This effectively tunes the effect of the measurement as well as the extracted information. Blue and yellow points correspond to two feedback strategies: changing the polarity of \( C \) when the measurement yields click/no-click (blue) or no-click/click (yellow). The black line gives the bound established in terms of mutual information. The width of the line represents the uncertainty with which the bound is determined using the measured voltage distribution (two times the standard deviation). Dashed lines give predictions based on the average photon number difference between the two light modes after feedback. Reproduced from [13].
This result is an information-theoretic equality which describes the transfer of energy, showing the two descriptions can be interwoven [16]. The main advantage of investigating this concept in an optical platform is the ability of addressing both the single-photon and the intense-field regimes in the same experiment. Similar single-particle measurement can also be applied in other contexts, such as optomechanics [17] and spin-ensemble systems [18] to investigate how weak probing affects the dynamics of open systems. The capabilities of work extraction for light modes showing photon number correlation have been considered in Ref. [19]: the presence of positive correlations reduces the power of the demon, while anti-correlations can provide an enhancement.

39.3 Asking Maxwell’s Demons to Measure Nonclassicality

The second example considers how Maxwell’s Demon can serve as a witness of the presence of nonclassical correlations between two qubits, coded, in this case, in the polarization of two single photons. The idea is now that information is not used to actually gain work, but instead of looking at optical properties, to assess the quantum nature of the correlations.

Szilard’s engine, as described in the introduction, considers a single-particle gas in a split vessel, and a memory storing information on the position of the particle. The latter can be used to extract some work, according to the work-information relation (39.2). When moving to the quantum domain, the particle is now allowed to be in an arbitrary superposition of the two partitions: the memory will now keep track of the result obtained from the measurement of a generic observable $\hat{A}_\theta$. The Shannon entropy associated to the statistics of its outcomes is $H(A_\theta)$, which, in turn, determines what is the work that the Demon can extract from its memory. Imagine this system is correlated to a second qubit, accessible to a second Demon, as depicted schematically in Fig. 39.5. A measurement of the observable $\hat{B}_\theta$ can then deliver some information on the first qubit, hence on the result of $\hat{A}_\theta$. In informational terms, the entropy of the first Demon can be decreased from $H(A_\theta)$ to the conditional expression $H(A_\theta|B_\theta)$ (refer to the Appendix for the definition of the conditional Shannon entropy). The reverse argument will clearly hold as well. As far
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**Fig. 39.5** Schematic representation of the two-qubit work extraction protocol.
as the two Demons look at selected observable, they can gain information about the correlation pertaining to the state they are sharing. In order to rule out the presence of solely classical correlations, they have to measure different observables on each side: if correlation between the outcomes is still present, stronger than classical correlations, i.e. quantum, occur. A protocol can be devised in this quantum scenario by considering two Demons, Alice and Bob, whose goal is to extract the largest amount of work using their two-qubit system. Notice that work is actually extracted from classical memories, and not directly from the quantum systems. These only serve as means to prepare the memories in classically correlated states: the stronger the quantum correlation within the system, the stronger the classical correlation between the memories, thus the larger the extractable work.

The Demons proceed as follows: (i) Alice and Bob share an ensemble of qubit pairs. All of the pairs are prepared in the same state $\rho$, and each Demon can only access one of the particles; (ii) the two parties agree on a fixed set of measurements they implement: $A_\theta, B_\theta$, where $A (B)$ is the set of operator associated to Alice (Bob), and $\theta$ indicates a parametrization of the observables; (iii) Alice measures part of her qubits, selecting an operator from her set, and communicates the result of her measurement to Bob, who, in turn, evaluates the extractable work using the gathered information, as

$$W_{A\rightarrow B} = k_B T \ln 2 (1 - H(B_\theta | A_\theta)), \quad (39.9)$$

as if he were applying a Szilard’s scheme. Here $T$ is the temperature of an external heat reservoir connected to the system in the sense of a Szilard’s engine [20], and not a characteristic parameter of the state; (iv) the protocol has to be performed again, switching Alice’s and Bob’s roles. The average value of extractable work then becomes:

$$w(A_\theta, B_\theta) = \frac{1}{2}(W_{A\rightarrow B} + W_{B\rightarrow A}) = k_B T \ln 2 \left[ 1 - H(A_\theta, B_\theta) + \frac{1}{2}(H(A_\theta) + H(B_\theta)) \right], \quad (39.10)$$

where $H(\cdot, \cdot)$ is the joint entropy between two variables; (v) the protocol is repeated for every choice of measurements, taking $\theta$ as the angle position over the great circle of the Bloch sphere. The amount of extractable work, averaged over all the possible choices of the measurements, is computed:

$$W(\rho) = \max_\phi \frac{1}{2\pi} \int_0^{2\pi} d\theta \ w(A_\theta, B_\theta), \quad (39.11)$$

where $\phi$ is the azimuthal angle; (vi) in order to obtain a suitable bound, one has to search for the maximum value of (39.11) over the set of the separable states:

$$W(\rho) \leq W_0 k_B T \ln 2. \quad (39.12)$$

The maximum work $W_0$, in units of $k_B T \ln 2$, corresponds to pure separable states, due to the concavity of the Shannon entropy; its value is found numerically as $W_0 = 0.4427$ [21, 22]. If this bound is violated, the surplus of extractable work
can be due only to the presence of non-classical correlations shared between the two parties: Eq. (39.12), therefore, can be used as a witness for entanglement, derived from thermodynamically rooted considerations.

The experimenter has two choices for testing the failure of the bound (39.12). They can either perform Szilard’s scheme by putting their memory in contact with a reservoir, or, they can, so to speak, throw away the ladder, after they have climbed up on it [23]: they can retain the considerations on the entropy, hence considering only the measurement statistics of the observables \( \hat{A}_\theta \) and \( \hat{B}_\theta \); in this case, \( k_B T \ln 2 \) is just a scale factor, and can be set equal to 1. M.A. Ciampini and coworkers [24] used this second approach to evaluate and characterize entanglement in a two-qubit photonic system, relating it to the violation of Bell’s inequality.

The qubit is coded by taking the horizontal \( H \) and vertical \( V \) polarizations as the basis; these two components can be easily separated by a polarizing beam splitter (PBS), that directs the photons to either of its two output modes depending on its polarization. Two APDs placed on the modes then signal which outcome has been taken. In order to access the full great circle, an optical element has to be included to rotate the initial polarization, namely a half wave plate (HWP). This introduces a phase delay \( \pi \) between two linear polarizations, due to the birefringence of its material, which corresponds to the geometrical reflection of the polarization with respect to a characteristic axis of the plate. Setting the axis at an angle \( \vartheta \) corresponds to \( \theta = 4\vartheta \) on the Bloch sphere.

The experimental platform is shown in Fig. 39.6. The entanglement source is the one described in [25], and produces photon pairs in the state \( |\Phi\rangle = \cos \varphi |HH\rangle + \sin \varphi |VV\rangle \); \( \varphi \) is a parameter defining the level of entanglement, and can be set experimentally. Since one is interested in describing non-classical correlations as a resource for work extraction, it is natural to ask the question on how these get degraded when noise is present. In detail, one considers the effect of depolarization: this is defined as the operation that brings the initial state from the pure state \( |\Phi\rangle \) to the mixture \( \rho = \mu |\Phi\rangle \langle \Phi| + (1 - \mu) I/4 \); These states become separable for \( \mu \leq 1/3 \) [26]. In the experiment, this operation is implemented by means of two liquid crystal plates on the path of one of the photons. By varying the birefringence of the plates via an applied voltage during the acquisition time, an average over different polarization states is carried out, which returns the measurement statistics of the state \( \rho \) [27, 28]. A delicate point is that the bound is strictly valid only in the limit of an infinite number of measurements covering all the great circle: the experimenter needs to verify that the unavoidable discretization is dense enough for the bound to be still meaningful.

Figure 39.7 shows the experimental results of the extractable work \( W \) in (39.11) obtained from measurements acted on the initial state \( |\Phi\rangle \) with \( \cos \varphi = 0.62 \), close to maximal entanglement. For each value of \( \mu \), the conditional entropies have been evaluated from the photon counting frequencies associated to the setting \( \theta \), and then averaged over all measurements. The test is able to detect the presence of non-classical correlations when the purity of the state is high: this criterion is quite demanding. It is then interesting to compare this test with the similarly demanding violation of Bell’s inequality: \( S \ll 2 \), where \( S \) is a quantifier of the level of correlation
between the two qubits of the state, and can be assessed experimentally [29]. This aims at disproving the possibility of explaining the results of the measurements by means of pre-determined local values, hence it derives from an unrelated question. There exist a region where the violation of the bound (39.12) is lost, but a Bell’s inequality is violated. This property holds true for this particular class of states, but it is not general. Indeed, counterexamples of quantum states can be found where the thermal separability criterion is violated, while Bell nonlocality is absent [24]: this demonstrates that considerations on the extractable work do introduce a different nonclassicality criterion, inequivalent to those established so far. Such a criterion can be extended to the case of three-qubit systems [22, 24], and continuous-variable systems [30].
39.4 Conclusions

We have illustrated how a connection can be made between Maxwell’s Demon and optics, using two examples from recent literature. The first example shows how thermodynamic consideration describe quantitatively the effect of subtracting a photon from a thermal state, by interpreting the results in the light of the information gain from the photon detection. The second concerns how to use a work extraction protocol to infer the presence of nonclassical correlations in a two-qubit system. All things considered, these are actually two instances of physically-motivated manipulation of the information content of the state, where thermodynamics has acted as a guide for reaching interesting conclusions, and valid quantifiers. This extends the usefulness of thermodynamics to a broader class of problems, for which it was not initially intended.

These considerations will also inform future investigations at the intersection of optics and thermodynamics. It is unlikely that photonics could ever be used for direct demonstrations of thermodynamics processes; however, it can keep serving as a platform to study the interplay between information and thermodynamics by means of simulators. This has attracted some interest recently in the context of mixed state discrimination [31], interpreted as a simple thermometry protocol, and simulated by means of linear optics [32, 33]. Further investigations have also looked at entropy production in open quantum systems, supported by photonics simulations [34].
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Appendix

In this appendix we revise the demonstrations of the results (39.6), (39.8), and (39.12) which have been stated in this chapter.

Derivation of the work-information equality The work-information theorem by Sagawa and Ueda (see Chap. 10) [14] assumes interaction with a single thermal bath, but this is not the case for the photonic Maxwell’s demon experiment. However, in [8], a relation similar to that of Sagawa and Ueda is derived to describe this scenario. This work-information relation connects the work extraction with and without an action by the demon. The cases are denoted by the subscripts “0” for the unperturbed state, and “f” when including measurement and feedback.

The language adopted to describe the model is that of quantum mechanics for the sake of generality, but it also applies to states and operations with a valid classical counterpart. Three parts can be distinguished: (i) the system \( S \), starting in thermal equilibrium with inverse temperature \( \beta \), representing the working medium (i.e. the two thermal light modes). Its initial and final energy eigenstates are \( |s\rangle \) and \( |S\rangle \) respectively, and its Hamiltonian is \( \hat{H}_S \). This is the only part on which measurement and feedback operate. The measurement outcomes are indicated by \( m \), associated to the measurement operator \( \hat{M}^{(m)}_j \), with an extra index \( j \) due to the possibility
of several measurement operators associated with a single measurement outcome (e.g. APD click). The measurement operators must sum to the identity operator: \( \sum_{m,j} \hat{M}_j^{(m)} \hat{M}_j^{(m)} = \hat{1} \). The feed-forward operation is described by \( \hat{U}_m \). (ii) The work reservoir, which in the experiment is a battery \( B \) which provides an initial voltage drop \( U_0 \) across the capacitor. Its initial and final energy levels are \( |b) \) and \( |B) \) with energies \( E_b \) and \( E_B \), respectively. Its Hamiltonian is \( \hat{H}_B \). The extracted work is defined as the energy increase of this system: \( W = E_B - E_b \). (iii) All the remaining ancillary systems as well as the environment: these are collectively denoted as the rest, \( \mathcal{R} \). The Hamiltonian is \( \hat{H}_\mathcal{R} \), giving initial and final energy levels \( r \) and \( R \) respectively. The final joint energy of \( S \) and \( \mathcal{R} \) is \( E_{SR} = E_S + E_R \). The set of random variables of interest is given by \( \nu \equiv \{s, b, r, m, SR\} \).

Owing to decoherence, the total initial state can be assumed to be diagonal in the product basis of the free Hamiltonians: the initial energies of the three systems then represent classical variables. The work reservoir undergoes decoherence in its energy eigenbasis at the end, hence its final energy is well defined. A priori, the sum of the free-Hamiltonian energies of the systems is not necessarily conserved: however, by modelling light-matter interaction with the Jaynes–Cummings interaction Hamiltonian plus decoherence in the energy eigenbasis, energy conservation is ensured. Furthermore, connecting or disconnecting the capacitor from the battery requires in principle no energy. These conditions lead to \( E_s + E_b + E_r = E_S + E_B + E_R \), which, in turn, implies that \( W = E_s + E_r - E_{SR} \).

The left hand side of (39.6) is given by

\[
\langle e^{\beta W - I} \rangle_I = \sum_{\nu} p(s, b, r, m, SR) e^{\beta W - I} = \sum_{\nu} p(m, SR | s, b, r) p(s, b, r) e^{\beta W - I},
\]

(39.13)

where Bayes’ theorem has been used in the second step. The probabilities for the initial system is given by the thermal distribution \( p(s, b, r) = \frac{1}{Z} e^{-\beta E_s} p(b, r) \), where \( Z \) is the partition function. If the expressions for \( W \) and \( I = \log \{ p(m|s) \} - \log \{ m \} \) are introduced one gets

\[
\langle e^{\beta W - I} \rangle_{m+m+f} = \sum_{\nu} p(m, SR | s, b, r) \frac{1}{Z} e^{-\beta E_s} p(b, r) e^{\beta (E_s + E_r - E_{SR})} \frac{p(m)}{p(m|s)} \frac{p(m)}{p(m|s)} p(b, r) e^{\beta (E_r - E_{SR})}.
\]

(39.14)

If the sum over the initial states \( s \) is isolated, one gets

\[
\sum_s p(m, SR | s, b, r) / p(m|s) = \operatorname{Tr} \left[ |SR \rangle \langle SR| \hat{V} \left( \hat{U}_m \left( \sum_s \frac{\sum_j \hat{M}_j^{(m)} |s\rangle \langle s| \hat{M}_j^{(m)}}{p(m|s)} \right) \hat{U}_m^\dagger \otimes |b r\rangle \langle b r| \right) \hat{V}^\dagger \right],
\]

(39.15)
where the fact that system is closed, hence its evolution is described by the unitary $\hat{V}$, has been made explicit. The sum over $s$ contains all normalized states produced by the demon’s measurement, for a sharp energy input. A non-disturbing measurement would leave the state $|s\rangle \langle s|$ unchanged: in this limit the sum would reduce to the identity. The measurement of the demon does not meet this requirement, however, it can be shown to satisfy the relation [8]:

$$
\sum_s \sum_j \frac{\hat{M}^{(m)}_j |s\rangle \langle s| \hat{M}^{(m)}_j}{p(m|s)} = \hat{1},
$$

(39.16)

which can be taken as a generalization of the notion of non-disturbance. Invoking this and $\hat{U}_m \hat{U}^\dagger_m = \hat{1}$, one gets

$$
\sum_s p_0(SR|s, b, r)/p(m|s) = \text{Tr} \left[ |SR\rangle \langle SR| \hat{V} \left( \hat{I} \otimes |br\rangle \langle br| \right) \hat{V}^\dagger \right] = \sum_s p_0(SR|s, b, r)
$$

(39.17)

where $p_0$ is the probability distribution for the free evolution of the systems, i.e. without implementing measurement and conditional operations. The final result is obtained:

$$
\langle e^{\beta(W-I)} \rangle_f = \sum_v p_0(SR|s, b, r) p(s, b, r) e^{\beta W} = \langle e^{\beta W} \rangle_0.
$$

(39.18)

**Informational bound on work extraction** The bound (39.6) is hard to relate directly to measurable quantities. For this purpose, one can apply the concave log function to both sides of the equation, and use Jensen’s inequality:

$$
\beta \langle W \rangle_f - \langle I \rangle < \log \left\{ e^{\beta W} \right\}_0.
$$

(39.19)

It is convenient to act with the substitution $\{ e^{\beta W} \}_0 = e^{\beta \langle W \rangle_0} \{ e^{\beta(W-(W)_0)} \}_0$ to manipulate the expression above:

$$
\langle W \rangle_f - \langle W \rangle_0 < \beta^{-1} \langle I \rangle + \beta^{-1} \log \left\{ e^{\beta(W-(W)_0)} \right\}_0.
$$

(39.20)

In order to develop an intuition on these quantities, one can perform an expansion up to second order in $\beta$:

$$
\log \left\{ e^{\beta(W-(W)_0)} \right\}_0 = \beta^2 / 2 \text{Var}(W)_0 + \mathcal{O}(\beta^3),
$$

(39.21)

which is exact for Gaussian work distributions. This leads to the definition:

$$
\sigma(\beta, W) = \sqrt{2 / \beta^{-2} \log \left\{ e^{\beta(W-(W)_0)} \right\}_0},
$$

(39.22)
This coincides with the standard deviation of $W$ for a Gaussian distribution, and it is an approximation up to first order in $\beta$ for the general case. Equation (39.20) can then be rewritten as:

$$\langle W \rangle_f - \langle W \rangle_0 < \beta^{-1} \langle I \rangle + \beta \left[ \sigma(\beta, W) \right]^2 / 2. \quad (39.23)$$

Statistical considerations are drawn by taking into account $N$ runs of the experiment. Let $U_k$ denote the voltage created across the capacitor $C$ in the $k$th iteration: work extraction relies on storing the energy accumulated in the capacitor in a work reservoir. The capacitor is connected to a battery with voltage $U_0$: the charge $C(U_k - U_0)$ is transferred to the battery, increasing its energy by $CU_0(U_k - U_0)$. The voltage $U_0$ can be held as constant, since $U_k$ can be made arbitrarily small. The capacitor then relaxes to 0 voltage. Over the $N$ cycles the work extracted is $W^{(N)} = CU_0 \sum_k (U_k - U_0)$, while the mutual information gain is $I^{(N)} \equiv \sum_k I_k$. Consequently, the sum of voltages across the capacitor over $N$ runs is $U^{(N)} \equiv \sum_k U_k$. The energy scale with respect to the temperature is indicated by the parameter $\xi \equiv \beta C U_0$. If these expressions are inserted in (39.6), Jensen’s inequality is applied as above, one obtains:

$$\langle U^{(N)} \rangle_f - \langle U^{(N)} \rangle_0 < \xi^{-1} \langle I^{(N)} \rangle + \xi \left[ \sigma(\xi, U^{(N)}) \right]^2 / 2. \quad (39.24)$$

The voltages $U_k$ are independently and identically distributed, implying:

$$\left( e^{x U^{(N)}} \right)_0 = \left( e^{x U} \right)_0^N, \quad (39.25)$$

a general property of the moment generating function. Equation (39.22) results in the fact that $\left[ \sigma(\xi, U^{(N)}) \right]^2 = N[\sigma(\xi, U)]^2$. Furthermore, the properties hold: $\{U^{(N)} \} = N \langle U \rangle$ and $\{I^{(N)} \} = N \langle I \rangle$. Equation (39.24) then becomes

$$\langle U \rangle_f - \langle U \rangle_0 < \frac{1}{\xi} \langle I \rangle + \xi \left[ \sigma(\xi, U) \right]^2 / 2. \quad (39.26)$$

Since this holds for arbitrary $U_0$, minimization of the right-hand term of the inequality can be performed with respect to $\xi$, delivering the tightest bound:

$$\langle U \rangle_f - \langle U \rangle_0 < \min_{\xi} \left\{ \frac{1}{\xi} \langle I \rangle + \xi \left[ \sigma(\xi, U) \right]^2 / 2 \right\}. \quad (39.27)$$

For a Gaussian distribution of $U$, one has that $\left[ \sigma(\xi, U) \right] = \sqrt{\text{Var}(U)}_0$, thus

$$\min_{\xi} \left\{ \frac{1}{\xi} \langle I \rangle + \xi \left[ \sigma(\xi, U) \right]^2 / 2 \right\} = \sqrt{2I} \sqrt{\text{Var}(U)_0}. \quad (39.28)$$
and, using the definition of work in the setup
\[
\frac{\vert \langle W \rangle_f - \langle W \rangle_0 \vert}{\sqrt{\text{Var}(W)_0}} < \sqrt{2 \langle I \rangle}.
\] (39.29)

The bound given by (39.28) is a stronger version of in (39.27), which is valid for small values of \( \langle I \rangle \).

**Bounding the extractable work by separable quantum state** We start by considering a generic separable quantum state in the form \( \rho = \sum_i p_i \rho^A_i \otimes \rho^B_i \), where \( \rho^A_i \) and \( \rho^B_i \) are a set of local state at Alice’s and Bob’s locations, jointly showing with probability \( p_i \). When measuring the observables \( \hat{A} \) and \( \hat{B} \), one can introduce two operators \( \hat{A}^1 \) and \( \hat{A}^0 \) such that the probabilities for Alice to get the outcome \( j \) are given by \( p^A_j = \sum_i p_i \text{Tr}[\hat{A}^j \rho^A_i] \), and similarly for Bob’s side. This allows to express the conditional entropy in terms of the conditional probabilities \( p(B^0|A^j) \) as \( H(B|A) = \sum_j p^A_j H(p(B^0|A^j)) \). Bayes’ theorem can be invoked to find the conditional probability as:
\[
p(B^0|A^j) = \frac{p(A^j, B^0)}{p^A_j} = \frac{\sum_i p_i \text{Tr}[\hat{A}^j \rho^A_i] \text{Tr}[\hat{B}^0 \rho^B_i]}{p^A_j} = \frac{\sum_i p_i p^A_{j,i} p^B_{0,i}}{p^A_j},
\] (39.30)

where the shorthand notation has been introduced \( p^A_{j,i} = \text{Tr}[\hat{A}^j \rho^A_i] \) for Alice, and similarly for Bob. This leads to
\[
H(B|A) = \sum_j p^A_j H\left(\frac{\sum_i p_i p^A_{j,i} p^B_{0,i}}{p^A_j}\right) \\
\geq \sum_j \sum_i p_i p^A_{j,i} H(p^B_{0,i}) = \sum_i p_i H(p^B_{0,i}),
\] (39.31)
due to the concavity of Shannon entropy. The inequality is saturated when a single component is present: \( \rho = \rho^A_0 \otimes \rho^B_0 \), and \( H(p^B_{0,0}) \) is minimal for a pure state. QED.
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Chapter 40
Maxwell’s Demon in Superconducting Circuits

Nathanaël Cottet and Benjamin Huard

40.1 Introduction

The past decades have seen the development of superconducting circuits based on Josephson junctions as one of the most promising platforms for quantum information processing [1]. Owing to their high level of control in both their design and their manipulation, they naturally constitute a convenient testbed of fundamental properties of quantum mechanics. Superconducting circuits reach strong coupling with microwave light, allowing quantum-limited amplification [2], strong Quantum Non Demolition measurement [3], weak measurement [4, 5], quantum feedback [6], and the observation of quantum trajectories [7]. From a quantum thermodynamics point of view, this high level of control gives full access to the dynamics of energy and entropy flows between the different parts of the experimental system. Up to now, three experimental realizations of a Maxwell’s demon have been achieved using superconducting circuits in the quantum regime [8–10]. They all consist of a 3D-transmon qubit dispersively coupled to a 3D cavity waveguide measured at cryogenic temperatures around 20 mK [11]. The characteristic frequencies of such systems are in the microwave range.

Szilard reformulated the original Maxwell’s demon gedanken experiment in the case of a single molecule in a two sided box [12, 13]. In general, one can cast the experiment in terms of five components with different roles: system, demon, two thermal baths and battery. At the beginning of each thermodynamic cycle, the system is thermalized to its thermal bath. The demon then acquires information on
the system to extract work, which can then charge a battery. The apparent possibility to extract work out of a single heat bath vanishes when considering the need to reset the demon state in order to close the thermodynamic cycle [14, 15]. One way to reset the demon state consists in thermalizing it with a hidden thermal bath at the end of the cycle, or by actively resetting its state at the expense of external work. There are plenty of ways to transfer information, extract work and thermalize the system. From an experimental perspective, the manner work and entropy flows are measured or inferred is also crucial since the measurement of a quantum system is inherently invasive. This chapter will therefore focus on the existing experimental realizations that illustrate what superconducting circuits can bring to quantum thermodynamics. The chapter is organized as follows. We first introduce the reader to the field of circuit Quantum Electro-Dynamics. Then we present the spirit of the three existing experiments before describing the particular experimental realizations in details.

40.1.1 Introduction to Circuit-QED

In this section, we provide a brief introduction to circuit-QED. The interested reader is advised to look into a recent review on the subject [16, 17].

A superconducting qubit that is coupled to a cavity can reach two main regimes of interest. First, close to resonance, they can swap excitations, which results in vacuum Rabi splitting. In this chapter, we focus on the opposite regime, where the cavity-qubit detuning is much larger than their coupling rate. This so called dispersive regime can be described by the Hamiltonian [18]

$$H_{\text{disp}} = \frac{\hbar \omega_q}{2} \sigma_z + \hbar \omega_c a^\dagger a - \hbar \frac{\chi}{2} a^\dagger a \sigma_z,$$

(40.1)

where $a$ is the annihilation operator of a photon in the cavity, $\omega_q$ (respectively $\omega_c$) the frequency of the qubit (resp. cavity), and $\sigma_z$ the Pauli matrix of the qubit along $z$. The two first terms represent the Hamiltonians of the qubit and cavity, while the last term describes the coupling between them. Compared to the case of the ground state of both qubit and cavity, the interaction induces a frequency shift $-\chi$ of the cavity when the qubit is excited while the qubit frequency is shifted by $-N\chi$ when the cavity hosts $N$ photons. Thanks to this coupling term it is possible to entangle the qubit and the cavity and hence to transfer information between the two. Moreover, when the cavity is coupled to a transmission line, this information can be either dissipated in the environment or collected into a measurement apparatus.

The state of the qubit and cavity is controlled using microwave drives on or near resonance with either the qubit or the cavity. Let us consider first a drive near qubit frequency at $\omega_q - \delta$. Without loss of generality one can set the phase of the drive so that it is along the $y$-axis of the Bloch sphere. In the rotating frame of the drive and only keeping the slowly rotating terms (rotating wave approximation) the Hamiltonian becomes
where $\Omega_q$ is proportional to the amplitude of the drive. This Hamiltonian induces Rabi oscillations of the qubit around an axis, which depends on the number of photons in the cavity. Energetically the qubit undergoes cycles of absorption where work is absorbed from the drive and stimulated emission where work is emitted in the drive. Similarly a drive near cavity frequency at $\omega_c - \Delta$ gives the following Hamiltonian

$$
H^c_{\text{driven}} = \frac{\hbar}{2} \left( \Delta - \frac{\chi}{2} \sigma_z \right) a^\dagger a + \Omega_c (a + a^\dagger),
$$

(40.3)

where the complex drive amplitude, proportional to $\Omega_c$, is here chosen to be positive. The result is a displacement of the cavity field that depends on the state of the qubit. Assuming the cavity is initially in vacuum it results in the preparation of a coherent state $|\alpha_g\rangle$ (respectively $|\alpha_e\rangle$) in the cavity when the qubit is in the ground (respectively excited) state. Note that two coherent states are never fully orthogonal ($\langle \alpha_e | \alpha_g \rangle \neq 0$) so that they cannot perfectly encode the qubit state.

All the processes described so far are unitary. In the Zurek description of a quantum measurement [19], driving the cavity corresponds to a premeasurement of the qubit state. The information stored in the cavity eventually escapes towards the transmission line, and can therefore be amplified and detected by classical detectors hence terminating the measurement process of the qubit’s state. In the dispersive regime, the observable $\sigma_z$ commutes with the qubit-cavity Hamiltonian (40.1), ensuring that the measurement is Quantum Non Demolition.

### 40.1.2 Description of the Existing Experiments

All three experimental realizations presented in this chapter share the common feature of using the qubit as the system. Its state is measured by the demon (of different nature depending on the experiments) thanks to the coupling term of the dispersive Hamiltonian (40.1). Work is extracted through a pulse on resonance with the qubit that induces a rotation of the qubit. The pulse acts as the battery\(^1\) and is powered-up when the qubit is flipped from a high-energy state to a lower-energy one.

Masuyama et al. [8] base their Maxwell’s demon on a measurement-based feedback scheme. After initialization, the qubit is measured and feedback control is used conditionally on the result of the measurement in the following way: whenever the qubit is measured in $|e\rangle$, a $\pi$-pulse flips it back to the ground state and transfers one

\(^1\)Strictly speaking, the battery is the propagating electromagnetic mode that contains the pulse. It can both store and use the energy it contains, hence qualifying as a battery. Indeed, it can store the excitation of a qubit or of a classical cavity field as described in the text. Moreover, if it interacts with an other distant ancillary qubit or cavity in its ground state, it can provide work to excite it. In the text, the qubit extracted work is used to amplify the pulse in the battery.
Fig. 40.1 Demon whose action is based on a single measurement. ① After qubit initialization, a pulse at cavity frequency is transmitted through the cavity so that its phase encodes the state of the qubit. ② This information is recorded by a classical measurement apparatus acting as the demon. ③ A feedback $\pi$-pulse is applied conditioned on the measurement outcome in order to extract work.

quantum of work to the battery. In contrast when the qubit is measured in $|g\rangle$ no pulse is applied. The operation time of the sequence is much faster than the thermalization time of the qubit with the rest of the environment so that the whole process can be considered adiabatic. In this experiment the demon is therefore the classical measurement apparatus and information is acquired and stored into a classical memory (Fig. 40.1). An interesting twist is added by the possibility to use a weak measurement for the feedback control input. Masuyama et al. are then able to demonstrate the role of mutual information in the second law for quantum systems.

Naghiloo et al. [9] also present a Maxwell’s demon based on a classical detector. In their case the demon tracks the quantum trajectory of the qubit thanks to time-resolved measurement records. In this case, after initialization, the qubit is driven on resonance while a weak measurement tone is applied at cavity frequency. The qubit state is then reconstructed using the measurement records based on the stochastic master equation (see Appendix). This classical detector acts as a demon that uses its knowledge on both the qubit excitation and coherences to apply an optimal feedback pulse that flips the qubit to the ground state hence extracting work out of the qubit (Fig. 40.2). Importantly in this experiment, the qubit exchanges work with the qubit drive during the measurement process. Using the quantum trajectory, one can determine how much work is exchanged at each time step. Interestingly, this amount of work cannot be controlled and present a stochastic behavior (see Chap. 15). This experiment confirms the crucial role of mutual information in the second law for quantum systems.
Fig. 40.2 Trajectory based demon. ① After initialization, the qubit is driven at $\omega_q$ while a weak tone at $\omega_c$ measures its state. ② The information is recorded in a time-resolved way, allowing the demon to reconstruct the quantum trajectory of the qubit in the $XZ$ plane of the Bloch sphere. ③ Based on this information, an optimized feedback pulse is applied to flip down the qubit to the ground state and extract work.

In the previous experiments, the demon is a classical black box. The resolution of the paradox of the Maxwell demon involves the acknowledgment of the demon’s information as a physical object. In order to analyze the inner dynamics of the demon and even probe its quantum coherence, Cottet, Jezouin et al. [10] demonstrated an autonomous Maxwell’s demon in the quantum regime (classical autonomous demons using single electron transistors are discussed in Chap. 37). After initialization in a thermal or a superposed state, a pulse at $\omega_c$ is applied on the cavity and displaces it conditioned on the qubit being in the ground state. It is followed by a $\pi$-pulse at $\omega_q$ that flips the qubit conditioned to the cavity hosting 0 photon. This sequence is realized in a time smaller than the lifetimes of both the qubit and cavity so that the information stored in the cavity does not have the time to escape into the transmission line. Therefore the demon is here the cavity whose quantum state could be measured in a quantum state that exhibits quantum coherences (Fig. 40.3). Another particularity of this experiment is the direct measurement of the work extracted into the battery. The other experiments use a Two Point Measurement protocol, which is described below.
40.2 Quantum-Classical Demon

40.2.1 Inferring Work and Tuning the Measurement Strength

Before detailing how fluctuation relations can be investigated using superconducting circuit based quantum-classical demons, we discuss two key tools for the realization of these experiments.

40.2.1.1 Inferring Work from Two Point Measurement

Acquiring information on a quantum system is known to be invasive: if the quantum system is not in an eigenstate of the measured observable, the outcome of the measurement is non deterministic and the system state changes following measurement. Work is not an observable [20]. Therefore quantifying the work done on a quantum system is subject to interpretation. However, there is one case that does not suffer from these inconsistencies. It is the work done on a system that starts from an eigenstate of the Hamiltonian, evolves adiabatically and ends up in an eigenstate of the Hamiltonian. In the Two-Point Measurement (TPM) scheme [21, 22], the adiabatic evolution takes place between two projective measurements of the Hamiltonian at times $t_i$ and $t_f$ leading to measurement outcomes indicating the energies $E(t_i)$ and $E(t_f)$ so that the extracted work (positive when the system provides work) is defined by the change of energy $W = E(t_i) - E(t_f)$. Note that lifting the adiabatic
assumption leads to an additional contribution in the change of energy coming from
the exchange heat. This TPM scheme allows to recover thermodynamics fluctuation
relations such as the Jarzynski equality in the case of classical information acquired
on a quantum system.

The two experiments of Masuyama et al. [8] and Naghiloo et al. [9] both use a
TPM scheme to infer the work exchanged between the qubit and the battery. Note
that a strong assumption of this TPM scheme is the adiabatic nature of the evolution
between projective measurements. For the above experiments, it requires that the
operation time (about 0.01–1 µs) is much smaller than the thermalization time of the
qubit, which is given by the qubit lifetime $T_1$ (about 10–100 µs).

40.2.1.2 Weak and Strong Measurements

We have discussed in the introduction on circuit-QED the way dispersive measure-
ment operates. A big asset of circuit-QED for implementing a Maxwell demon is the
possibility to arbitrarily tune the amount of information that the demon extracts from
the qubit. This skill arises from the fact that the two cavity coherent states $|\alpha_{g,e}\rangle$
corresponding to the qubit in $|g\rangle$ or $|e\rangle$ are not orthogonal. More precisely, their overlap
is $|\langle \alpha_e | \alpha_g \rangle| = e^{-|\alpha_e - \alpha_g|^2/2}$. When the cavity is coupled to a transmission line at a rate
$\kappa$, the measurement rate [23], i.e. the rate at which information about the qubit state
leaks towards the transmission line, is given by $\Gamma_m = \kappa |\alpha_e - \alpha_g|^2/2 \propto \Omega_c^2$ where $\Omega_c$
is a drive strength that appears in Eq. (40.3) and is proportional to the drive amplitude.
The measurement rate does not necessarily quantifies how much information is effec-
tively acquired by the measurement apparatus at the other end of the transmission
line. It just sets an upper bound by describing the case of a perfect measurement, and
thus corresponds to the measurement induced dephasing rate. Taking into account the
finite efficiency $0 \leq \eta \leq 1$ with which information is transmitted between the trans-
mision line input and the final detector, one can more generally write the effective
rate at which information about the qubit is acquired by the detector $\Gamma_m^{\text{eff}} = \eta \Gamma_m$. For
a given measurement duration $t_m$, the measurement is said to be weak (respectively
projective) when $\Gamma_m t_m < 1$ (resp. $\Gamma_m t_m \gg 1$). The strength of the measurement can
be experimentally tuned by choosing the drive strength $\Omega_c$ (see Fig. 40.4).

40.2.2 Probing Quantum Fluctuation Theorems with Weak Measurements

40.2.2.1 Jarzynski for a Discrete Weak Quantum Measurement

One of the main interest of the experiment of Masuyama et al. is that it puts to the
test [8] the Sagawa-Ueda quantum generalization of the Jarzynski equality where a
so-called Quantum-to-Classical mutual information plays a key role (see Ref. [24]
Fig. 40.4  Weak to strong measurement of a qubit. (top) When driven at resonance, the cavity hosts a coherent state $|\alpha_{g,e}\rangle$ that depends on the qubit state. Each disk represents the Gaussian distribution of the Wigner function of states $|\alpha_{g,e}\rangle$ in the phase space of the cavity mode quadratures. The disk radius corresponds to the vacuum fluctuations. (bottom) Histograms of the measurement outcomes for a detector that is sensitive to the quadrature encoding the qubit state in the cavity output field. When the drive amplitude $\Omega_c$ is small enough (left) the two states strongly overlap and the histograms are not well separated leading to a weak measurement. At larger $\Omega_c$ (right) the states and histograms are well separated and the measurement is strong.

and Chap. 10). Varying the measurement strength at which the demon extracts information about the system allows them to tune this mutual information and provides a relevant test of the equality. The demon first performs a weak or strong measurement that leads to a measurement outcome $k$. A projective measurement is then performed, leading to some outcome $y$, right afterwards so that the system gets either to the ground or to the excited state. Based on the outcome $k$ alone, the demon then sends a feedback pulse to the qubit in order to try to extract a quantum of work out of it. Following the work of Funo, Watanabe and Ueda (see Ref. [24] and Chap. 10) the quantity of information acquired by the demon during the measurement of outcome $k$ is given by the stochastic Quantum-to-Classical mutual information

$$I_{QC}(i, k, y) = \ln p(y|k) - \ln p(i),$$

(40.4)
where $p(i)$ is the probability to get the outcome $i$ during the first projective measurement of the TPM that surrounds the whole pulse sequence, $p(y|k)$ is the probability to measure the outcome $y$ during the projective measurement conditioned on $k$. $I_{\text{Sh}}(i) = -\ln p(i)$ is the stochastic Shannon entropy of the initially thermalized qubit. In the limit where the first measurement is strong and in the absence of decay of the qubit the two outcomes $k$ and $y$ match, therefore $p(y|k) = \delta_{y,k}$ and the stochastic mutual information $I_{\text{QC}}(i, k, y)$ is simply given by the stochastic Shannon entropy corresponding to the first measurement of the TPM.

In presence of feedback and when the initial and final Hamiltonian are identical, the work $W$ and the information $I_{\text{QC}}$ extracted from the system by the demon verify the following generalized Jarzynski equality (see Chap. 10)

$$\langle e^{\beta W - I_{\text{QC}}} \rangle = 1 - \lambda_{\text{fb}}$$

with $\beta = 1/k_B T$ the inverse temperature. This equality takes into account the absolute irreversibility induced by the measurement operation of the demon. It is done via the probability $\lambda_{\text{fb}}$ of irreversible events owing to the measurement. In the case of weak measurements irreversible events disappear because any forward events become possible, as unlikely as they can be. As a result $\lambda_{\text{fb}} = 0$ for weak measurements. The usual Jarzynski equality $\langle e^{\beta W} \rangle = 1$ can thus be simply generalized to the case of non zero stochastic mutual information by replacing $W$ by $W - k_B T I_{\text{QC}}$ in the equality.

Figure 40.5 shows experimental data of $\langle e^{\beta W - I_{\text{QC}}} \rangle$ and $\langle e^{\beta W} \rangle$ as a function of the feedback error probability $\epsilon_{\text{fb}}$ for a qubit initialized with approximately 10% of excited state (from [8]). It is defined as the probability that the projective measurement outcome $y$ does not match the weak measurement outcome $k$: $\epsilon_{\text{fb}} = p(y = e|k = g) + p(y = g|k = e)$. For strong measurement, the feedback process is almost error

![Fig. 40.5](image-url)
free ($\epsilon_{fb} \ll 1$), while when the measurement gets weaker and weaker, the error goes towards $\epsilon_{fb} = 50\%$. The latter value corresponds to the limit where the demon acts completely erratically because of its lack of information. The experiment shows that $\langle e^{\beta (W - I_{QC})} \rangle$ (blue dots) is almost equal to 1 no matter the strength of the measurement, while the uncorrected Jarzynski expression $\langle e^{\beta W} \rangle$ (red squares) only reaches 1 when the feedback reaches its highest error probability. This effect can be simply understood by the fact that a 50% error probability means that no information is acquired by the demon and therefore $I_{QC} = 0$. In contrast, the situation when the measurement is so strong that it can be considered as projective might look surprising. According to Eq. (40.5), when the feedback measurement is projective, one should expect irreversible events to appear, yielding $\lambda_{fb} > 0$ and implying $\langle e^{\beta W - I_{QC}} \rangle < 1$. Yet experimental data suggest otherwise, showing an average above one. The reason is to be found in qubit decay. First, as highlighted previously, the work has been assimilated to the energy change of the qubit in the TPM, resulting in a small overestimation of the work extracted from the qubit when it decays. Second, the qubit decay between the first TPM measurement and the two measurements $k$ and $y$ does not restrict forward processes and $\lambda_{fb}$ stays null even in the strong measurement limit. Equivalently the qubit decay means that $p(y|k)$ is never strictly equal to $\delta_{y,k}$, and hence $I_{QC}$ does not equal $I_{Sh}$ even in the strong measurement limit.

40.2.2.2 Jarzynski for Continuous Quantum Measurements

In the previous part, the weak measurement provides a single measurement outcome $k$ on which the feedback is conditioned. In all generality, the measurement record can be a continuous signal $\{V(t)\}_{0 < t < t_m}$ that lasts for some total duration $t_m$. Then how can the demon optimally extract work from the system and how to quantify the knowledge of the demon about the system? This is what the experiment of Naghiloo et al. [9] addresses. It is in fact possible to infer the qubit state $\rho_t$ at any time conditioned on the continuous measurement record (see Appendix and Ref. [25]). This is called a quantum trajectory. Importantly, the conditional density matrix $\rho_{t_m}$ at the end of the measurement encodes everything one needs to know to predict the statistics of any following measurement on the qubit. In their experiment, Naghiloo et al. chose to drive the qubit during the measurement so that $\sigma_X$ is non zero during the quantum trajectory. The information acquired by the demon then takes into account the fact that the demon not only has knowledge on the qubit energy expectation in $\sigma_Z$ as in the previous experiment but also in the qubit coherence in $\sigma_X$. The density matrix can always be written as $\rho_{t_m} = p_1|\psi_{t_m}\rangle\langle\psi_{t_m}| + p_0|\psi_{t_m}^+\rangle\langle\psi_{t_m}^+|$ for one particular pure qubit state $|\psi_{t_m}\rangle$ and its orthogonal one $|\psi_{t_m}^+\rangle$. Note that due to the limited efficiency of the detector (here $\eta = 30\%$), the quantum states are mixed and $p_1, p_0 < 1$. In order to optimally extract work out of the qubit, the demon needs to perform a pulse at the qubit frequency that brings $\rho_{t_m}$ to $\max(p_0, p_1)|g\rangle\langle g| + \min(p_0, p_1)|e\rangle\langle e|$. In their experiment, Naghiloo et al. [9] avoid the complexity of calculating the proper
pulse to send in real time by performing rotations around the y axis of the Bloch sphere with a random angle and then postselecting the right ones by postprocessing.

As we have seen above, in the case of a quantum system and a classical demon such as here, the fluctuation relation needs to take into account the stochastic mutual information $I_{QC}$. This quantity is determined in a slightly different manner from for a discrete weak measurement. If one were to perform an ideal projective measurement at time $t_m$ of the observable $|\psi_{tm}\rangle\langle\psi_{tm}|$, one would get an outcome $z' = 1$ with probability $p_{tm}(z' = 1) = p_1$ and $z' = 0$ with probability $p_{tm}(z' = 0) = p_0$. With similar notations, a projective measurement of the observable $|e\rangle\langle e|$ after the qubit is thermalized at the beginning of the experiment (time 0) leads to an outcome $z = 1$ with probability $p_0(z = 1) = (1 + e^{\beta\hbar\omega_q})^{-1}$ and $z = 0$ with probability $p_0(z = 0) = (1 + e^{-\beta\hbar\omega_q})^{-1}$. The stochastic mutual information [24] can then be written as

$$I_{QC}(z, z') = \ln p_{tm}(z') - \ln p_0(z). \quad (40.6)$$

The above expression is very similar to Eq. (40.4). This illustrates that the main difference between the experiments of Masuyama et al. and Naghiloo et al. is not so much in the discrete versus continuous measurement approach since in the end only the last quantum state $\rho_{tm}$ matters. It is in the fact that the first focuses on states that do not have any quantum coherence while the second extends the experiment to finite coherences by adding a drive during the measurement.

Concretely, after initialization in a thermal state, Naghiloo et al. perform the first TPM projective measurement and measure continuously and dispersively the qubit state while a drive resonating at the qubit frequency induces a rotation of the qubit in the Bloch sphere. A feedback pulse is then applied by a postselection based on the reconstructed quantum trajectory. The sequence is terminated by the second TPM measurement. While the strength of the measurement allowed to tune the stochastic mutual information in the work of Masuyama et al., here the authors decided to keep a constant measurement rate and vary the duration $t_m$ of the measurement. Noting that the free energy difference between the initial and final states is zero because the Hamiltonian is the same, the extracted work $W$ and demon information verify:

$$\sum_{z, z' \in \{0; 1\}} p_0(z) p_{tm}(z') e^{\beta\hbar\omega_q(z-z') - I_{QC}(z, z')} = \langle e^{\beta W - I_{QC}} \rangle = 1. \quad (40.7)$$

Experimentally, the work $W$ that is extracted both during the measurement under a drive and during the feedback pulse is determined using the TPM protocol. The inferred evolution of $\langle e^{\beta W - I} \rangle$ and $\langle e^{\beta W} \rangle$ are represented in Fig. 40.6 as a function of the measurement duration $t_m$ for a qubit initially at equilibrium at a temperature $\hbar\omega_q/4k_B$. As in the experiment by Masuyama et al., the generalized Jarzynski equality is indeed verified. This demonstrates that the feedback pulse is indeed applied the right way and validates the definition of information.
40.2.3 Information Loss During Weak Measurements

Beyond Jarzynski equalities, the information acquired by the demon exposes the differences between a weak measurement in the $Z$ direction with or without a drive at the qubit frequency.

Masuyama et al. show the evolution of $\langle I_{QC} \rangle$ as a function of the feedback error probability $\epsilon_{fb}$. When the collected information is maximal (or equivalently the feedback error probability is zero) the mutual information does not quite reach $\langle I_{Sh} \rangle$ due to the finite decay of the qubit. As expected the average of the demon information decays to zero as the feedback error probability goes up.

Similarly Naghiloo et al. compute the information acquired by the demon in the case of a continuous measurement when the qubit starts in a thermal state $\rho_{0}$. Since the qubit is not actually projectively measured after time $t_{m}$, one needs to sum over the different possible outcomes $z$ and $z'$ and gets for a single measurement record $\{V(t)\}$,

$$
\langle I_{QC} \rangle_{\{V(t)\}} = \sum_{z, z' \in \{0, 1\}} p_{0}(z) p_{tm}(z') I_{QC}(z, z')
$$

where $S(\rho) = -\text{Tr}(\rho \ln \rho)$ denotes the Von Neumann entropy. The information acquired by the demon over a trajectory is hence simply the difference between the initial and final entropies of the qubit. When the quantum efficiency $\eta$ is 1, no information about the system is lost during the continuous measurement. The qubit state that is reconstructed from the measurement records using the stochastic master Eq. (40.11) conserves its initial purity. Since experimentally $\eta \approx 30\%$, information is lost in the environment. If the lost information is larger than the gained information during the measurement one gets $\langle I_{QC} \rangle_{\{V(t)\}} < 0$. This is the case when the initial state is close to a pure state: during the trajectory the state loses its coherence and hence purity because of the imperfection of the measurement, increasing its entropy. On the other hand when the initial state is close to the most entropic state, the measurement purifies the state of the qubit and the final entropy becomes smaller than...
the initial one. This transition has been experimentally observed and can be seen in Ref. [9] where the mutual information goes from positive to negative values.

40.3 Autonomous Demon

40.3.1 Coherent Information Transfer and Work Extraction

In the two experiments presented previously the information has to leave the quantum world to be recorded and used in the feedback process of the demon. Yet, it is possible to realize a fully quantum experiment where the demon itself is a quantum system. This is a case where the control is deterministic and unconditional hence without any feedback based on measurement. Instead built-in conditional operations need to be designed for the demon to operate by autonomous feedback. In the dispersive Hamiltonian (40.1), when \( \chi \) is larger than the linewidths of both the qubit and cavity, a regime known as photon-resolved [26], it becomes possible for a pulse at a given frequency to excite the cavity (respectively qubit) conditionally on the number of excitations in the qubit (respectively cavity). More precisely a drive at \( \omega_c \) displaces the cavity only if the qubit is in its ground state, while a drive at \( \omega_q - N\chi \) flips the qubit only when the cavity hosts exactly \( N \) photons.

This autonomous quantum Maxwell demon was realized in Ref. [10]. Initially we assume the cavity to be in the vacuum state \( |0\rangle \) as thermal excitations can be neglected. After initialization of the qubit in a thermal or in a superposition of energy eigenstates, a pulse at \( \omega_c \) is applied with a duration chosen to be larger than \( \chi^{-1} \) to ensure selectivity. The cavity thus ends up either in \( |\alpha_e\rangle = |0\rangle \) if the qubit is excited, or ideally in a coherent state \( |\alpha_g\rangle = |\alpha\rangle \) if the qubit is in the ground state. Since the process follows a unitary evolution, an initial superposed state like \((|e\rangle + |g\rangle)/\sqrt{2}\) results in an entangled state \((|e\rangle |0\rangle + |g\rangle |\alpha\rangle) / \sqrt{2}\). Consequently, a \( \pi \)-pulse at \( \omega_q \) flips the qubit only if the cavity hosts 0 photon. It is always the case when the qubit is excited, and it happens with a probability \( |\langle 0 |\alpha\rangle|^2 = \exp(-|\alpha|^2) \) when the qubit is in the ground state. If \( \alpha \gg 1 \), the demon distinguishes well between ground and excited states and the qubit always ends up in the ground state. Consequently, the information about the qubit state makes the energy exchange of 1 quantum of work between the drive pulse and the qubit unidirectional: the drive is either reflected without loss of energy (if the qubit has no energy to offer) or contains one extra stimulated-emitted photon (if the qubit is in \( |e\rangle \)). A positive net extraction of work is thus ensured at \( \alpha \gg 1 \). In the case of an initially superposed qubit, the conditional \( \pi \)-pulse disentangles the qubit and the cavity so that the cavity ends up a state \((|0\rangle + |\alpha\rangle) / \sqrt{N}\). Therefore the conjugation of conditional displacement and \( \pi \)-pulse swaps the qubit and cavity states and performs a coherent information transfer from the qubit to the cavity. On the other hand if \( \alpha \) is not large enough, the conditional \( \pi \)-pulse does not fully disentangle the qubit and the cavity, the information transfer is imperfect and as a result the work extracted is smaller. Similarly to what has been done in Ref. [8],
the quantity of information transferred to the demon can be tuned by varying the amplitude of the displacement $\Omega_\epsilon$ or, equivalently, the mean number of photons in the cavity $\bar{n}$.

### 40.3.2 Information Transfer

In our work [10], the whole sequence is terminated by a full tomography of the final qubit (system) state $\rho_S$ using a set of projective measurements. The evolution of the final Von Neumann entropy of the qubit $S_S = -\text{Tr}(\rho_S \ln \rho_S)$ with $\sqrt{\bar{n}}$ is represented in Fig. 40.7 for various initial states of the qubit, either in a thermal or superposed state. Its evolution exhibits a clear quantum feature that highlights the quantumness of the demon. The entropy of the qubit first goes to a maximum before eventually decreasing. This increase of entropy manifests the residual presence of entanglement between the qubit and the cavity after the work extraction pulse: when measuring the state of the qubit only, one discards the information encoded in the cavity and gets a more entropic qubit. Within the interpretation of the experiment in terms of Maxwell’s demon, this large qubit entropy means that the demon operates erratically due to the partial quantum information it gets on the qubit. It is not the case when $\bar{n} \ll 1$, because then the conditional $\pi$-pulse at $\omega_q$ is always on resonance. The behavior of the demon becomes perfectly predictable and does not affect the entropy of the qubit. In the limit of large $\bar{n}$ however, the information transfer is large enough so that the demon lowers the entropy of the qubit. The residual entropy is mostly due to the parasitic thermalization of the qubit with the environment during the sequence.

When the demon’s memory is a quantum system, such as the cavity here, it becomes possible to realize a full quantum tomography of its state and to uncover its quantum coherences. In our experiment [10], we used the qubit to perform a tomography of the cavity at the end of the sequence based on generalized Husimi Q-functions measurement and state reconstruction [27]. Because we used a single

---

**Fig. 40.7** (Figure from Ref. [10]) Final measured Von Neumann entropy of the system as a function of the amplitude of the cavity displacement drive amplitude (labeled $\alpha_{in}$), which tunes the information quantity that the demon extracts from the qubit.
qubit as the system and as a tomographic tool, it is necessary to be certain that the qubit is in the ground state before starting the tomography. For that reason, the range of cavity displacement amplitudes where one can reconstruct the state of the cavity is limited to the cases where the demon cools efficiently the qubit close to its ground state. In particular, the technique does not allow us to measure the variations of the demon’s information with the displacement drive amplitude. Such a measurement would be possible if one would use another ancillary qubit just to perform the cavity tomography (for instance with an architecture as in Ref. [28]). The magnitude of the elements of the reconstructed density matrix of the cavity $\rho_D$ is represented in Fig. 40.8 in the Fock state basis for 4 different initial qubit states: (a) ground, (b) excited, (c) superposed and (d) thermal at infinite temperature. As expected, the cavity contains a large number of photons when the qubit is initially in the ground state ($\bar{n} \approx 4.6$) and stays in vacuum when the qubit is initialized in the excited state. The coherence of the process arises when comparing the superposed case and the thermal one. When the qubit is initially superposed, the cavity ends up with non-zero

![Figure 40.8](image)

**Fig. 40.8** (Figure from Ref. [10]) Amplitude of the elements of the reconstructed density matrix of the cavity (demon’s memory) in the Fock states basis after the sequence for a qubit initialized in the (a) ground state, (b) excited state, (c) superposed state and (d) thermal state at infinite temperature.
off-diagonal terms of the form $\langle 0|\rho_D|m \rangle$, $m \in \mathbb{N}^*$, showing coherences between the vacuum and the displaced state. These off-diagonal terms are zero in the thermal case.

From the reconstructed density matrix of the demon $\rho_D$ one can infer its von Neumann entropy in an attempt to quantify the amount of information stored in the cavity. It is indicated on Fig. 40.8. Surprisingly its state is very entropic except when it is in vacuum. This is due to the conjugated effect of the unwanted qubit induced non-linearity in the cavity and of dissipation. As a result the displacement produces an entropic state instead of a coherent state. Yet, the comparison of the superposed and thermal cases shows that the cavity entropy in this case indeed reflects the initial entropy of the qubit, with the superposed state resulting in a less-entropic cavity than the thermal one. However, besides highlighting quantum effects in the transfer of information, it is not possible to perform an information balance between the qubit and the cavity. This is only due to the fact that the information on the two-dimensional qubit is encoded in a multi-level system, the cavity, which does not remains pure due to the aforementioned parasitic nonlinearities. With this type of encoding, the only relevant information for the demon to operate efficiently is whether or not the cavity is in $|0\rangle$. Therefore, one could think of a better definition for the stored information in such a way that it would eliminate the irrelevant contribution of entropy in the excited states of the cavity.

### 40.3.3 Direct Work Measurement

Interestingly, it is possible to perform a direct measurement of the work extracted by the demon without resorting to the TPM process. It is done by directly recording the power contained in the reflected $\pi$-pulse. Given the small energy of a single microwave photon, the use of quantum limited Josephson amplifiers was instrumental [2]. To do so in Ref. [10, we amplify the reflected pulse by a Josephson Parametric Converter (JPC) [29]. It amplifies the two field quadratures by the same amount and as a result acts as a phase-preserving amplifier. After amplification the field is digitized and the average instantaneous power at $\omega_q$ is extracted. Denoting as $a_{in, out}$ the annihilation operator of a photon propagating in the transmission line towards (respectively from) the cavity, one can simply express the power extracted from the qubit $P_{ext}$ by the difference between the photon rate that is sent and the one that is reflected $P_{ext} = \hbar \omega_q (\langle a_{out}^\dagger a_{out} \rangle - \langle a_{in}^\dagger a_{in} \rangle)$. Besides one can write the propagating number of photons in the transmission line in terms of qubit operators [30]

$$\frac{P_{ext}}{\hbar \omega_q} = \gamma_a \frac{1 + \langle \sigma_z \rangle}{2} + \frac{\Omega_q}{2} \langle \sigma_x \rangle,$$

where $\gamma_a$ is the emission rate of the qubit towards the transmission line and $\Omega_q$ is the Rabi frequency as defined in Eq. 40.2. The first term is proportional to the probability to find the qubit in the excited state and thus corresponds to spontaneous emission of the qubit. To understand the second one, let us integrate it over half a Rabi oscillation.
In the absence of losses ($\Omega_q \gg \gamma_a$), if the qubit goes from $|g\rangle$ to $|e\rangle$, one would find $-1$, and $+1$ for a qubit going from $|e\rangle$ to $|g\rangle$. Therefore, in case of negligible loss during the pulse, this term quantifies the coherent energy exchanges between the drive and the qubit through absorption/stimulated emission cycles.

Experimentally the reflected signal is decomposed into short time bins and integrated to get the extracted work $W = \int_{0}^{\pi/\Omega_q} P_{\text{ext}} dt$. The evolution of the extracted work with the number of photons contained in the demon is represented in Fig. 40.9 as well as the variation of the qubit internal energy $\Delta U = E(t_i) - E(t_f)$ obtained from the qubit tomography, which is equivalent to a TPM in the case of projective measurement along $\sigma_Z$. As expected the extracted work is negative when the demon does not distinguish the ground from the excited state, and becomes positive as the number of photons in the cavity increases. The direct work measurement and the qubit energy change measurement are not obtained for the exact same pulse sequences due to technical issues in the work measurement (see supplementary material of [10]). A consequence is that the superposed state prepared in the two cases is not exactly the same, as represented in the Bloch sphere projections in the $XZ$-plane in insets. Nevertheless the agreement between the two independent measurements is remarkable.

40.4 Conclusion

40.4.1 Summary on Already Realized Experiments

The three experimental realizations of a quantum Maxwell’s demon presented in this chapter demonstrate that superconducting circuits constitute a useful and versatile testbed for quantum thermodynamics. They make possible the experimental
Table 40.1 Status of the three existing experiments on quantum Maxwell’s demon using superconducting circuits at the time of this writing.

<table>
<thead>
<tr>
<th>Nature of the demon</th>
<th>Masuyama et al. [8]</th>
<th>Naghiloo et al. [9]</th>
<th>Cottet, Jezouin et al. [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutual information knob</td>
<td>Cavity drive amplitude</td>
<td>Measurement duration</td>
<td>Cavity drive amplitude</td>
</tr>
<tr>
<td>Work determination</td>
<td>Inferred from TPM</td>
<td>Inferred from TPM</td>
<td>Direct power measurement</td>
</tr>
<tr>
<td>Fluctuation relation</td>
<td>Sagawa-Ueda equality for weak to strong measurement</td>
<td>Jarzynski equality with quantum trajectories</td>
<td>No measure of mutual information</td>
</tr>
<tr>
<td>Information evolution</td>
<td>Classical information</td>
<td>Information loss causing $\langle I \rangle \leq 0$</td>
<td>Differing demon entropies for thermal and quantum cases</td>
</tr>
</tbody>
</table>

Validation of thermodynamical equalities in the context of various measurements: strong, weak, quantum trajectories or coherent transfer to an ancillary quantum system. The main features of these three experiments are shown in Table 40.1. On the basis of this table, we can foresee directions towards which future experimental realizations with superconducting circuits could go. A direct work measurement (using direct microwave measurement of the released energy [10], calorimeters [31] or other techniques) coupled to a demon using classical information would give access to the influence of irreversible events and how they arise when the measurement becomes strong. Coupled to quantum trajectory measurements, a direct work measurement through fluorescence would allow one to precisely quantify and separate the flows of heat and work during the trajectory and the feedback pulse. Finally in the case of quantum demon memories, the use of an ancillary qubit would allow one to perform joint measurements of the states of the qubit and cavity, and hence to quantify the mutual information between them at any measurement strength. This would lead to the experimental measurement of a fully quantum Jarzynski equality in the presence of quantum coherence.

40.4.2 Theoretical Proposals

Over the past ten years few theoretical proposals have designed experiments based on superconducting circuits to probe further the physics of Maxwell’s demon in quantum mechanics. First, it has been suggested to use superconducting circuits to realize a quantum Otto engine [32, 33], by using the tunability of the coupling between two charge qubits. A second important use of superconducting circuits is the possibility to quickly tune their frequency, allowing a demon to extract work from the system up to the Landauer bound $k_B T \ln 2$. Such as scheme was proposed by
Pekola et al. [34] for a single qubit using Landau-Zener transitions and measurement based feedback. In the three existing experiments, the energy levels of the qubit were fixed and it was thus impossible to saturate the bound. More precisely the maximal work extracted by the demon from a fixed-frequency qubit is equal to the initial mean energy of the qubit: \( W_{\text{max}} = \hbar \omega_q p_e \) where \( p_e \) denotes the initial probability to find the qubit in the excited state. At thermal equilibrium at temperature \( T \) it reads \( p_e = 1/(1 + \exp(\hbar \omega_q / k_B T)) \) and the ratio of work over Landauer bound reads at best

\[
\frac{W_{\text{max}}}{k_B T \ln 2} = \frac{\hbar \omega_q / k_B T}{\ln 2(1 + e^{\hbar \omega_q / k_B T})}
\]

and reaches a maximum determined numerically around 40%. However allowing to tune the energy levels of the qubit during the sequence leads to saturating the bound. First, the initial sequence is left unchanged: the qubit is thermalized at fixed frequency \( \omega_1 \), then measured and flipped to the ground state (whether or not the demon is classical does not change the energy balance here). As already stated, this technique extracts at best a work \( W_1 = \hbar \omega_1 p_e \). Second, the energy levels are shifted adiabatically to a frequency \( \omega_2 \) so that \( \hbar \omega_2 \gg k_B T \). Since the qubit is in the ground state, this process can be done without any expense of external work. Third, the energy levels are brought back quasi-statically to the initial frequency \( \omega_1 \). This has to be done slowly enough so that the qubit is always at equilibrium with the heat bath at temperature \( T \). This process extracts a work \( k_B T \ln 2 - W_1 \) and hence the total work extracted from the qubit reaches the bound. More generally, using tunable qubits leads to designing thermal machines able to operate at the Carnot efficiency. Josephson junction circuits offer such a tunability by the application of an external magnetic flux through a loop of two junctions [16, 17]. Various theoretical proposals suggest to use this tunability to perform Otto thermal machines operating either as engines or refrigerators [35, 36]. Owing to the possibility to perform single-shot measurements, superconducting circuits could exhibit the role of information transfers in such systems.

In most of proposed realizations of Maxwell’s demon, the information about the system is used to extract work from a single heat bath. This process is not the only apparent violation of the second principle: an information-powered refrigerator would apparently violate the second principle as well. Campisi et al. [37] proposed to use superconducting circuits coupled to calorimetric measurements to generate an inverse heat flow from a cold bath to a hot one. Each bath is modeled as an RLC resonator with a frequency that can be tuned by an external flux and at temperatures \( T_{c,h} \), with \( T_c < T_h \). Both resonators are inductively coupled to the same superconducting qubit. Recently developed calorimeters [38–40] allow to detect when an excitation leaves or enters each resistor, and provide the information acquired by the demon. Initially the cold bath and the qubit in its ground state are on resonance and the hot bath is far from resonance, inhibiting the effective coupling between the bath and the qubit. A calorimeter can detect the transfer of an excitation from the cold bath to the qubit. Such an event triggers, by measurement based feedback, pulses on two control fluxes that bring the hot bath in resonance with the qubit and put the cold
bath out of resonance. The qubit eventually releases its excitation into the hot bath. This event is detected by the heating of the hot resistor through a second calorimeter and a second feedback control is applied to bring the system back to its initial state, hence closing the thermodynamic cycle.

When measuring the state of the qubit, it is interesting to consider cases where the demon does not measure its state in the energy basis, i.e. along the z-axis of the Bloch sphere. A measurement that would project the qubit in a coherent superposition \([41, 42]\) would instead allow for more work extraction than classically allowed, by using the quantum coherence as a resource. Elouard et al. \([43]\) studied the case of a demon measuring the state of a superconducting circuit in the x-direction. The qubit is initialized in \((|g\rangle + |e\rangle)/\sqrt{2}\) then measured strongly along the x-axis in a stroboscopic way, and as a result is projected each time onto \((|g\rangle \pm |e\rangle)/\sqrt{2}\). Between the measurements the qubit is driven on resonance during a time \(\tau\) with a Rabi frequency \(\Omega_1\) and extracts positive work from the qubit if it was initially in \((|g\rangle + |e\rangle)/\sqrt{2}\). In the limit where \(\Omega_1\tau \ll 1\), the qubit has almost not evolved between two consecutive measurements and is re-projected with a very high probability on \((|g\rangle + |e\rangle)/\sqrt{2}\) by Zeno effect. Therefore the external pulse is continuously powered-up by the projective measurement of the qubit along x. Importantly, such a heat engine can be done in the absence of an external cold bath: the energy is here provided by the back-action of the measurement apparatus.

### 40.4.3 Perspectives

The first experimental realizations of quantum Maxwell’s demons in this platform illustrate the many possibilities offered by superconducting circuits. They pave the way to various more experiments that will explore the intimate link between information and thermodynamics in the quantum regime. With this goal in mind, one could think of using other kinds of systems than transmon qubits as working agents. Among them, fluxonium qubits \([44]\) appear as an extremely promising platform because they offer a whole zoo of transitions. Their transition frequency can be tuned from hundreds of MHz to about 20 GHz using an external magnetic flux, offering the possibility to study regimes where the system dynamically goes from \(\hbar \omega \gg k_B T\) to \(\hbar \omega \ll k_B T\). Moreover the coupling rates of fluxonium qubits with their environment can vary over 5 orders of magnitude, allowing one to finely engineer the heat exchanges with the baths. Superconducting circuits can also provide components of more sophisticated experiments that would use heat switches \([45]\).

In a broader picture, the use of hybrid systems formed by superconducting circuits coupled to mechanical resonators appears as extremely promising. It would allow one to proceed to a work extraction that would indeed be used to lift a small mass, as in the first early descriptions of Maxwell’s gedanken experiment. This could be interesting to solve controversies about the nature of heat and work in quantum systems. Superconducting circuits are also a promising platform for realizing entanglement
between two qubits by the use of thermal baths only and in the absence of any coherent drive \[46\]. With the steady improvement of superconducting qubits, there is no doubt that these systems offer a growing number of possibilities to test quantum thermodynamic properties and implement potential applications.
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**Appendix**

**Quantum Trajectories**

We describe here how one can determine the quantum state \(\rho_t\) in the experiment of Naghiloo et al. \[9\]. The signal \(V(t)\) carrying the information being continuous, one can decompose the information into time bins and get a time-resolved measurement. In order to observe non negligible effects of measurement backaction, it is crucial to minimize the amount of information that is lost between the cavity and the measurement apparatus, i.e. to maximize the quantum efficiency \(\eta\). This process is done using quantum-limited amplification right after the cavity, a process that adds the minimal amount of noise allowed by quantum mechanics \[47\]. In their quantum trajectories experiment, Naghiloo et al. use a Josephson Parametric Amplifier (JPA) \[48\] that amplifies one of the two quadratures of the field (equivalent to the position and momentum operators of a mechanical linear oscillator) and as such operates as a phase-sensitive amplifier allowing to reach a state of the art quantum efficiency of about \(\eta = 30\%\). Denoting as \(dt\) the time interval between two successive records, the measurement record at time \(t\) is given by \(dV(t) = \sqrt{2\eta}\Gamma_m \langle \sigma_z \rangle \rho dt + dW_t\) where \(dW_t\) a zero-mean Wiener process whose variance is \(dt\) and which represents the quantum and technical noise. Note that here the expectation value \(\langle \sigma_z \rangle \rho_t = \text{Tr}(\rho_t \sigma_z)\) depends on the particular realization of the trajectory and thus on the measurement record \(\{V(\tau)\}_\tau\) at all times \(\tau < t\). The density matrix of the qubit is then reconstructed using the Stochastic Master Equation (SME) \[49\]

\[
\frac{d\rho_t}{dt} = -i\hbar^{-1}[H, \rho_t] + dt \frac{\Gamma_m}{2} \mathcal{D}[\sigma_z] \rho_t + dW_t \sqrt{2\eta} \frac{\Gamma_m}{2} \mathcal{M}[\sigma_z] \rho_t, \tag{40.11}
\]

where \(\mathcal{D}\) is the Lindblad super operator and \(\mathcal{M}\) the measurement super operator \(\mathcal{M}[c] \rho = \frac{1}{2}((c) - \langle c \rangle)\rho + \rho(c^\dagger - \langle c^\dagger \rangle))\). The two first terms correspond to a Lindbladian evolution of the qubit dephased by the measurement drive (for the seek of simplicity other decoherence channels as spontaneous decay of the qubit have been omitted). The last one represents the measurement backaction: at each \(dt\) the state is kicked depending on the measurement record, possibly changing the mean energy of the qubit. The inherent stochasticity of the SME highlights the profound link between
information and energy in quantum mechanics and has triggered recent works on the subject, including in the field of superconducting circuits. The reader can refer to the Chaps. 15, 29 and 33 for a more precise treatment of the subject.
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Chapter 41
NV Color Centers in Diamond as a Platform for Quantum Thermodynamics

Nir Bar-Gill

This chapter focuses on the nitrogen-vacancy (NV) center in diamond and outlines its special relevance for experimental realizations of quantum thermodynamic scenarios, as a quantum spin coupled to naturally occurring spin baths. We detail the basic properties and control methods available for NVs, including the relatively long coherence times of the NVs and of the nuclear spin baths, the optical cooling cycle of the NV spin degree of freedom and the coherent control over the coupling between these systems, demonstrate their application in quantum thermodynamic machines, and present prospects for future research directions.

41.1 Introduction to NV Centers in Diamond

The nitrogen-vacancy (NV) center is a point defect in a diamond's lattice with C$_{3v}$ symmetry. It consists of a substitutional nitrogen atom (N) adjacent to a carbon atom vacancy (V) that is oriented along one of the four crystalline directions ([111], [111], [11$ar{1}$] and [1$ar{1}$1]) (Fig. 41.1a). The electronic structure of the negatively charged NV center has a spin-triplet ground state, where the $|m_s = \pm 1\rangle$ sublevels experience a zero-field splitting ($\sim 2.87$ GHz) from the $|m_s = 0\rangle$ sublevel due to spin-spin interactions (Fig. 41.1b). When an external static magnetic field is applied along the NV symmetry axis, the degeneracy of the $m_s = \pm 1$ energy levels is lifted linearly via Zeeman splitting [1]. As described below, the NV is an attractive experimental platform, since as opposed to most solid-state defects its spin state can be initialized in the $|m_s = 0\rangle$ state with off-resonant laser excitation, coherently
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manipulated with resonant microwave (MW) pulses, and read-out optically via its emitted spin-state-dependent fluorescence intensity [2].

### 41.2 NV Control Toolbox

In the context of quantum thermodynamics, the NV platform naturally provides a relevant test-bed, with the quantum NV spin exhibiting long coherence times in the order of milliseconds even at room temperature. The NV is surrounded by two spin baths: nuclear spins of the $^{13}$C isotopes (spin half, with a natural abundance of $\sim 1.1\%$) (Fig. 41.2) and electronic spins of N defects (usually at a density exceeding that of the NVs themselves). Therefore, the NV system is relevant for studying various quantum thermodynamic scenarios, e.g., coherence effects in cooling processes, coupling of a quantum system to two different baths and coupling quantum systems through a common bath.

The optical pumping process (Fig. 41.1b) initializes the NV in the $|m_s = 0\rangle$ sub-level of the ground-state manifold through spin-dependent non-radiative transitions from the excited states to the singlet states, preferring transitions from $|m_s = \pm 1\rangle$ over transitions from $|m_s = 0\rangle$ by over an order-of magnitude, while the radiative
transitions are nearly perfectly spin-preserving (with a slight spin-mixing of $\sim 1 - 2\%$) \cite{1}. This optical pumping process is an extremely useful element of the NV toolbox since it serves as an effective cooling mechanism for the NV spin degree of freedom through efficient population of the $|m_s = 0\rangle$ ground-state to $\sim 95\%$ (which based on the Boltzmann factor corresponds to an effective spin temperature of $\sim 7$ mK, at zero magnetic field). In addition, on a short timescale determined by the lifetime of the singlet states (on the order of $\sim 300$ ns), before the NV spin-state is initialized, the non-radiative transitions from the excited state result in spin-dependent fluorescence intensities, thus allowing for optical spin-state readout.

The energy scales relevant for the NV spin, as well as for the environment spins, provide a convenient handle for coherent control of these degrees of freedom, using readily-available irradiation sources in RF (radio-frequency)-MW (microwave) regimes. Advanced modulation capabilities (e.g. through combinations of arbitrary frequency, amplitude and phase modulations) enable complex coherent control schemes, including continuous-wave (CW) and pulsed approaches. In general, the complete dynamics of the NV-environment system (in the weak-coupling, Markovian limit) can be described by a master equation, containing coherent Hamiltonian evolution as well as Lindbladian dissipative terms:

$$\frac{\partial}{\partial t} \rho = -i[H, \rho] + \Gamma + R$$

$$\Gamma = \frac{\gamma_1}{2} D[S^+]\rho$$

$$R = \frac{\gamma_2}{2} D[S_z],$$

\(41.1\)
where $H$ contains the coherent Hamiltonian dynamics, $\Gamma$ describes effective spin decay due to optical pumping, and $R$ features bath-induced dephasing. Below we detail an example of polarization transfer dynamics in such a system. In certain cases, the interaction of the NV with the driving microwave field can be cast in a quantum thermodynamic context, as a heat engine [3].

While we focus here on coupling of the NV to spin baths, the system is relevant for coupling to bosonic baths as well, such as phonons. In most cases bulk phonons constitute a relatively uncontrolled environment but more elaborate setups, for example diamond nano-mechanical cantilevers [4, 5] and surface acoustic waves [6, 7], can couple to the NV spin through strain and expand the NV-based quantum thermodynamics platform, e.g. by providing a partially controlled and bandwidth limited bosonic environment.

### 41.2.1 Relevance to Thermodynamic Measures

The toolbox presented above, together with the techniques described below, form a versatile platform for various aspects of quantum thermodynamics, specifically in the context of spin baths and the central spin problem.

A straightforward application of these techniques utilizes the NV optical pumping process as a means to effectively cool the NV spin degree of freedom (through initialization to the $|m_s = 0\rangle$ state in the ground-state manifold), and thus realize a refrigerator. Combining polarization transfer stages between the NV and the surrounding spin bath, along with repeated optical pumping stages (to “re-cool” the NV spin), results in an effective cooling process of the spin bath (as detailed below). This experimental setup is relevant for considering thermodynamic properties such as the cooling efficiency in such a system, the temperature dependence of the cooling rate, and the lowest attainable temperature [8, 9]. Moreover, sustaining coherence of the NV central spin throughout the process can shed light on the thermodynamic implications of this resource [10].

Beyond these experiments we note that, in certain scenarios, non-trivial properties of the bath might become important. First, strong coupling between the NV spin and the bath spins is realistic in relatively high-density samples (regarding the N spin bath) or for nearby nuclear spins [10, 11]. Second, slow dephasing of the bath spins could lead to the formation of coherent, entangled states of the bath spins, departing from the limits of thermal states (see below). Finally, interactions with a limited number of nuclear spins (based on a close, strongly interacting sub-ensemble), or with a mesoscopic ensemble of electronic spins (through localized implantation of nitrogen ions), could provide access to non-Markovian dynamics [10, 11].
41.3 Transferring Polarization (Cooling) to Surrounding Spin Baths

The NV spin, combining relatively long quantum coherence times together with an effective cooling mechanism of its spin degree-of-freedom through the optical pumping process presented above, provides a unique platform for studying quantum thermodynamic refrigerators, with the surrounding spin baths (nuclear and/or electronic) serving as a non-trivial environment to be cooled.

The coupling between the NV and the surrounding spin baths is generally dipolar, although nuclear spins in close vicinity to the NVs can have a non-negligible contact hyperfine interaction [12]. Accordingly, this includes both dephasing terms ($S_z$ coupling) and population transfer terms ($S_{\pm}$, also referred to as polarization transfer terms, or flip-flop terms). Normally, given that the different spin species have disparate resonant energies (resulting from their different gyromagnetic ratios, or from significant zero-field splitting, as is the case for NVs), the dominant interaction (in the secular approximation) originates from the dephasing terms. While this interaction has attracted significant attention in the context of quantum information processing and quantum sensing, for many aspects of quantum thermodynamics we are interested in polarization (or population) transfer, which underlies the realization of “machines”, such as refrigerators or engines, as it allows energy transfer between the system (the NV) and the environment (the surrounding spin bath).

Note that these spins are integrated within a solid structure (a diamond) and are thus coupled to lattice vibrations (phonons) that eventually lead to thermalization of the spin population. However, since this relaxation is relatively slow (usually milliseconds for the electronic spins and longer, could be hours, for nuclear spins [13]), we neglect it in this chapter and infer from the steady-state spin populations an “effective spin temperature”. This approximation can still be valid even for slower dynamics, simply through cooling of the diamond substrate, a process that efficiently suppresses phononic relaxation [14]. Nevertheless, we stress that the use of the term “spin temperature” is considered here loosely, as the steady-state does not necessarily correspond to a thermal equilibrium state, since it originates from an optical pumping process and not from coupling to a thermal reservoir (and thus, e.g., the populations of the $|m_s = \pm 1\rangle$ states will be approximately equal, even if their energies are split by an external magnetic field).

Below we describe techniques utilized to enable polarization transfer in such spin systems, demonstrate their application with NVs, and suggest related schemes for measuring the bath polarization (or “effective spin temperature”).

41.3.1 Polarization Transfer Schemes

The essence of dressed-state resonant coupling is illustrated in Fig. 41.3 [15]. Two types of spins, A and B, with different gyromagnetic ratios ($\gamma_A$, $\gamma_B$) have unequal
Zeeman splittings when placed in an external magnetic field \((B_0)\) and therefore cannot exchange energy in the lab frame. However, if both sets of spins are driven resonantly at their respective Larmor frequencies with transverse oscillating magnetic fields \((B_{1A} \text{ and } B_{1B})\) such that their Rabi frequencies are equal (analogous to the Hartmann-Hahn matching condition \([16]\)), then in a double-rotating frame the dressed states of the two spins have equal energy separation and energy transfer becomes possible. A different but equivalent view of this is that the drive photons compensate for the energy mismatch, such that these photons act as the work repository. If one of the species is spin polarized, this polarization may be transferred to the other species by means of a resonant flip-flop process in the double-rotating frame mediated by their mutual magnetic coupling. Dressed-state coupling has been studied for nuclear spins in bulk as well as nanoscale ensembles \([17]\). Modified dressed-state schemes have also been used to transfer thermal polarization from electronic to nuclear spins in bulk ensembles \([18]\).

### 41.3.1.1 Transfer Scheme 1: Coupling to an Electronic Spin Bath

If the dark (i.e. not optically active), thermally mixed \(N\) spins (electronic spins associated with an \(N\) defect) are brought into resonance with spin-polarized NVs, then polarization can be transferred from NVs to \(N\)’s mediated by the magnetic dipolar coupling with the Hamiltonian

\[
H_{dip} = D_{NV,N} \left[ S_{z}^{NV} S_{z}^{N} - \frac{1}{4\sqrt{2}} \left( S_{+}^{NV} S_{-}^{N} + S_{-}^{NV} S_{+}^{N} \right) \right]. \tag{41.2}
\]

Here \(S_{z}^{NV}\) and \(S_{z}^{N}\) are the spin operators for the NV and \(N\) spins, respectively, \(D_{NV,N} = \mu_0 \gamma_{NV} \gamma_{N} h^2 (1 - 3 \cos^2(\theta))/4\pi r^3\), where \(r\) and \(\theta\) are coordinates of the position vector connecting the spins, and \(\gamma_{NV} \approx \gamma_{N} = 2\pi \times 2.8\) MHz/Gauss. One
method to bring the N and NV spins into resonance is to tune the static magnetic field to $B_0 = 512$ gauss. At this value of the field, the energy difference between the $|m_s = 0\rangle$ and $|m_s = -1\rangle$ NV spin states is equal to that between the $|m_s = -1/2, m_I = 0\rangle$ and $|m_s = 1/2, m_I = 0\rangle$ N spin states, and thus the second term of $H_{dip}$ induces a resonant flip-flop process. However, this tuned $B_0$ technique fails when several N spins are strongly coupled to each NV (there are 10 to 1000 nitrogens per NV in typical diamond samples) because, at a given $B_0$ field, only one of the five N hyperfine transitions is in resonance with the NV. For the more generally applicable dressed-state scheme introduced here, the NV and N spins are locked in a direction transverse to the static $B_0$ field by controllable, continuous driving at microwave and RF frequencies, respectively. When the drive Rabi frequencies are matched, the NV and N spins are brought into resonance in a double-rotating frame, such that the dipolar Hamiltonian consists of only the first term of Eq. (41.2) [19]. This term $S_{NV}^z S_{N}^z$ is perpendicular to the spin-locking direction and can therefore induce flip-flops between the N and NV spins. The primary advantage of dressed-state resonant coupling is that by driving each N hyperfine transition in resonance with a multifrequency radiofrequency field, all the different N hyperfine-splitted transitions (5 in this case) can be simultaneously brought into resonance with the NV in the rotating frame, allowing coupling and polarization transfer from the NV to all N spins. By direct analogy, bright (optically active) NV spins can be coupled to other dark (nuclear or electronic) spins with different Zeeman energies by driving each spin transition in resonance, simultaneously, and with matched Rabi frequencies. Other advantages of dressed-state resonant coupling include (i) the ability to switch on and off the coupling and polarization transfer mechanism on nanosecond time scales (by rapid switching of the RF and/or microwave fields), and (ii) the ability to couple bright and dark spins at any value of $B_0$.

The pulse sequence employed for dressed-state resonant coupling is shown in Fig.41.4a. The microwave power was adjusted to give a NV Rabi frequency of 8 MHz (matched to the N Rabi frequency). Measuring the NV spin-lock signal as a function of the duration of the spin-lock pulse with no RF signal applied, produces the rotating-frame spin-lattice relaxation time $T_{1,\rho} = 290(50)\,\mu$s. The blue trace of Fig.41.4b shows the first 50$\mu$s of this measured NV spin-lock signal. When the N spin bath was driven such that the collective Rabi frequency was also 8 MHz, a 100 times faster decay of the NV spin-lock signal was observed, for a rotating-frame spin lattice relaxation time under resonant-coupling conditions $T_{1,\rho}^{\text{RC}} = 2.0(4)\,\mu$s, as shown by the red line of Fig.41.4b. This dramatic effect demonstrates that the NV spins are much more strongly coupled to the N spin bath under the condition of matched N and NV Rabi frequencies. At dressed-state resonance, polarization may be transferred back and forth between the NV and the bath several times before the NV is completely depolarized. Thus while the time scale for each energy-conserving flip-flop is $\sim T_{2}^*$, the depolarization time scale can be much longer. Experimentally, depolarization was observed at a time scale $T_{1,\rho}^{\text{RC}}$, which is approximately equal to $T_2$ in the lab (non-rotating) frame. Therefore, this scheme presents a useful experimental technique for cooling the N electronic spin bath using the NV as a refrigerator.
Fig. 41.4  Measured dressed-state NV-N resonant coupling. a NV optical and microwave spin-lock sequence, and timing of five-frequency RF pulse to drive the N spin bath. After initializing NVs to the $|m_s = 0\rangle$ state (Z axis) with a 2 $\mu$s optical pumping pulse, $\pi/2$ and 3$\pi/2$ microwave pulses are applied along the X axis to rotate the spin to or from the equator of the Bloch sphere, and a microwave spin-locking pulse of variable duration is applied along the Y axis. To bring the N bath into a dressed-state resonance with the NV spins, a five-frequency RF pulse is applied during the spin-lock duration. b Measured decay of NV spin-lock signal as a function of spin-lock duration. When the N bath is not driven we recorded the blue trace. Driving the N bath simultaneously at all five electron spin resonances such that the collective N-bath Rabi frequency equals the NV Rabi frequency (8 MHz) produces the red trace, indicating strong NV spin depolarization caused by NV-N resonant coupling. The solid lines represent fits to decaying exponentials.

41.3.1.2 Transfer Scheme 2: Coupling to a Nuclear Spin Bath

The ability to couple to more than one bath, i.e. to a nuclear spin bath in addition to the electronic spin bath presented above, strengthens the versatility of the NV platform in the context of quantum thermodynamic experiments, e.g. for studying the simultaneous coupling of a single quantum system to two different environments. There is an inherent difference between the cooling schemes relevant for electronic spins vs. nuclear spins, which stems from the very small gyromagnetic ratio of the nuclear spin compared to the electronic spin (approximately a factor of 1000 smaller). This weak magnetic interaction renders driving of the nuclear spins nearly impractical, and therefore the approach presented in the previous section for electronic spins is no longer viable. In this section other advanced control schemes are presented, allowing efficient polarization transfer from the NV to the nuclear spins, without requiring direct driving of these weakly coupled spins.
NV based polarization of $^{13}$C nuclei in diamond can be achieved using the NOVEL (nuclear orientation via electron spin locking) scheme [20, 21], allowing for nuclear sensing [22] and bulk polarization [23]. During this sequence a spin lock [19] (SL) is applied on the NV spin with a SL Rabi frequency equal to the nuclear Larmor frequency, resulting in the rotating-frame or lab-frame Hartmann-Hahn polarization transfer condition. These NV based experiments are normally performed at relatively high fields (around 5000 G) to allow for efficient SL noise decoupling together with the Hartmann-Hahn condition. However, this relatively high magnetic field requires precise alignment of the field direction to that of the NV axis, in order to allow for the laser induced NV spin polarization to take place. NV based polarization transfer can also be obtained using an aligned magnetic field of 514 G [24], for which NV-nuclear state mixing occurs in the excited state, or at arbitrarily aligned fields, but based on the interaction of the NV to its close neighboring $^{13}$C nuclei [25].

A recently presented method [26] allows for coherent polarization transfer to remote nuclei (and therefore possibly also to nuclei outside of a diamond) at low fields ($\ll 500$ G), for which field alignment is less demanding. This approach is important for quantum thermodynamic scenarios in which the central spin (the NV) is coupled to two spin baths, i.e. both an electronic spin bath (of N impurities) and a nuclear spin bath (of $^{13}$C). Moreover, this scheme can be used for detecting the polarization of the bath, which can then be translated into its “effective spin temperature”. The relevant sequence is shown in Fig. 41.5. It is composed of three parts: (1) initialization, which includes a laser pulse for NV polarization and spin state detection, and a ($\pi/2$) preparation pulse; (2) the refocused-NOVEL (rNOVEL) sequence, which is composed of N repetitions of two SL pulses of duration ($\tau/2$), separated by a $\pi$ pulse of the same phase (unlike the refocused continuous-wave decoupling sequence [27, 28]); and (3), a detection ($\pi/2$) pulse, which can be added at different phases for optical detection of the NV polarization.

In order to describe the effect of this sequence we can consider a simple model spin system composed of the $S = 1$ NV electron, limited to its $|0\rangle$, $|−1\rangle$ subspace, and a spin $I = \frac{1}{2}$ nucleus. The Hamiltonian of this system in the electronic rotating frame is given, assuming ideal $\pi$ pulses for simplicity, by [19]:

$$H = \Delta_e S_z - \omega_n^0 I_z + A_0 S_z I_z + \frac{1}{2} S_z (A_\perp I^+ + A_\parallel I^-) + b(t) S_z + \frac{1}{\sqrt{2}} \Omega_{SL} S_x + \sum_{k=1,3,5...}^N \delta \left( t - \frac{1}{2} k \tau \right) \pi_x.$$  \hspace{1cm} (41.3)
The above Hamiltonian includes the off-resonant irradiation on the electronic spin $\Delta_e$, the nuclear Larmor precession frequency $\omega_0^n$, the secular and pseudosecular terms of the hyperfine interaction $A_\parallel$ and $A_\perp$ respectively, external pure dephasing noise $b(t)$, and the MW irradiation term, given by the SL term with an amplitude of $\Omega_{SL}$ and the ideal $\pi$ pulses.

We can next transfer to the interaction frame of the ideal $\pi$ pulses. This is given, for an even $N$, by a unitary transformation of the form 
$$U(t) = e^{i \int_0^t dt' \left( \pi / \sqrt{2} \right) \sum_k \delta(t' - k\tau) \hat{S}_x}.$$ 

The resulting Hamiltonian is given by:

$$H^I = s(t) \left[ \Delta_e + \frac{1}{2} (A_\perp I^+ + A^*_\perp I^-) + b(t) \right] S_z - \omega^0_n I_z + \Omega_{SL} S_x, \quad (41.4)$$

where $s(t)$ is a periodic square wave, with a frequency of $\omega_f = \pi / \tau$ (as in CPMG [29] and similar sequences) that can be expanded in terms of a Fourier Series:

$$s(t) = \sum_k s_k e^{ik\omega_f t}, \quad (41.5)$$

with $k = \pm 1, \pm 3, \ldots$. As can be seen, $s_k$ decreases with increasing $|k|$.

In order to simplify the form of $H^I$, we can transfer to a rotating frame in $S_z$, with a frequency of $k' \omega_f$. Assuming that $\omega_f \gg |\Delta_e + \frac{1}{2} A_\parallel + b(t)|, |A_\perp|$ (at all times), we can neglect all the $k \neq k'$ time-dependent terms. As such, the Hamiltonian can be written as:

$$H^R \approx s'_k \left[ \Delta' S_z + \frac{1}{2} (A_\perp I^+ + A^*_\perp I^-) S_z \right] - \omega^0_n I_z + \Omega_k S_x, \quad (41.6)$$

where $\Delta' = \Delta_e + A_\parallel I_z + b(t)$, and $\Omega_k = \Omega_{SL} - k' \omega_f$. This reduces the Hamiltonian to a familiar form, with $\Delta'$ and $\Omega_k$ serving as effective detuning and irradiation terms on the $S$ spin. As such, $\Delta'$ will have little effect on the spin dynamics when $s'_k \Delta' \ll \Omega_k$, resulting in a decoupling of the undesired off resonance and noise effects. In addition, when $\Omega_k \approx \pm \omega_n$, with $\omega_n = \omega^0_n + \frac{1}{2} A_\parallel$ to first order, the NOVEL Hartmann-Hahn condition is met, and the $A_\perp$ part of the hyperfine interaction will result in a polarization transfer between the electron and nucleus [21]. Higher $k'$ values will lead to higher quenching of the interactions, resulting in narrower resonance conditions, lower dephasing and slower polarization transfer. We note that in the extreme case of $\Omega_{SL} = 0$ or $\omega_f \to 0$ (i.e. no $\pi$ pulses), these conditions are identical to the ones used for CPMG based sensing [30] and spin-lock/NOVEL experiments, respectively.
Next we introduce the dephasing noise, including fast and slow noise components, characterized by correlation times $\tau_c$ of 11 and 150 $\mu$s, and with a coupling strength to the NV of $\Delta_{\text{noise}} = 0.5$ MHz used in both cases. The resulting NV and nuclear polarizations are plotted in Fig. 41.6, using the same spin system as before, for the rNOVEL (a, b) and NOVEL (c, d) sequences.

In the NOVEL case, the low $\Omega_{\text{SL}}$ power needed to polarize the nucleus is insufficiently strong to remove the effect of the decoherence noise. This results in a loss of NV polarization, leading to only $\sim 6\%$ maximal polarization. In the rNOVEL sequence the effect of the noise on the NV polarization is reduced with $k$, as can be seen in Fig. 41.6a when comparing the different $k$ conditions. This results in as much as $\sim 13\%$ nuclear polarization, a factor of 2 higher than for the NOVEL case but still lower than in the ideal scenario, in which noise was not considered. Enhanced polarization could clearly benefit various applications such as in sensing [30] and cooling [22], and the high spectral resolution could contribute to selective addressing [31].

The limited nuclear polarization, as shown in Fig. 41.6, can be further increased by repeating the full sequence (Fig. 41.5) $N$ times. As a result the maximal nuclear polarization (and the polarization rate) increases initially with $N$. However, using higher values results in a decrease in the maximal polarization. This can be explained by a decrease in the $|\langle S_z \rangle|$ polarization, which remains mostly unchanged by the increasing nuclear polarization and is therefore governed mainly by the dephasing term in the Hamiltonian. For the NOVEL sequence the maximal nuclear polarization decreases with $N$, again due to the loss of NV polarization. This results in lower
maximal polarization when compared with the rNOVEL case. This highlights the advantage of the rNOVEL sequence over NOVEL due to its ability to tune down the effect of the dephasing noise value, therefore allowing for higher nuclear polarizations under noisy conditions.

### 41.3.2 Coherent Effects

The above-mentioned cooling processes might depart from regular thermodynamic considerations, specifically in the case of persistent coherence within the spin bath. For example, this is a realistic scenario for a nuclear spin bath since nuclear spins experience relatively slow dephasing and thus can maintain coherence for a significant duration.

Sustained coherence within the bath results in a build-up of non-classical, entangled states, which limits polarization transfer into the bath [32]. Intuitively, polarization transfer processes as described above, aimed at using the NV as a refrigerator to cool the spin bath, introduce a single decay channel for the NV-bath system, namely the NV optical pumping process. The existence of a single decay channel leads to the formation of coherent “dark states”, which eventually decouple from this decay and thus limit polarization transfer. For the special case of equal couplings between the NV and all bath spins, these dark states constitute the extreme angular states of the different Dicke State manifolds [33].

While such non-classical states could be of interest in their own right, they might hinder thermalization and the realization of quantum thermodynamic measurements. Nevertheless, they could be avoided through a modified polarization sequence in which each resonant polarization step is followed by a dispersive step, essentially suppressing the spin-lock to create $I_z$ decoherence:

\[
H_{\text{res}} = \sum_k g_k^x (s^+ I_k^- + s^- I_k^+) \\
H_{\text{disp}} = S^z \sum_k g_k^z I_k^z.
\] (41.7)

Here $S$ denotes NV operators and $I_k$ denote operators of the $k^{th}$ nuclear spin, and $g_k^x$ is the flip-flop coupling of the NV to the $k^{th}$ nuclear spin, while $g_k^z$ is the corresponding dephasing coupling (Fig. 41.7a).

Figure 41.7b depicts the achieved polarization level in the nuclear spin bath as a function of the number of cooling steps, both for the regular polarization transfer process (red-dashed), and for the modified sequence including dispersive, decoherence steps (blue-solid).
41.4 Prospects for Studies into Quantum Thermodynamics

The NV platform and the schemes presented above present prospects for novel research directions in the context of quantum thermodynamics. A few examples of such future directions are described below, demonstrating the potential of this experimental system to contribute to research in quantum thermodynamics.

41.4.1 Coupling to Two Spin Baths

The NV is naturally coupled to two disparate spin baths: the nitrogen electronic spins and the $^{13}$C nuclear spins. While coupling the NV selectively to each spin bath separately has been demonstrated [15, 22], experiments involving controlled coupling to both baths have not yet been realized. Such experiments could provide unique access to the thermodynamic scenario of coupling a quantum system (the NV spin) to two spin baths with different properties, with the capability of controlling these baths and the coupling separately. Clearly, such a system could be relevant for studying various thermodynamic machines, common cycles (such as Carnot), and expanded to explore non-trivial bath properties, such as memory and back-action.

41.4.2 Coupling Quantum Spins Through a Bath

The spin baths described in this chapter offer various levels of control, even at the level of sample fabrication. On the one hand, the nuclear spin bath naturally exhibits relatively weak interactions and slow decoherence times, thus providing sub-ensembles...
with non-negligible memory effects. On the other hand, the nitrogen electronic spin bath can be “engineered” at the diamond sample fabrication level, e.g. by implanting nitrogen ions into an initial high-purity sample through nanometric masks, in order to create a spatially confined mesoscopic bath [34, 35]. This level of control paves the way for studies of quantum coupling between the NV quantum spin and the bath spins and beyond that, of coherent coupling between two or more NVs mediated by the bath. Such experiments could address questions related to non-Markovian bath dynamics, quantum state transfer [36], quantum dissipative dynamics and robust entanglement generation [37, 38], and more.

41.4.3 Many-Body Effects: Many-Body Localization (MBL), Non-thermalizing States

Ensembles of NV centers present a non-trivial spin bath with advantageous quantum properties, including efficient optical cooling (initialization) and long coherence times. High-density NV ensembles could provide access to the regime of coherent, many-body spin systems, if the timescale for interactions between NVs exceeds the NV decoherence time. In this regime the NV ensemble constitutes a quantum interacting many-body spin system, relevant for studies of open questions regarding the dynamics of such a system and its interaction with the environment. For example, the random distribution of NVs in the ensemble leads to an interplay between interactions and disorder, corresponding to the scenario of many-body localization (MBL) [39], which might lead to non-thermalizing states and insights into fundamental differences between classical and quantum thermodynamics.
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