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Preface

In 1951 and in 1952 Van Hove observed that there are theories where no normalizable state vectors belong to the common domain of both the free Hamiltonian $H_0$ and the perturbed (full) Hamiltonian $H$. Faith in the general applicability and validity of perturbation theory was then deeply shaken and a whole conception of the physical world was put in doubt. Perturbation theory rests indeed on the assumption that perturbed and unperturbed state vectors belong to the same Hilbert space. Friedrichs’ book, where the existence of a host of unitarily inequivalent irreducible representations of the canonical commutation relations was discussed at length, came out in 1953 and not much later the Haag theorem was formulated. Actually, it was in those years that the discussion on basic principles, such as Lorentz invariance, spectral conditions, locality, etc., on which a reliable quantum field theory should be founded, led to the programme of the Axiomatic Formulation of Quantum Field Theory (QFT), starting indeed from the works by Haag, Gårding, Wightman, Schweber and others. The papers by Lehmann, Symanzik and Zimmermann (LSZ), published in “il Nuovo Cimento” between 1954 and 1958, laid solid bases for future developments of QFT. The LSZ formalism is founded on the so-called asymptotic condition which requires that a field theory must have an interpretation in terms of asymptotic particles with definite quantum numbers. Such a condition has been the guiding criterion underlying most of the work done in QFT in subsequent years, from renormalization theory to the search for a unified theory of the basic interactions among the constituents of matter. The crucial problem, which has been attracting the attention of many physicists, is indeed how to map Heisenberg fields, in terms of which the dynamics is given, to the asymptotic fields, in terms of which observables are constructed. In an early unpublished note, consistent with the LSZ
formalism and written in Naples by Dell’Antonio and Umezawa in 1964, it is stressed that this map can only be a weak map, i.e., a map among matrix elements computed in the Hilbert space for the asymptotic fields. In subsequent years the study of such a mapping, called the dynamical map or the Haag expansion, has been central in the research activity of Umezawa and has revealed many subtle mechanisms through which the basic dynamics manifests itself at the level of the observables. One of these mechanisms, through which the consistency between the dynamical and the phenomenological level of the theory is expressed, is the dynamical rearrangement of symmetry in spontaneously broken symmetry theories.

A very important development occurred when the dynamical generation of long-range correlations, mediated by the Nambu–Goldstone (NG) boson quanta, was discovered in the early '60s, with subsequent implications in local gauge theories, such as the Higgs mechanism, which is one of the pillars of the standard model of elementary particles. It is interesting to remark that exactly the discovery of these collective modes gave strength to non-perturbative approaches, which could then establish themselves as complementary, or even, in some cases, alternative to the perturbation theory paradigm based on the ontological postulate of the asymptotic condition. The discovery of the existence in QFT of the unitarily inequivalent representations of the canonical commutation relations, which was in some sense shocking in the previous decade, could be better appreciated. The many inequivalent representations appeared to be a richness of QFT, which was thus recognized to be, due to such a specific feature indeed, the proper frame where systems endowed with many physically different phases could be described. QFT turns out not to be simply the “extension” of Quantum Mechanics (QM) to systems with an infinite number of degrees of freedom. Instead, QFT appears to be drastically different from QM. The von Neumann theorem, known for a long time and stating the unitary equivalence of the irreducible representations of the canonical commutation relations in QM, makes QM intrinsically not adequate to describe the variety of physically (unitarily) inequivalent phases of a given system. The crucial point is that such a theorem fails to hold in QFT, indeed, due to the infinite number of degrees of freedom. Spontaneous breakdown of symmetry, thermal field theory, phase transitions in a variety of problems, the process of defect formation during the process of non-equilibrium symmetry breaking phase transitions characterized by an order parameter, could then be studied by exploiting the whole manifold of the inequivalent representations in QFT.
In these studies, the prominent role played by coherent states was recognized, and attention was more and more focused on this, especially after the discovery of laser beams in quantum optics. It appeared that the “physical differences” among inequivalent representations are the differences in the degree of coherence of the boson condensates in the respective vacua.

The developments of QFT very briefly depicted above constitute the basis on which this book rests. The existence of the unitarily inequivalent representations is, indeed, a recurrent theme in our presentation. It is explored in several Chapters and shown to be especially related with finite temperature and dissipation in QFT, to the point that QFT can be recognized to be an intrinsically thermal quantum theory. The possibility of defining operators such as entropy and free energy in QFT and the role played there by them has been explored. The emerging picture is that no microscopic physical system may be considered completely isolated (closed) since it is always in interaction with the background fluctuations. From a different perspective, dissipation is discussed in relation to the proposal put forward by ’t Hooft, according to which classical deterministic systems with information loss at high energy (Planck scale) may exhibit quantum behavior at low energy.

Quantum dynamics underlies macroscopic systems exhibiting some kind of ordering, such as superconductors, ferromagnets or crystals. Even the large-scale structures in the Universe, as well as the ordering in the biological systems, appear to be the manifestation of the microscopic dynamics ruling the elementary components of these systems. Therefore, in our discussion of the spontaneous breakdown of symmetry and collective modes, we stress that one crucial achievement has been recognizing that quantum field dynamics is not confined to the microscopic world: crystals, ferromagnets, superconductors, etc. are macroscopic quantum systems. They are quantum systems not in the trivial sense that they are made by quantum components (like any physical system), but in the sense that their macroscopic properties, accounted for by the order parameter field, cannot be explained without recourse to the underlying quantum dynamics. The problem is then to understand how the observed macroscopic properties are generated out of the quantum dynamics; how the macroscopic scale characterizing those systems is dynamically generated out of the microscopic scale of the quantum elementary components. Such a change of scale is understood to occur through the condensation of the NG boson quanta in the system ground state. Even in the presence of a gauge field, the NG boson fields do not disappear from the theory; they do not appear in
the spectrum of physical particles, as the Higgs mechanism predicts; however, they do condense in the system vacuum state, thus creating a number of physically detectable properties originating from the vacuum structure so generated. Many of the physical examples we study in this book are characterized by the phenomenon of NG boson condensation. In this connection, we also consider the question of the dynamical generation of the macroscopic stability out of fluctuating quantum fields.

Moreover, a variety of phenomena are also observed where quantum particles coexist and interact with extended macroscopic objects which show a classical behavior, e.g., vortices in superconductors and superfluids, magnetic domains in ferromagnets, dislocations in crystals and other topological defects, fractal structures and so on. One is thus also faced with the question of the quantum origin of topological defects and of their interaction with quanta. This is a crucial issue for the understanding of symmetry breaking phase transitions and structure formation in a wide range of systems, from condensed matter to cosmology. We are thus led to discuss how the generation of ordered structures and of extended objects is explained in QFT. We show that topological defects are originated by non-homogeneous (localized) coherent condensation of quanta. The approach we follow is thus in some sense alternative to the one in which one starts from the classical soliton solutions and then quantizes them. Along the same line of thought, also oscillations of mixed particles, with particular reference to neutrinos, which manifest themselves on large (macroscopic) space distances appear to be connected to a (microscopic) condensation mechanism in the vacuum state.

As a general result stemming out of our discussion in this book we could say that recognizing the existence of the collective NG boson modes in spontaneously broken symmetry theories has produced a shift of paradigm (à la Kuhn): the former purely atomistic vision of the world, although necessary, turns out to be not sufficient to explain many physical phenomena. One needs to integrate such an atomistic vision with the inclusion of the dynamical generation of collective modes.

Throughout the book we have not specifically considered many important computational and conceptual questions and problems that have marked in a significant way the historical development of QFT, among these primarily renormalization problems. Neither have we discussed string theory, inflationary scenarios in cosmology and some recent theoretical and experimental achievements, such as, for example, the ones in the Bose–Einstein condensation of atoms in magnetic traps or other kinds of potential
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wells, and related developments in quantum optics and quantum computing. Our choice is motivated by the fact that the present book is not meant to be one on the general formalism of QFT and the whole spectrum of its applications. In any case, we apologize to the reader for neglecting many important topics and for many holes in our presentation.

We use both the operator formalism and the functional integration formalism. In the operator formalism the particle and wave-packet physical picture is more transparent, while in the functional formalism the general mathematical structure underlying the symmetry properties and the correlation functions appears more evident. From a formal point of view, the price we pay for the apparent non-homogeneous treatment is compensated by the multi-faceted understanding of the theoretical structure under study. Another price we pay for the variety of arguments treated is a non-uniform notation: our preference has been to adopt the general criterion of keeping contact with the notation of the original works.

The level of the presentation has been finalized to a readership of graduate students with a basic knowledge of quantum mechanics and QFT. Some of the presented material grew from graduate courses on elementary particle physics and/or condensed matter physics which the authors taught at the University of Salerno and Czech Technical University in Prague. The matter is organized as shown in the following table of contents and purposely several arguments and notions have been repeated in different Sections and Chapters for the reader’s convenience. Much formalism is confined to the Appendices, where, however, the reader can find short discussions of conceptually and computationally important topics, such as Glauber coherent states and generalized coherent states. Some material on classical soliton theory, homotopy theory and defect classification is confined to Chapter 10, which may be skipped by the reader who is familiar with such topics.

Summarizing, the book contains an overview of many QFT results obtained by many research groups and by ourselves. It is therefore imperative to warmly thank all those colleagues and collaborators with whom we have had the good fortune to work or to discuss some of the problems considered in this book. This is certainly not a complete list, and we apologize for that. It includes T. Arimitsu, V. Srinivasan, H. Matsumoto, S. Kamefuchi, Y. Takahashi, H. Ezawa, E. Del Giudice, T. Evans, R. Rivers, J. Klauder, E. C. Sudarshan, H. Kleinert, J. Tolar, J. Niederle, E. Celeghini, A. Widom, Y. Srivastava, R. Maíka, E. Alfinito, O. Romei, A. Iorio, A. Capolupo, G. Lambiase, A. Kurcz, F. C. Khanna, P. A. Henning, E. Graziano, A. Beige, R. Jackiw, R. Haag, P. L. Knight, G. Vilasi, G. Scarpetta, F. Mancini, D.
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Chapter 1

The structure of the space of the physical states

1.1 Introduction

Symmetry principles play a central role in the understanding of natural phenomena. However, it is not always easy to recognize symmetries in physical observations since at a phenomenological level they can manifest as distorted, “rearranged” symmetries. For example, the fundamental symmetry between protons and neutrons, the nucleons, does not manifest as an exact symmetry, but as a “broken symmetry”: the charge independence of nuclear interaction is indeed violated by the electromagnetic interaction. In general, various symmetry schemes, which are quite successful, also appear to be in some way approximate symmetry schemes [79, 343, 443, 476, 617], i.e., one has to disregard some phenomenological aspects, e.g., mass differences, which violate certain symmetry requirements. A way of looking at this situation is to interpret the observed deviations from the exact symmetry as a phenomenological distortion or rearrangement of the basic symmetry. Examples of rearranged symmetries are easily found in solid state physics: crystals manifest a periodic structure, but do not possess the continuous translational invariance of the Hamiltonian of molecular gas. Ferromagnets present rotational invariance around the magnetization axis, but not the original $SU(2)$ invariance of the Lagrangian. In superconductivity and superfluidity the phase invariance is the one that disappears.

The crucial problem one has to face in the recognition of a symmetry is, then, the intrinsic two-level description of Nature: one aspect of this duality concerns original symmetries ascribed to “basic” entities, the other aspect concerns the corresponding rearranged symmetries of observable phenomena. This two-level description of Nature was soon recognized in Quantum Field Theory (QFT) as the duality between fields and particles. Without
going into the historical developments of this concept, which are outside
the purpose of this book, we only recall, as an example, how fundamental
this duality is in the renormalization theory, where the distinction is crucial
between “bare” and “observed” particles, namely the distinction between
basic fields and their physical “manifestation”.

In the following Sections we will focus our attention on some structural
aspects of QFT in order to prepare the tools to be used in the study of the
mechanisms through which the dynamics of the basic fields leads to their
observable physical manifestation. Thus, the core of our interest will be the
structure of the space of the physical fields, which will bring us to study
that peculiar nature of QFT consisting in the existence of infinitely many
unitarily inequivalent representations of the canonical (anti-)commutation
relations, and thus to the analysis of the von Neumann theorem, of the
Weyl–Heisenberg algebra, the characterization of the physical fields and
the coherent states. Our discussion will include in a unified view, topics
such as the squeezing and self-similarity transformations, fractals and quan-
tum deformation of the Weyl–Heisenberg algebra. A glance at the table of
contents shows how these subjects are distributed in the various Sections
and Appendices.

1.2 The space of the states of physical particles

Let us consider a typical scattering process between two or more particles.
By convenient measurements we can identify the kind, the number, the
energy, etc., of the particles before they interact (incoming particles); there
is then an interaction region which is precluded to observations and finally
we can again measure the kind, the number, the energy, etc., of the particles
after the interaction (outgoing particles). The sum of the energies of the
incoming particles is observed to be equal to the sum of the energies of the
outgoing particles. Incoming particles and outgoing particles are referred
to as “physical particles”, or else as “observed” or “free” particles, where
the word “free” does not exclude the possibility of interaction among them;
it means that the interaction among the particles can be considered to be
negligible far away, in space and time, from the interaction region. The total
energy of the system of free particles is given in a good approximation by
the sum of the energies of the single particles. We require that the energy of
the physical particles is determined as a certain function of their momenta.
In solid state physics the physical particles are usually called quasiparticles.
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Among the quasiparticles, a special role is played by those, such as phonons, magnons, etc., called “collective modes”, which are responsible for long-range correlation among the elementary components of the system.

The possibility of identifying outgoing and/or incoming particles resides in the possibility of setting our particle detector far away from the interaction region (at a space distance \( x = \pm \infty \) from the interaction region) and to let it be active well before and/or well after the interaction time (at a time \( t = \pm \infty \) with respect to the interaction time). In other words, we assume that the interaction forces among the particles go to zero at spacetime regions far away from the spacetime interaction region.\(^1\) This is indeed possible in most cases. However, there are important cases in which this “switching off” of the interaction is not possible due to intrinsic properties of the interaction. When this latter situation occurs, we cannot apply the usual methods of perturbation theory. The validity of the perturbative methods relies indeed on the possibility of correctly defining “asymptotic” states for the system under study, namely states properly defined in spacetime regions where the interaction effects are negligible.

We now briefly summarize the main steps in the construction of the Hilbert space for the physical particles. Among several possible strategies [115, 343, 466, 558, 599, 666], we mostly follow [617, 619, 621].

The state of a single particle is classified by the suffices \((i, s)\), where \(i\) specifies the spatial distribution of the state, while \(s\) specifies other freedoms (e.g., spin, charges, etc.). For simplicity, we assume we are dealing with only one kind of particle (e.g., only electrons, or only protons, etc.). We must use wave packets to specify spatial distributions, because plane waves like \(\exp(i\mathbf{k} \cdot \mathbf{x})\) are not normalizable and do not form a countable set. On the other hand, it is well known that an orthonormalized complete set of square-integrable functions \(\{f_i(x), i = 1, 2, \ldots\}\) is a countable set. Thus we introduce the creation operators \(\alpha^\dagger_i\) and \(\beta^\dagger_i\) for particles and their antiparticles, respectively, with spatial distribution \(f_i(x)\), i.e., in wave-packet states, as

\[
\alpha^\dagger_i = \frac{1}{(2\pi)^{3/2}} \int d^3k f_i(k) \alpha^\dagger_k,
\]

\[
\beta^\dagger_i = \frac{1}{(2\pi)^{3/2}} \int d^3k f_i(k) \beta^\dagger_k.
\]

In these equations we have also introduced the creation operators \(\alpha^\dagger_k\) and \(\beta^\dagger_k\).

\(^1\)Self-interaction, which dresses each particle and is responsible for wave function renormalization, is implicitly taken into account in the concept of physical particle.
\[ f_i(x) = \int \frac{d^3k}{(2\pi)^3} f_i(k) e^{i \mathbf{k} \cdot \mathbf{x}}. \]

The possibility of expressing the spatial distribution of the state by a discrete index follows from the fact that we use the square-integrable functions (wave-packets) \( f_i(x) \) which form a countable set. The space of states so constructed is a separable Hilbert space, whose states can be expressed as superposition of the countable set of basis vectors \( f_i(k) \).

The inner product is:

\[ (f_i, g_j) = \int d^3xf_i^*(x)g_j(x) = \int \frac{d^3k}{(2\pi)^3} f_i^*(k)g_j(k). \]

The orthonormality condition is:

\[ (f_i, f_j) = \int \frac{d^3k}{(2\pi)^3} f_i^*(k)f_j(k) = \delta_{ij}. \]

For the norm we will use the notation \( |f_i| = (f_i, f_i)^{1/2} = 1 \). In general, any square-integrable normalized function \( f(x) \) is expressed as

\[ f(x) = \sum_i a_i f_i(x), \]

where \( a_i \) (and \( f(x) \)) may depend on time and \( \sum_i |a_i|^2 = 1 \) due to the normalization \( (f, f) = 1 \):

\[ (f, f) = \sum_{i,j} a_i^* a_j (f_i, f_j) = \sum_{i,j} \delta_{ij} a_i^* a_j = 1. \]

We also introduce, in analogy with Eqs. (1.1), the wave-packet operators associated to the spatial distribution \( f(x) \):

\[ \alpha^\dagger_f = \frac{1}{(2\pi)^{3/2}} \int d^3k f(k) \alpha^\dagger_k, \]

\[ \beta^\dagger_f = \frac{1}{(2\pi)^{3/2}} \int d^3k f(k) \beta^\dagger_k, \]

where \( f(k) \) are the Fourier amplitudes of \( f(x) \).

For brevity, we will omit the suffix \( s \) when no confusion arises. We next assume the existence of the physical vacuum state \( |0\rangle \) defined as

\[ \alpha_i|0\rangle = 0 = \beta_i|0\rangle. \]
The structure of the space of the physical states

The conjugate state $|0\rangle$ is such that
\begin{equation}
|0\rangle \alpha_i^\dagger = 0 = |0\rangle \beta_k^\dagger,
\end{equation}
and $\langle 0|0 \rangle = 1$. From Eqs. (1.1), it is then, for any $k$,
\begin{align}
\alpha_k|0\rangle &= \beta_k|0\rangle, \\
\langle 0|\alpha_k^\dagger &= \langle 0|\beta_k^\dagger.
\end{align}

The Hilbert space of physical particle states is cyclically constructed by repeated applications of $\alpha_i^\dagger$ and $\beta_i^\dagger$ on $|0\rangle$, e.g., the one-particle state is $|\alpha_i^\dagger|0\rangle = |\alpha_i\rangle$. Let us denote by $n_i$ the number of particles with spatial distribution given by $f_i(x)$. The $n$-particle state of the system is specified by the state vector $|n_1, n_2, \ldots\rangle$, where the numbers $n_i$ are assigned for each $i$, and is given by
\begin{equation}
|n_1, n_2, \ldots\rangle = \prod_i \frac{1}{\sqrt{n_i!}} (\alpha_i^\dagger)^{n_i} |0\rangle,
\end{equation}
in the case of boson particles and by
\begin{equation}
|n_1, n_2, \ldots\rangle = \prod_i (\alpha_i^\dagger)^{n_i} |0\rangle,
\end{equation}
in the case of fermion particles. In Eq. (1.12) $\prod_i$ denotes product with $n_i$ restricted to the values 0 or 1 for any $i$. The conjugate vectors are introduced in the usual way, e.g., for bosons
\begin{equation}
\langle n_1, n_2, \ldots | = \langle 0 \prod_i \frac{1}{\sqrt{n_i!}} (\alpha_i)^{n_i}.
\end{equation}

The action of $\alpha_i$ and $\alpha_i^\dagger$ on the states of the Hilbert space is given by
\begin{align}
\alpha_i |n_1, \ldots, n_i, \ldots\rangle &= \sqrt{n_i} |n_1, \ldots, n_i-1, \ldots\rangle, \\
\alpha_i^\dagger |n_1, \ldots, n_i, \ldots\rangle &= \sqrt{n_i + 1} |n_1, \ldots, n_i + 1, \ldots\rangle,
\end{align}
for bosons and by
\begin{align}
\alpha_i |n_1, \ldots, n_i, \ldots\rangle &= n_i \eta(n_1, \ldots, n_{i-1}) |n_1, \ldots, n_i-1, \ldots\rangle, \\
\alpha_i^\dagger |n_1, \ldots, n_i, \ldots\rangle &= (1-n_i) \eta(n_1, \ldots, n_{i-1}) |n_1, \ldots, n_i + 1, \ldots\rangle,
\end{align}
for fermions, with $n_i = 0, 1$ and
\begin{equation}
\eta(n_1, \ldots, n_{i-1}) = (-1)^{\sum_{j<i} n_j}.
\end{equation}

In a standard fashion [619] one can show that the set $\{ |n_1, n_2, \ldots\rangle \}$ is an orthonormalized set of vectors in the Hilbert space:
\begin{equation}
\langle n_1', n_2', \ldots | n_1, n_2, \ldots \rangle = \prod_i \delta_{n_i' n_i}.
\end{equation}
We are using the simplified notation $|n_1, n_2, \ldots \rangle \equiv |n_1 \rangle \otimes |n_2 \rangle \otimes \ldots$, where $n_i$ can be any non-negative integer for bosons; it is 0 or 1 for fermions. In this notation, the vacuum $|0 \rangle$ is $|0, 0, \ldots \rangle \equiv |0 \rangle \otimes |0 \rangle \otimes \ldots$. Eqs. (1.14) show that

$$N_i|n_1, \ldots, n_i, \ldots \rangle = n_i|n_1, \ldots, n_i, \ldots \rangle,$$

where $N_i = \alpha_i^\dagger \alpha_i$ is the number operator, or, by restoring the suffix $s$,

$$N_i^s = \alpha_i^{s\dagger} \alpha_i^s.$$

The total number is given by $N = \sum_{i,s} N_i^s$. Let us consider particles which are bosons. Eqs. (1.14) and (1.17) give for any $n_i$'s

$$\langle n_1, n_2, \ldots |[\alpha_i^s, \alpha_j^{s\dagger}]|n_1, n_2, \ldots \rangle = 0 = \langle n_1, n_2, \ldots |[\alpha_i^{s\dagger}, \alpha_j^s]|n_1, n_2, \ldots \rangle,$$

and similarly for $\beta_i^s$ and $\beta_i^{s\dagger}$. Here $\mathbf{1}$ denotes the identity operator. Consistency with Eqs. (1.1) then requires that

$$[\alpha_i^s, \alpha_j^{s\dagger}] = \mathbf{1} \delta(k - 1)\delta_{rs},$$

$$[\alpha_i^s, \alpha_i^s] = 0 = [\alpha_i^{s\dagger}, \alpha_i^{s\dagger}],$$

and similarly for $\beta_i^s$ and $\beta_i^{s\dagger}$. Due to the delta function $\delta(k - 1)$ appearing in Eqs. (1.21), these equations are to be understood in the sense of distribution theory, namely

$$\int \frac{d^3k \, d^3l}{(2\pi)^3} f^*(k)g(l)[\alpha_k^s, \alpha_l^{s\dagger}] = \int \frac{d^3k \, d^3l}{(2\pi)^3} f^*(k)g(k) \delta_{rs} = (f, g) \delta_{rs},$$

with $f(k)$ and $g(k)$ being suitable test functions. Then, for the operators introduced in Eq. (1.7) we have

$$[\alpha_f^s, \alpha_g^{s\dagger}] = (f, g)\delta_{rs},$$

$$[\alpha_f^s, \alpha_f^s] = 0 = [\alpha_f^{s\dagger}, \alpha_g^{s\dagger}].$$

In the case of fermions we obtain relations similar to (1.20)–(1.23) with anti-commutators replacing the commutators. The vectors of the Hilbert space can also be proven to be, under particle permutations, fully symmetrical states for bosons and fully antisymmetrical states for fermions.

By repeated applications of creation and annihilation operators one can move from one member to another member in the set $\{|n_1, n_2, \ldots \rangle\}$; however, the operators $\alpha_k^s$ (and $\beta_k^s$) are not bounded operators: due to
Eqs. (1.21), they do not map normalizable vectors on normalizable ones; indeed, \( \langle 0 | \alpha_s^a \alpha_s^a | 0 \rangle = \delta(0) \), which is not finite. However, operators associated with spatial distribution \( f_i(x) \) (or \( f(x) \)) give \( |\alpha_s^\dagger | 0 \rangle |^2 = 1 \) (or \( |\alpha_f^\dagger | 0 \rangle |^2 = 1 \)) due to Eqs. (1.1) and Eq. (1.4) (or, for \( \alpha_s^\dagger \), due to Eqs. (1.7) and Eq. (1.6)).

We consider in more detail the mathematical nature of the Hilbert space in the following Section.

1.3 The Weyl–Heisenberg algebra and the Fock space

We require that it must be possible to express any vector in the Hilbert space, i.e., any physical state of the system, as a superposition of the vectors of the basis. This implies that the Hilbert space must be separable, i.e., it must contain a countable basis of vectors, say \( \{ \xi_n \} \). In such a case, for any vector \( \xi \) of the space and any arbitrary \( \epsilon > 0 \) there exist a sequence \( \{ c_n \} \) such that \( |\xi - \sum_n c_n \xi_n| < \epsilon \), which means that \( \xi \) can be approximated by the linear superposition \( \sum_n c_n \xi_n \) to any accuracy.

If we thus require that our space must be a separable Hilbert space, it is not correct to use the set \( \{ |n_1, n_2, \ldots \rangle \} \) as a basis, because this is not a countable set. To prove this, let us consider for simplicity a fermion system where \( n_i \) can assume only the values 0 or 1. Then, we consider the set of positive numbers

\[
\{0, n_1 n_2 \ldots\}, \quad (1.24)
\]

with \( n_i \) assuming only the values 0 or 1. Using the binary system, we see that the set (1.24) covers all the real values in the interval \([0, 1]\), i.e., it is a non-countable set. On the other hand, there is a one-to-one correspondence between the set (1.24) and the set \( \{ |n_1, n_2, \ldots \rangle \} \), and thus we conclude that the latter is a non-countable one. Since the set \( \{ |n_1, n_2, \ldots \rangle \} \) for bosons is larger than the one for fermions, also in the boson case it is a non-countable set. To remedy this situation, we observe that physical states do not really contain an infinite number of particles. The number of particles can be as large as we want, but does not need to be infinite. We then select a countable subset \( S \) from the set \( \{ |n_1, n_2, \ldots \rangle \} \) as follows:

\[
S = \left\{ |n_1, n_2, \ldots \rangle : \sum_i n_i = \text{finite} \right\}. \quad (1.25)
\]

This set contains the vacuum \( |0, 0, \ldots \rangle \) but does not contain states like \( |1, 1, 1, \ldots \rangle \) where \( n_i = 1 \) for all \( i \). Actually, one can extract infinitely many
countable subsets from the set \( \{ |n_1, n_2, \ldots \} \), each of them representing a different possible representation of the (anti-)commutation relations of the operators \( \alpha_i, \alpha_i^\dagger, i = 1, 2, \ldots \). Two of these representations will be said to be unitarily inequivalent representations when one arbitrary vector of one of them cannot be expressed as a superposition of base vectors of the other representations. We will discuss this point below and we will see that the existence of unitarily inequivalent representations is a characterizing feature of QFT, not present in Quantum Mechanics [123,569,621,648,649].

We now prove that the set \( S \) is a countable set.

Consider the state \( |n_1, n_2, \ldots \rangle \) belonging to \( S \). Since this state contains only a finite number of particles, there is an integer number, say \( p \), for which \( n_p \neq 0 \) and \( n_i = 0 \) for \( i > p \). Then, to each vector in \( S \) we can associate two numbers, i.e., \( p \) and \( N = \sum_i n_i \). For each product \( pN \) there exists only a finite number of vectors in \( S \) because for each \( pN \) we can distribute a finite number of particles only in a finite number of states. This means that we can label the vectors in \( S \) as \( \xi_a \) with \( a = 1, 2, \ldots \) in such a way that \( pN \) is not decreasing for \( a \) increasing. The set \( S \) is thus countable and \( \xi_a \) are orthonormal vectors: \( (\xi_a, \xi_b) = \delta_{ab} \).

We consider now the linear space \( \mathcal{H}_F \) defined by

\[
\mathcal{H}_F = \left\{ \xi = \sum_{a=1}^{\infty} c_a \xi_a , \quad \sum_{a=1}^{\infty} |c_a|^2 = \text{finite} \right\}. \tag{1.26}
\]

\( \mathcal{H}_F \) is separable because the set \( \{ \xi_a \} \) is countable. If \( \zeta \) and \( \eta \) are vectors of \( \mathcal{H}_F \),

\[
\zeta = \sum_{a=1}^{\infty} b_a \xi_a , \quad \sum_{a=1}^{\infty} |b_a|^2 = \text{finite} , \tag{1.27a}
\]

\[
\eta = \sum_{a=1}^{\infty} d_a \xi_a , \quad \sum_{a=1}^{\infty} |d_a|^2 = \text{finite} , \tag{1.27b}
\]

the inner product is defined as

\[
(\zeta, \eta) = \sum_a b_a^* d_a . \tag{1.28}
\]

The vectors in \( \mathcal{H}_F \) thus have finite norm:

\[
|\xi|^2 = (\xi, \xi) = \sum_a |c_a|^2 = \text{finite} . \tag{1.29}
\]

Note that a vector \( \zeta \) of \( \mathcal{H}_F \) is the null vector, i.e., \( \zeta = 0 \), if and only if all the coefficients \( b_a = (\xi_a, \zeta) \) (cf. (1.28)) are zero.
The linear space $\mathcal{H}_F$ is called the Fock space of physical particles. In this space one considers the set $D$ of all the finite summations of the basis vectors of $\mathcal{H}_F$:

$$D = \left\{ \xi_N^{(D)} = \sum_{a=1}^{N} c_a \xi_a, \ N \text{ finite} \right\}.$$  

(1.30)

The set $D$ can be proven to be dense in $\mathcal{H}_F$, i.e., every vector of $D$ belongs to $\mathcal{H}_F$ and every vector of $\mathcal{H}_F$ is either a member of $D$ or the limit of a Cauchy sequence of vectors in $D$. This last property can be expressed as

$$\xi = \lim_{N \to \infty} \xi_N^{(D)},$$  

(1.31)

where $\xi$ is a vector of $\mathcal{H}_F$. Eq. (1.31) has to be understood in the sense of the strong limit (see Appendix A for a definition of strong and weak limit). When the relations (1.20) and (1.21) are computed using vectors belonging to $D$, then they hold for any vector in $\mathcal{H}_F$ and we can write the commutation relations in the Hilbert space as

$$[\alpha^s_i, \alpha^{s^\dagger}_j] = \mathbb{1} \delta_{ij} \delta_{rs},$$  

(1.32a)

$$[\alpha^s_i, \alpha^s_j] = 0 = [\alpha^{s^\dagger}_i, \alpha^{s^\dagger}_j],$$  

(1.32b)

$$[\alpha^s_i, \mathbb{1}] = 0 = [\alpha^{s^\dagger}_i, \mathbb{1}],$$  

(1.32c)

and similar relations for $\beta^s_k$ and $\beta^{s^\dagger}_k$. The algebra (1.32) generated by $\alpha^s_i, \alpha^{s^\dagger}_i$ and $\mathbb{1}$, for any $s$, and similarly the algebra (1.21), is a Lie algebra and is called the Heisenberg algebra or also the Weyl–Heisenberg (WH) algebra. Instead of Eqs. (1.32) and (1.21) we have anti-commutation relations in the case of fermions. The algebra (1.32) (and (1.21)) is also referred to as the canonical commutation relation (or anti-commutation relation, in the case of fermions) algebra.

As a final remark we observe that assigning the algebra (1.32) (or (1.21)) is not enough to specify the particular countable subset $S$ one may select out of the set $\{|n_1, n_2, \ldots \}$. Since the states are obtained by cyclic operation of $\alpha^\dagger_i$ on the vacuum state, in order to specify $S$ one needs to assign also the vacuum state annihilated by the $\alpha_i$ and on which the $\alpha^\dagger_i$ operators are defined as shown in Eq. (1.11).
1.4 Irreducible representations of the canonical commutation relations

We here assume that the particles under consideration are bosons. We use \( \hbar = c = 1 \). We introduce the dimensionless operators \( q_i \) and \( p_i \) defined by

\[
q_i = \frac{1}{\sqrt{2}} (\alpha_i + \alpha_i^\dagger), \quad (1.33a)
\]

\[
p_i = \frac{1}{i\sqrt{2}} (\alpha_i - \alpha_i^\dagger). \quad (1.33b)
\]

They satisfy the canonical commutation relations

\[
[q_i, p_j] = i \delta_{ij}, \quad (1.34a)
\]

\[
[q_i, q_j] = 0 = [p_i, p_j], \quad (1.34b)
\]

\[
[q_i, 1] = 0 = [p_i, 1]. \quad (1.34c)
\]

This is also called the Weyl–Heisenberg algebra (generated by the operators \( q_i, p_i, 1 \), for any \( i \)). We note that by a convenient transformation leaving invariant the canonical commutation relations (1.34) the \( q_i \) and \( p_i \) operators can be given the dimensions appropriate to the usual phase-space coordinates. Since we are considering a finite number of particles (cf. Eq. (1.25)) the present situation is very similar to that in Quantum Mechanics (QM). In particular, the Hilbert space under consideration is the oscillator realization of the canonical variables \( q_i \) and \( p_i \). It is known to be a complete space and we can use the well-known [660, 661] “unitarization” or “extension” procedure, in which one considers the operators

\[
U_i(\sigma) = \exp(i\sigma p_i), \quad (1.35a)
\]

\[
V_i(\tau) = \exp(i\tau q_i), \quad (1.35b)
\]

instead of \( p_i \) and \( q_i \), with \( \sigma \) and \( \tau \) real parameters. However, it should be stressed that in QM the \( p_i \) and \( q_i \) operators are not bounded operators [621, 649, 660, 661]. In the present QFT case, as noted in the previous Sections, the unbounded operators \( \alpha_k \) and \( \alpha_k^\dagger \) are smeared out by use of the square-integrable test functions \( f_i(k) \) (cf. Eqs. (1.1)), so that in (1.33) we are using wave-packets operators \( \alpha_i \) and \( \alpha_i^\dagger \). One can show that the operators \( U_i(\sigma) \) and \( V_i(\sigma) \) are bounded operators and therefore their definition can be “extended” on the whole \( \mathcal{H}_F \) (see below). The conclusion is that the Fock space of the physical particles is a representation of the unitary operators \( U_i(\sigma) \) and \( V_i(\sigma) \), with \( i = 1, 2, \ldots \).
The structure of the space of the physical states

We also introduce $U(\sigma)$ and $V(\tau)$ as

$$U(\sigma) = \exp \left( i \sum_{i=1}^{\infty} \sigma_i p_i \right), \quad (1.36a)$$

$$V(\tau) = \exp \left( i \sum_{i=1}^{\infty} \tau_i q_i \right), \quad (1.36b)$$

where we assume that only a finite number of $\sigma_i$ and $\tau_i$ are not zero. The operators $U(\sigma)$ and $V(\tau)$ satisfy the so-called Weyl algebra:

$$U(\sigma) U(\zeta) = U(\sigma + \zeta), \quad (1.37a)$$

$$V(\tau) V(\eta) = V(\tau + \eta), \quad (1.37b)$$

$$U(\sigma) V(\tau) = \exp( i \sigma \cdot \tau ) V(\tau) U(\sigma). \quad (1.37c)$$

The relations (1.37) reflect the canonical commutation relations (1.34) (or (1.32)). It is also customary to introduce the so-called Weyl operator $W(z)$:

$$W(z) \equiv \exp(i \sigma \cdot \tau) U(\sqrt{2} \sigma) V(\sqrt{2} \tau), \quad (1.38)$$

with $z \equiv \sigma + i \tau$. Eqs. (1.37) then lead to

$$W(z_1) W(z_2) = \exp[-i 3m(z_1^* \cdot z_2)] W(z_1 + z_2). \quad (1.39)$$

The knowledge of $U(\sigma)$ and $V(\tau)$ can tell us about $p_i \xi$ and $q_i \xi$, respectively, whenever such vectors belong to $\mathcal{H}_F$. Indeed,

$$p_i \xi = -i \left( \frac{d}{d\sigma_i} U(\sigma) \right)_{\sigma=0} \xi, \quad (1.40a)$$

$$q_i \xi = -i \left( \frac{d}{d\tau_i} V(\tau) \right)_{\tau=0} \xi. \quad (1.40b)$$

Below we show that any operator which commutes with $U(\sigma)$ and $V(\tau)$ is a multiple of the identity operator, which means that the Fock space is an irreducible representation of the canonical variables $q_i$ and $p_i$, i.e., of the annihilation and creation operators of physical particles, or, equivalently, of the Weyl operator introduced above. Sometimes we refer to the Fock space irreducible representation of the Weyl operator as the Weyl system.

In conclusion, the description of the system in terms of physical (boson) particles naturally leads to canonical variables \{\(q_i, p_i, i = 1, 2, \ldots\)\} whose irreducible representation is the Fock space defined above.
Extension of the Weyl operators on $\mathcal{H}_F$

We introduce

$$U_i^M(\sigma) = \sum_{n=0}^{M} \frac{1}{n!}(i\sigma p_i)^n,$$

(1.41)

where $M$ is a positive and finite integer. Since the action of any power of $\alpha_i$ and $\alpha_i^\dagger$ on a vector of the basis gives another vector of the basis, the action of any positive power of $p_i$ and of $q_i$ on vectors $\xi_N$ in the dense set $D$ creates a superposition of finite number of vectors in $D$, which is still a vector of $D$. Then, the sequence of vectors $U_i^M(\sigma)\xi_N^{(D)}$ has a limit for $M \to \infty$; thus we define the operation of $U_i(\sigma)$ on $D$ as

$$U_i(\sigma)\xi_N^{(D)} = \lim_{M \to \infty} U_i^M(\sigma)\xi_N^{(D)}.$$ 

Due to the unitarity of $U_i(\sigma)$,

$$|U_i(\sigma)\xi_N^{(D)}| = |\xi_N^{(D)}|,$$

(1.42)

from which we conclude that the operator $U_i(\sigma)$ is a bounded operator and therefore its definition can be “extended” on the whole $\mathcal{H}_F$ in the following way: let $\xi$ be a vector of $\mathcal{H}_F$; if it is a vector of $D$, the action of $U_i(\sigma)$ on $\xi$ is well defined. If $\xi$ is not a vector belonging to $D$, we can find in $D$ a Cauchy sequence $\{\xi_N^{(D)}\}$ whose limit is $\xi$; then we define the action of $U_i(\sigma)$ on $\xi$ as

$$U_i(\sigma)\xi = \lim_{N \to \infty} U_i(\sigma)\xi_N^{(D)}.$$ 

(1.43)

In a similar way, we can define the action of $V_i(\tau)$ on $\mathcal{H}_F$.

We now show that any operator which commutes with $U(\sigma)$ and $V(\tau)$ is a multiple of the identity operator, which implies that the Fock space is an irreducible representation of the canonical variables $q_i$ and $p_i$, i.e., of the annihilation and creation operators of physical particles. To see this we note that if $\xi$ is a vector of $\mathcal{H}_F$, $\alpha_i\xi = 0$ for all $i$, when and only when $\xi = c|0,0,\ldots\rangle$, due to (1.8), with $c$ an ordinary number. If $A$ is an operator commuting with $q_i$ and $p_i$, for all $i$, i.e., with $\alpha_i$ and $\alpha_i^\dagger$, for all $i$, then $\alpha_i A|0,0,\ldots\rangle = A\alpha_i|0,0,\ldots\rangle = 0$, i.e., $A|0,0,\ldots\rangle = c|0,0,\ldots\rangle$, with $c$ an ordinary number. Since any vector of the basis (1.25) is constructed by repeated operations of $\alpha_i^\dagger$, e.g.,

$$|n_1,n_2,\ldots\rangle = f(n_1,n_2,\ldots)(\alpha_1^\dagger)^{n_1}(\alpha_2^\dagger)^{n_2} \ldots |0,0,\ldots\rangle,$$

(1.44)

with $f(n_1,n_2,\ldots)$ some function of $n_i$ (consistent with Eq. (1.14)), we have

$$A|n_1,n_2,\ldots\rangle = c|n_1,n_2,\ldots\rangle,$$

i.e., using Eq. (1.26) $A\xi = c\xi$ for any $\xi$ in $\mathcal{H}_F$. This means that $A = c1$, with $1$ the identity operator.
The structure of the space of the physical states

Labeling the irreducible representations

Since, as already noted in Section 1.3, the choice of the countable basis is not unique, we now consider the problem of labeling the Weyl operators and the Weyl systems.

We consider the transformation

\[ \sigma \rightarrow \frac{1}{\rho} \sigma, \quad \tau \rightarrow \rho \tau, \tag{1.45} \]

with \( \rho \) a non-zero real c-number, \( \rho \neq 0 \). This is a canonical transformation, since \( \Im m(\mathbf{z}_1^* \cdot \mathbf{z}_2) \) in Eq. (1.39) is left invariant under it and the Weyl algebra (1.39) is therefore preserved:

\[ \mathcal{W}^{\rho}(z_1)\mathcal{W}^{\rho}(z_2) = \exp[-i\Im m(\mathbf{z}_1^* \cdot \mathbf{z}_2)]\mathcal{W}^{\rho}(z_1 + z_2), \quad \rho \neq 0, \tag{1.46} \]

where \( \mathcal{W}^{\rho}(z) \equiv \mathcal{W}(\frac{\rho}{\rho} \sigma + i\rho \tau) \). We thus see that the transformation parameter \( \rho \) acts as a label for the Weyl systems.

We observe [341] that the transformation (1.45) can be equivalently thought as applied to \( p_i \) and to \( q_i \) instead of \( \sigma_i \) and \( \tau_i \). Let us consider for simplicity one specific value of \( i \) (extension to many values of \( i \) is straightforward). Therefore, we will omit the index \( i \) in the following:

\[ p \rightarrow p(\rho) \equiv \frac{1}{\rho} p, \quad q \rightarrow q(\rho) = \rho q, \quad \rho \neq 0. \tag{1.47} \]

The action variable \( J = \int p dq \) is invariant under (1.47); this clarifies the physical meaning of the invariance of the area \( \Im m(\mathbf{z}_1^* \cdot \mathbf{z}_2) \) under (1.45). Of course, the transformation (1.47) is a canonical transformation: \( ([q, p] = i) \rightarrow ([q(\rho), p(\rho)] = i) \). By inverting Eqs. (1.33) we have

\[ \alpha(\rho) = \frac{1}{\sqrt{2}}(q(\rho) + ip(\rho)) = \frac{1}{2}(u(\rho)\alpha + v(\rho)\alpha^\dagger), \tag{1.48a} \]

\[ \alpha^\dagger(\rho) = \frac{1}{\sqrt{2}}(q(\rho) - ip(\rho)) = \frac{1}{2}(u(\rho)\alpha^\dagger + v(\rho)\alpha), \tag{1.48b} \]

where

\[ u(\rho) \equiv \left( \rho + \frac{1}{\rho} \right), \quad v(\rho) \equiv \left( \rho - \frac{1}{\rho} \right), \tag{1.49} \]

so that \( u^2 - v^2 = 1 \). Eqs. (1.48) are then recognized to be nothing but Bogoliubov transformations; specifically, they are the squeezing transformations occurring in solid state physics and in quantum optics [280] and in elementary particle physics, see, e.g., [13, 108]. Let \( \rho \equiv e^{-\zeta} = \rho(\zeta), \quad \zeta \neq \infty \) and real. Eqs. (1.48) are then put in the form

\[ \alpha(\zeta) = \alpha \cosh \zeta - \alpha^\dagger \sinh \zeta, \tag{1.50a} \]

\[ \alpha^\dagger(\zeta) = \alpha^\dagger \cosh \zeta - \alpha \sinh \zeta, \tag{1.50b} \]
where we have used $\alpha(\zeta) \equiv \alpha(\rho(\zeta))$. The $\rho$-labeling or parametrization is called the Bogoliubov parametrization of the Weyl algebra or Weyl systems [341]. The generator of the Bogoliubov transformations (1.50) is:

$$\hat{S}(\zeta) \equiv \exp \left( \frac{\zeta}{2} (\alpha^2 - \alpha^2) \right),$$

(1.51)

$$\alpha(\zeta) = \hat{S}^{-1}(\zeta) \alpha \hat{S}(\zeta),$$

(1.52a)

$$\alpha^\dagger(\zeta) = \hat{S}^{-1}(\zeta) \alpha^\dagger \hat{S}(\zeta).$$

(1.52b)

In quantum optics $\hat{S}(\zeta)$ is called the squeezing operator [279, 664], $\zeta$ being the squeezing parameter. We note that the r.h.s. of Eq. (1.51) is an $SU(1, 1)$ group element. In fact, by defining $K_- = \frac{1}{2} \alpha^2$, $K_+ = \frac{1}{2} \alpha^2$, $K_z = \frac{1}{2} (\alpha^\dagger \alpha + \frac{1}{2})$, one easily checks they close the algebra $su(1, 1)$ (cf. Appendix C).

In the transition from QM to QFT, namely from finite to infinite number of degrees of freedom, one must operate in the complex linear space $E_C = E + i E$ instead of working in $C^M$, where $M$ denotes the (finite) number of degrees of freedom ($i = 1, 2, \ldots, M$). Here $E$ denotes a real linear space of square-integrable functions $f$; we shall denote by $F = f + i g$, $f$, $g \in E$, the elements in $E_C$. The scalar product $\langle F_1, F_2 \rangle$ in $E_C$ is defined through the scalar product $(f, g)$ in $E$:

$$\langle F_1, F_2 \rangle = (f_1, f_2) + (g_1, g_2) + i [(f_1, g_2) - (f_2, g_1)].$$

(1.53)

In QFT the Weyl operators and their algebra become

$$W(F) = \exp[i(f, g)]U(\sqrt{2}f)V(\sqrt{2}g),$$

(1.54a)

$$W(F_1)W(F_2) = \exp(-i \Im \langle F_1, F_2 \rangle)W(F_1 + F_2).$$

(1.54b)

It must be stressed that the use of the complex linear space $E_C$ in QFT is required to smear out spatial integrations of field operators by means of test functions $f$.

Our discussion in this Section has been confined to the case of boson operators. We will see that, although fermion operators cannot be traced back to the canonical variables $\{q_i, p_i, i = 1, 2, \ldots \}$, nevertheless there exist also for them infinitely many unitarily inequivalent Fock spaces which are irreducible representations of the anti-commutation relations.
1.5 Unitarily equivalent representations

We now go back to the Weyl–Heisenberg algebra (1.34) (or (1.32), (1.21)). In the following, we will omit for simplicity the suffix \( i \). As customary, we introduce for each \( i \) the notation \( e_1 = ip, e_2 = iq, e_3 = i\mathbb{1} \) [519]. By regarding these as elements of an abstract Lie algebra, we recognize the WH algebra introduced above to be, for each \( i \), a real three-dimensional Lie algebra given by the commutation relations

\[
[c_1, c_2] = c_3, \quad [c_1, c_3] = 0 = [c_2, c_3]. \quad (1.55)
\]

The generic element \( x \) of the algebra is written as

\[
x = is\mathbb{1} + i(\tau q - \sigma p) = is\mathbb{1} + (g\alpha^\dagger - g^*\alpha), \quad (1.56)
\]

where we have used Eq. (1.33) and we have put

\[
x_1 \equiv -\sigma, \quad x_2 \equiv \tau, \quad g = \frac{1}{\sqrt{2}}(\sigma + ir), \quad (1.57)
\]

and \( g^* \) is the complex conjugate of \( g \). The commutator of the elements \( x = (s; x_1, x_2) \) and \( y = (t; y_1, y_2) \) is

\[
[x, y] = B(x, y)e_3, \quad B(x, y) = x_1y_2 - x_2y_1, \quad (1.58)
\]

where \( B(x, y) \) is recognized to be the standard symplectic form on the \((x_1, x_2)\) plane.

It is now possible to construct the Lie group corresponding to the Lie algebra by exponentiation:

\[
\exp(x) = \exp(is\mathbb{1})D(g), \quad D(g) = \exp(g\alpha^\dagger - g^*\alpha). \quad (1.59)
\]

By use of the formula

\[
\exp(A) \exp(B) = \exp\left(\frac{1}{2}[A, B]\right) \exp(A + B), \quad (1.60)
\]

which holds provided \([A[A, B]] = 0 = [B[A, B]]\), one obtains the multiplication law

\[
D(f)D(g) = \exp(i3m(fg^*))D(f + g), \quad (1.61)
\]

from which

\[
D(f)D(g) = \exp(2i3m(fg^*))D(g)D(f). \quad (1.62)
\]

This last relation has to be compared with the last one of Eqs. (1.37), of which it provides another realization. Like the operators \( U \) and \( V \), the
operators $D(g)$ are bounded operators and defined on the whole $\mathcal{H}_F$. In conclusion, the operators $\exp(is\mathbb{1})D(g)$ form a representation of the group whose elements are specified by three real numbers $\gamma = (s; x_1, x_2)$, or by a real number $s$ and a complex number $g$, $\gamma = (s; g)$. This group is called the Weyl–Heisenberg group and denoted by $W_1$. The multiplication rule is:

$$ (s; x_1, x_2)(t; y_1, y_2) = (s + t + B(x, y); x_1 + y_1, x_2 + y_2).$$

(1.63)

The center of the group $W_1$, i.e., the set of all the elements commuting with every element of $W_1$, is given by the elements $(s;0)$. Let us denote by $T(\gamma)$ any unitary irreducible representation of $W_1$. $T(\gamma)$ is also said to be a unitary irreducible representation of the canonical commutation relations ((1.32) or (1.21), or (1.34)). Then the operators $T(s;0)$ form a unitary representation of the subgroup $\{(s;0)\}$. They are specified by a real number $\lambda$:

$$ T^\lambda(s;0) = \exp(i\lambda s)\mathbb{1}. $$

(1.64)

Furthermore, there are representations for which $\lambda = 0$ and are specified by a pair of real numbers, say $\mu$ and $\nu$: $T^{\mu\nu}(\gamma) = \exp\{i(\mu x_1 + \nu x_2)\}\mathbb{1}$.

By generalizing $D(g)$ in Eq. (1.59), we can also introduce the operator

$$ G(g) = \exp\left(\int d^3k \left[ g_k \alpha_k^\dagger - g_k^* \alpha_k \right] \right), $$

(1.65)

which, acting on $\alpha_k$, generates the transformation

$$ G^{-1}(g)\alpha_k G(g) = \alpha_k + g_k \equiv \alpha_k(g). $$

(1.66)

The commutation rules for the $\alpha_k(g)$ and $\alpha_k^\dagger(g)$ operators are the same as the ones in Eq. (1.21). The transformation (1.66) is thus a canonical transformation since it preserves the commutation rules. Relations similar to Eqs. (1.61) and (1.62) hold for the operator $G(g)$.

Clearly, $\alpha_k(g)$ acts as the annihilation operator on the state

$$ |0(g)\rangle \equiv G^{-1}(g)|0\rangle, $$

(1.67)

but it does not annihilate $|0\rangle$. Note that

$$ \langle 0(g)|0(g)\rangle = 1. $$

(1.68)

Then we can construct the “new” Fock space $\mathcal{H}_F(g)$ by using $|0(g)\rangle$ as the vacuum and by repeating the construction followed for obtaining $\mathcal{H}_F$. In this way we get another representation of the canonical commutation relations (1.21). They are unitarily equivalent representations provided $G^{-1}(g)$ is a unitary operator. In the next Section we show that in QFT there exist infinitely many unitarily inequivalent representations, and we discuss the conditions under which this happens and the related physical meaning.
1.6 The Stone–von Neumann theorem

By use of Eq. (1.60) we can write Eq. (1.65) as

$$G^{-1}(g) = \exp \left( -\frac{1}{2} \int d^3k d^3q \, g_k g_q^* \delta(k - q) \right) \times \exp \left( -\int d^3k \, g_k \alpha_k^\dagger \right) \exp \left( \int d^3q \, g_q^* \alpha_q \right),$$

(1.69)

and thus

$$|0(g)\rangle = \exp \left( -\frac{1}{2} \int d^3k |g_k|^2 \right) \exp \left( -\int d^3k \, g_k \alpha_k^\dagger \right) |0\rangle,$$

(1.70)

which shows that the inner product of the vacuum state $|0(g)\rangle$ for the “new” operators $\alpha_k(g)$ with the “old” vacuum $|0\rangle$ is

$$\langle 0|0(g)\rangle = \exp \left( -\frac{1}{2} \int d^3k |g_k|^2 \right),$$

(1.71)

which is zero provided

$$\frac{1}{2} \int d^3k |g_k|^2 = \infty.$$

(1.72)

For instance, this happens when $g_k = c\delta(k)$, with $c$ a real constant. In such a case, by using the delta function representation

$$\delta(k) = \frac{1}{(2\pi)^3} \int d^3x \, e^{ik \cdot x},$$

(1.73)

and denoting the volume by $V = \int d^3x$, we can formally write

$$\exp \left( -\frac{1}{2} \int d^3k d^3q \, g_k g_q^* \delta(k - q) \right)$$

$$= \exp \left( -\frac{c^2}{2(2\pi)^3} \int d^3x \int d^3k d^3q \, e^{i(k - q) \cdot x} \delta(k) \delta(q) \right)$$

$$= \exp \left( -\frac{1}{2} \frac{V c^2}{(2\pi)^3} \right) \rightarrow 0, \quad \text{for } V \rightarrow \infty.$$

(1.74)

Similarly, for $g_k = c\delta(k)$ and $g_k' = c'\delta(k)$, $c \neq c'$, we obtain

$$\langle 0(g')|0(g)\rangle \rightarrow 0, \quad \text{for } g' \neq g \quad \text{and } V \rightarrow \infty.$$

(1.75)

Thus Eqs. (1.71) and (1.75) are zero in the infinite volume limit, and in that limit the representations $\mathcal{H}_F(g)$ and $\mathcal{H}_F(g')$ are unitarily inequivalent for each set of c-numbers $g = \{g_k = c\delta(k), \forall k\}$ and $g' = \{g_k = c'\delta(k), \forall k\}$, with $\{g_k\} \neq \{g_k'\}, \forall k$. In other words, there is no unitary generator $G^{-1}(g)$ which maps $\mathcal{H}_F$ onto itself in the infinite volume limit. If, on
the contrary, the volume is finite, i.e., the number of degrees of freedom is finite, Eqs. (1.71) and (1.75) are not zero and the representations $\mathcal{H}_F(g)$ and $\mathcal{H}_F(g')$ are unitarily equivalent (and therefore physically equivalent): they are related by a unitary transformation. This is what happens in Quantum Mechanics where only systems with a finite number of degrees of freedom are considered. In the case of infinite volume, Eq. (1.70) is instead only a formal relation: the vacuum $|0(g)\rangle$ cannot be expressed as a superposition of states belonging to $\mathcal{H}_F$ (or to $\mathcal{H}_F(g')$, $g' \neq g$) in the infinite volume limit. Since the c-numbers $g = \{g_κ = cδ(κ), \forall κ\}$ span a continuous domain, in the infinite volume limit we have infinitely many unitarily inequivalent representations $\{\mathcal{H}_F(g), \forall g = \{g_κ = cδ(κ), \forall κ\}\}$ labeled by $g$. Due to Eq. (1.66), $g$ is called the shift parameters. In concrete cases one needs to operate at finite volume and the infinite volume limit has to be performed only at the end of the computations.

In conclusion, we thus have arrived at the so-called Stone–von Neumann theorem [580, 648, 649] (or, simply, von Neumann theorem), which states that for systems with a finite number of degrees of freedom, which is always the case with Quantum Mechanics, the representations of the canonical commutation relations are all unitarily equivalent to each other. In QFT, the number of degrees of freedom is infinite and the von Neumann theorem does not hold: infinitely many unitarily inequivalent representations of the canonical (anti-)commutation relations exist.

Our discussion is not confined to the relativistic domain. QFT applies also to non-relativistic many-body systems in condensed matter physics. In this last case, one considers the so-called thermodynamic limit in which the infinite volume limit is understood in such a way that the density $N/V$ is kept constant, with $N$ denoting the particle number. One way to visualize this is to consider that at the boundary surfaces of the system the potential barrier is not infinite. Thus wave-packets can spread outside and a continuous distribution of momentum is allowed.

We will comment in the following Section on the physical meaning of the existence of infinitely many unitarily inequivalent representations in QFT.

It is finally necessary to comment on the case of fermions. We have discussed the von Neumann theorem for the bosonic case where the creation and annihilation operators may be introduced through the operators $\{q_κ, p_κ\}$ as in (1.33). This cannot be the case for the fermion creation and annihilation operators, which need to be directly introduced as in (1.1), without reference to the operators $\{q_κ, p_κ\}$. However, the result of the von Neumann theorem also holds true for the fermionic case, namely infinitely
many unitarily inequivalent representations of the anti-commutation relations also exist in the infinite volume limit. We will give an explicit example of this in Chapter 2, Example 2b, which may be adopted as an explicit proof of the von Neumann theorem for the fermionic case.

A final remark is that the operator \( D(g) \) (or \( G(g) \)) introduced above is the generator of coherent states related with the Weyl–Heisenberg group \([519]\). Essential notions on single mode coherent states (Glauber coherent states) are presented in Appendix B (for their functional integral representation see Appendix N). In Appendix C we discuss how to extract a complete set of coherent states from an over-complete set.

### 1.7 Unitarily inequivalent representations

In Section 1.3 we have seen that the set \( \{|n_1, n_2, \ldots \rangle \} \) is not a countable set and thus it cannot be used as a basis for the space of states if we require such a space to be a separable one. Then, we have extracted from \( \{|n_1, n_2, \ldots \rangle \} \) the subset \( S \) as in Eq. (1.25):}

\[
S = \{|n_1, n_2, \ldots \rangle, \quad \sum_i n_i = \text{finite}\},
\]

and shown that this is a countable set. The root of the existence of the infinitely many unitarily inequivalent representations in QFT is in the fact that there are infinitely many ways of choosing a separable subspace out of the original non-separable one. To different countable subsets there correspond different, i.e., unitarily inequivalent, representations of the commutation relations. The meaning of this is that a state vector of a given representation cannot be expressed as a superposition of vectors belonging to another inequivalent representation. We therefore must be careful in selecting the representation describing the physical states of our system under given boundary conditions. Consider, for instance, a ferromagnetic system at a temperature below the Curie temperature. The fact that the ferromagnetic state cannot be expressed as a superposition of non-ferromagnetic (paramagnetic) states means that there is no unitary operator connecting the ferromagnetic phase with the non-ferromagnetic one. Indeed, if such an operator existed, its unitarity would imply that characterizing observables would be left unaltered under its action connecting the ferromagnetic phase to the non-ferromagnetic one. However, for example, the observable magnetization does change from non-zero to zero in the process of transition from the ferromagnetic to the non-ferromagnetic phase. These phases are thus
physically different in their observable properties and they are therefore to be described by unitarily inequivalent representations.

In conclusion, the existence of many unitarily inequivalent representations allows the description of systems which may be in physically different phases under different boundary conditions. Such a situation is excluded in Quantum Mechanics (QM) since there, as we have seen, the von Neumann theorem [648] guarantees that all the representations are unitarily, and therefore physically, equivalent. In this sense, QM can only describe systems in a single specified physical phase. From such a perspective we may say that QFT is drastically different from QM and it provides a much richer framework than Quantum Mechanics. In the course of this book we will see in more detail how the description of physical phases is carried on and what its relation is with the mechanism of the spontaneous breakdown of symmetry.

We have seen that in the case of the shift transformation, \( \alpha_k \rightarrow \alpha_k(g) = \alpha_k + g_k \), with \( g_k = c\delta(k) \), the vacua \(|0\rangle\) and \(|0(g)\rangle\) turn out to be orthogonal (the corresponding representations are unitarily inequivalent). Let us now see the physical meaning of this.

The number \( N_k = \alpha_k^\dagger(g)\alpha_k(g) \) of particles \( \alpha_k(g) \) in the vacuum \(|0\rangle\) is given by

\[
(0|\alpha_k^\dagger(g)\alpha_k(g)|0) = |g_k|^2.
\]

We then say that there are \(|g_k|^2\) bosons of momentum \( k \) condensed in the state \(|0\rangle\). The total number of condensed bosons is

\[
\int d^3k |0|\alpha_k^\dagger(g)\alpha_k(g)|0\rangle = \int d^3k|g_k|^2 = c^2\delta(0) = c^2 \frac{V}{(2\pi)^3},
\]

i.e., it is proportional to the system volume \( V \). Thus, an infinite number of bosons is condensed in the vacuum \(|0\rangle\) in the infinite volume limit. However, the density of these condensed bosons is everywhere finite, even in the infinite volume limit:

\[
\rho = \frac{1}{V} \int d^3k |g_k|^2 = \frac{1}{(2\pi)^3} c^2.
\]

The meaning of \( g_k = c\delta(k) \) is therefore that the density of the boson condensation in the vacuum state \(|0\rangle\) is spatially homogeneous, i.e., everywhere the same, and finite. This also means that when \( g_k = c\delta(k) \), the transformation (1.66) does not violate the translational invariance of the vacuum state. On the other hand, since \(|0(g)|\alpha_k^\dagger(g)\alpha_k(g)|0(g)\rangle = 0\) everywhere, there are no \( \alpha_k(g) \) bosons condensed in \(|0(g)\rangle\). We thus see that the two
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vacua \( |0 \rangle \) and \( |0(g) \rangle \) are different because of their different content in the condensation of \( \alpha_k(g) \) bosons, being this infinite in one of them in the infinite volume limit. This depicts the physical meaning of the unitary inequivalence between the representations associated to the two vacua. Physical, local observables may thus turn out to be different in the two vacua since the boson condensation density is different in each of them.

In each representation \( \mathcal{H}_F(g) \), for any set \( g = \{g_k = c\delta(k); \forall k\} \) (including \( g = 0 = \{g_k = 0; \forall k\} \), \( \langle 0 | \alpha_k^\dagger \alpha_k | 0 \rangle = 0 \)), we have a set of creation and annihilation operators \( \{\alpha_k^\dagger(g), \alpha_k(g); \forall k\} \). For each \( g \), i.e., for each representation, we may assume that the associated set \( \{\alpha_k^\dagger(g), \alpha_k(g); \forall k\} \) forms an irreducible set of operators. This means that there are, depending on the physical phase in which the system sits, different sets of physical particles appropriate to the system description in that phase. On the other hand, one may always define the action of one set of operators for a given set \( g \) on the representation labeled by a different \( g' (g' \neq g) \). For example, the action of \( \alpha_k(g) \) on \( \mathcal{H}_F(g = 0) \) is well defined, as shown in the discussion above, through the mapping \( \alpha_k \rightarrow \alpha_k(g) \equiv \alpha_k + g_k, g_k = c\delta(k) \).

Finally, a comment on the operation of normal ordering, by which a given product of a number of operator factors is rearranged in such a way that all the annihilation operators are on the right and all the creation operators on the left. Such a normal ordering is usually denoted by : \( \cdots \) : where dots between the colon denote the operator factors. Expectation value in the vacuum state of normal ordered products is thus zero. However, the discussion above implies that normal ordering is representation dependent, since the annihilation operator in one representation is not such in another unitarily inequivalent representation, and thus normal ordered products have non-zero expectation value in the vacuum of the last representation. A better notation for normal ordering could be : \( \cdots \) \( g \), the label \( g \) specifying the representation [90, 438] (see also Section 5.3).

1.8 The deformation of Weyl–Heisenberg algebra

As we shall see in the present Section and in Chapter 5, the quantum-deformed Hopf algebra is a characterizing structural feature of QFT, intimately related with the existence of the unitarily inequivalent representations of the canonical commutation relations CCR [141–143, 152, 337, 338, 341, 342, 632, 633]. Quantum deformed algebras, usually denoted as \( q \)-algebras, are deformations in the enveloping algebras of Lie algebras
whose structure appears to be an essential tool for the description of composed systems. The general properties of \( q \)-algebras are better known than those of \( q \)-groups. The interest in \( q \)-groups arose almost simultaneously in statistical mechanics, in conformal theories, in solid state physics as well as in the study of topologically non-trivial solutions to non-linear equations [207, 359, 437]. The WH algebra admits two inequivalent deformations: one which is properly a \( q \)-algebra [144, 145], the other (on which we shall focus our attention here), denoted as \( q \)-WH and often referred to as \( osp_{q}(2|1) \), was originated by the seminal work of Biedenharn [75] and MacFarlane [433]. The \( q \)-WH algebra is characterized by the property that its intrinsic nature of superalgebra, proper also to the WH algebra itself, plays a non-trivial role, in view of the form of the coproduct. It can therefore be referred to as a Hopf superalgebra [150, 393].

The \( q \)-WH algebra has been shown [142, 143] to be related to coherent states, to squeezed coherent states, to the Bloch functions in periodic potentials, to lattice QM and in general to the physics of discretized (periodic) systems. For completeness, we briefly discuss in this Section the \( q \)-deformed WH algebra and its relation with the Fock–Bargmann representation (FBR) in QM. For a more detailed account see [142] and [143]. The relation with coherent states and the theta functions is briefly presented in Appendix D.

We consider for simplicity the operators for one single mode. The WH algebra is generated by the operators \( \{a, a^\dagger, 1\} \) with commutation relations
\[
\{a, a^\dagger\} = 1, \quad [N, a] = -a, \quad [N, a^\dagger] = a^\dagger, \quad (1.80)
\]
and the other commutators vanishing. Here \( N \equiv a^\dagger a \). The representation of (1.80), which here we denote by \( \mathcal{K} \), is the Fock space generated by the eigenkets of \( N \) with integer (positive and zero) eigenvalues. Any state vector \( |\psi\rangle \) in \( \mathcal{K} \) is thus described by the set \( \{c_n; c_n \in \mathbb{C}\} \) defined by
\[
|\psi\rangle = \sum_{n=0}^{\infty} c_n |n\rangle, \quad \text{i.e., by its expansion in the complete orthonormal set of eigenkets \( \{|n\rangle\} \) of \( N \).}
\]

Upon defining \( H \equiv N + \frac{1}{2} \), the three operators \( \{a, a^\dagger, H\} \) close on \( \mathcal{K} \) the relations
\[
\{a, a^\dagger\} = 2H, \quad [H, a] = -a, \quad [H, a^\dagger] = a^\dagger, \quad (1.81)
\]
and the other (anti-)commutators vanishing. These relations are equivalent to (1.80) on \( \mathcal{K} \) and show the intrinsic nature of superalgebra of such a scheme.

In terms of the operators \( \{a_q, \bar{a}_q, H; q \in \mathbb{C}\} \) the \( q \)-deformed version of (1.81), the \( q \)-WH algebra, is [150, 393]:
\[
\{a_q, \bar{a}_q\} = [2H]^{1/\sqrt{q}}, \quad [H, a_q] = -a_q, \quad [H, \bar{a}_q] = \bar{a}_q, \quad (1.82)
\]
where we utilized the customary notation

\[ [x]_q \equiv \frac{q^{\frac{1}{2}x} - q^{-\frac{1}{2}x}}{q^\frac{1}{2} - q^{-\frac{1}{2}}}. \tag{1.83} \]

The \( q \)-WH structure defined by (1.82) together with the related coproduct

\[
\Delta(H) = H \otimes 1 + 1 \otimes H \Rightarrow \Delta(N) = N \otimes 1 + 1 \otimes N + \frac{1}{2} 1 \otimes 1, \tag{1.84a}
\]

\[
\Delta(a_q) = a_q \otimes q^{\frac{1}{2}H} + q^{-\frac{1}{2}H} \otimes a_q, \tag{1.84b}
\]

\[
\Delta(\bar{a}_q) = \bar{a}_q \otimes q^{\frac{1}{2}H} + q^{-\frac{1}{2}H} \otimes \bar{a}_q, \tag{1.84c}
\]

is a quantum superalgebra (graded Hopf algebra) and, consequently, all relations (1.82) are preserved under the coproduct map.

In the space \( \mathcal{K} \) (i.e., in the space spanned by the vectors \( \{|n\}; \ n \in \mathbb{N} \} \)), Eqs. (1.82) can be rewritten in the equivalent form [75, 150, 433], which makes them more explicitly analogous to the un-deformed case:

\[
a_q \bar{a}_q - q^{-\frac{1}{2}} \bar{a}_q a_q = q^\frac{1}{2} N, \quad [N, a_q] = -a_q, \quad [N, \bar{a}_q] = \bar{a}_q; \tag{1.85}
\]

or, by introducing \( \bar{a}_q \equiv \bar{a}_q q^{N/2} \),

\[
[a_q, \bar{a}_q] \equiv a_q \bar{a}_q - \bar{a}_q a_q = q^N, \quad [N, a_q] = -a_q, \quad [N, \bar{a}_q] = \bar{a}_q. \tag{1.86}
\]

Eqs. (1.85) and (1.86) are deformations only at the algebra level of (1.80). Thus (1.82)–(1.84) is the relevant mathematical structure. However, we prefer to resort henceforth to (1.86), even though the whole discussion could be based on (1.82), since it is perfectly correct as far as we remain in \( \mathcal{K} \) and it is the most similar to the usual form (1.80) of the WH algebra.

**The \( q \)-WH algebra and the Fock–Bargmann representation**

In the following, let \( q \) be any complex number. The notion of hermiticity for the generators of \( q \)-WH algebra associated with complex \( q \) is non-trivial and has been studied in [142] and [151] in connection with the squeezing of the generalized coherent states (GCS) \( _q \) over \( \mathcal{K} \).

We now discuss the functional realization of Eqs. (1.86) by means of finite difference operators in the complex plane, in the Fock–Bargmann representation (FBR) of QM [142, 143, 151, 152].

In the FBR, state vectors are described by entire analytic functions, i.e., uniformly converging in any compact domain of the complex \( z \)-plane (see also Appendix D), contrary to the usual coordinate or momentum representation where no condition of analyticity is imposed.
The FBR of the operators with commutation relations (1.80) is [519]:
\[ N \rightarrow z \frac{d}{dz}, \quad a^\dagger \rightarrow z, \quad a \rightarrow \frac{d}{dz}. \] (1.87)
The corresponding eigenkets of \( N \) (orthonormal under the Gaussian measure \( d\mu(z) = \frac{1}{\pi} e^{-|z|^2} dzdz \)) are:
\[ u_n(z) = \frac{z^n}{\sqrt{n!}}, \quad u_0(z) = 1 \quad (n \in \mathbb{N}_+) . \] (1.88)
The FBR is the Hilbert space generated by the \( u_n(z) \), i.e., the whole space \( \mathcal{F} \) of entire analytic functions. Each state vector \( |\psi\rangle \) is associated, in a one-to-one way, with a function \( \psi(z) \in \mathcal{F} \) by:
\[ |\psi\rangle = \sum_{n=0}^{\infty} c_n |n\rangle \rightarrow \psi(z) = \sum_{n=0}^{\infty} c_n u_n(z) . \] (1.89)
Note that, as expected in view of the correspondence \( K \rightarrow \mathcal{F} \) (induced by \( |n\rangle \rightarrow u_n(z) \)),
\[ a^\dagger u_n(z) = \sqrt{n+1} u_{n+1}(z), \quad a u_n(z) = \sqrt{n} u_{n-1}(z) , \] (1.90)
\[ N u_n(z) = a^\dagger a u_n(z) = z \frac{d}{dz} u_n(z) = n u_n(z) . \] (1.91)
Eqs. (1.90) and (1.91) establish the mutual conjugation of \( a \) and \( a^\dagger \) in the FBR, with respect to the measure \( d\mu(z) \).
We now consider the finite difference operator \( D_q \) defined by:
\[ D_q f(z) = \frac{f(qz) - f(z)}{(q - 1)z} , \] (1.92)
with \( f(z) \in \mathcal{F} , \quad q = e^\zeta , \quad \zeta \in \mathbb{C} \). \( D_q \) is the so-called \( q \)-derivative operator [76], which, for \( q \rightarrow 1 (\zeta \rightarrow 0) \), reduces to the standard derivative. By using Eqs. (1.88) and (1.90), it may be written on \( \mathcal{F} \) as
\[ D_q = \frac{1}{(q - 1)z} \left( q^z \frac{d}{dz} - 1 \right) = q^{\frac{z}{q}} \frac{1}{z} \left[ z \frac{d}{dz} \right]_q . \] (1.93)
Consistency between (1.92) and (1.93) can be proven by first “normal ordering” the operator \( (z \frac{d}{dz})^n \) in the form:
\[ \left( z \frac{d}{dz} \right)^n = \sum_{m=1}^{n} S_n^{(m)} z^m \frac{d^m}{dz^m} , \] (1.94)
where \( S_n^{(m)} \) denotes the Stirling numbers of the second kind, defined by the recursion relations [3]
\[ S_{n+1}^{(m)} = m S_n^{(m)} + S_n^{(m-1)} , \] (1.95)
and then expanding in formal power series the exponential \( q^{z \frac{d}{dz}} - 1 \), and considering the identity:

\[
\frac{1}{m!} (e^{\theta} - 1)^m = \sum_{n=m}^{\infty} S_n^{(m)} \frac{\theta^n}{n!}.
\] (1.96)

\( D_q \) satisfies, together with \( z \) and \( z \frac{d}{dz} \), the commutation relations:

\[
[D_q, z] = q^z \frac{d}{dz}, \quad \left[ z \frac{d}{dz}, D_q \right] = -D_q, \quad \left[ z \frac{d}{dz}, z \right] = z,
\] (1.97)

which can be recognized as a realization of relations (1.86) in the space \( \mathcal{F} \), with the identification

\[
N \to z \frac{d}{dz}, \quad \hat{a}_q \to z, \quad a_q \to D_q,
\] (1.98)

where \( \hat{a}_q = \hat{a}_{q=1} = a^\dagger \) and \( \lim_{q \to 1} a_q = a \) on \( \mathcal{F} \). We stress that, while (1.97) are restricted to \( \mathcal{F} \), the operators (1.98) are related to the true algebraic structure (1.82)–(1.84).

The relations analogous to (1.90) for the \( q \)-deformed case are

\[
\hat{a}_q u_n(z) = \sqrt{n+1} u_{n+1}(z), \quad a_q u_n(z) = q^{\frac{n-1}{2}} \frac{n!}{\sqrt{n}} u_{n-1}(z).
\] (1.99)

The \( q \)-commutator \( [a_q, \hat{a}_q] \) is thus defined on the whole \( \mathcal{F} \) and acts as

\[
[a_q, \hat{a}_q] f(z) = q^N f(z) = f(qz).
\] (1.100)

Eq. (1.100) provides a remarkable result since it shows that the action of the \( q \)-WH algebra commutator \( [a_q, \hat{a}_q] \), which is a linear form in \( a_q \) and \( \hat{a}_q \), may be represented in the FBR as the action of the operator \( q^N \) which is non-linear in the FBR operators a and a\(^\dagger\).

Finally, we show that the \( q \)-WH algebra is related with the squeezing generator. In the Hilbert space of states identified with the space \( \mathcal{F} \) of entire analytic functions \( \psi(z) \), the identity

\[
2z \frac{d}{dz} \psi(z) = \left\{ \frac{1}{2} \left[ \left( z + \frac{d}{dz} \right)^2 - \left( z - \frac{d}{dz} \right)^2 \right] - 1 \right\} \psi(z),
\] (1.101)

holds. We set \( z \equiv x + iy \) and introduce the operators

\[
\alpha = \frac{1}{\sqrt{2}} (z + \frac{d}{dz}), \quad \alpha^\dagger = \frac{1}{\sqrt{2}} (z - \frac{d}{dz}), \quad [\alpha, \alpha^\dagger] = \mathbb{1},
\] (1.102)

namely, in terms of the FBR operators \( a \) and \( a^\dagger \),

\[
z = \frac{1}{\sqrt{2}} (\alpha + \alpha^\dagger) \rightarrow a, \quad \frac{d}{dz} = \frac{1}{\sqrt{2}} (\alpha - \alpha^\dagger) \rightarrow a^\dagger.
\] (1.103)
In $\mathcal{F}$, $\alpha^\dagger$ is indeed the conjugate of $\alpha$, as discussed in [150] and [519]. In the limit $y \to 0$, $\alpha$ and $\alpha^\dagger$ turn into the conventional annihilation and creation operators $a$ and $a^\dagger$ associated with $x$ and $p_x$ in the canonical configuration representation, respectively. We then realize that the operator

$$\left[ a_q, \hat{a}_q \right] = \frac{1}{\sqrt{q}} \exp \left( \frac{\zeta}{2} (\alpha^2 - \alpha^\dagger^2) \right) \equiv \frac{1}{\sqrt{q}} \hat{S}(\zeta), \quad (1.104)$$

where, for simplicity, $q = e^\zeta$ is assumed to be real, is, in the limit $y \to 0$, the squeezing operator [142, 143] in $\mathcal{F}$, well known in quantum optics [664]. A detailed analysis of the relation between the $q$-WH algebra and the generator of squeezed coherent states is presented in [142,143,151,152]. As shown in Appendix D, the $q$-WH algebra is related also to the theta functions, which provide an essential tool in the treatment of coherent states [519].

Because the $q$-algebra has been essentially obtained by replacing the customary derivative with the finite difference operator, the above discussion suggests [142,143] that whenever one deals with some finite scale (e.g., with some discrete structure, lattice or periodic system, lattice QM) which cannot be reduced to the continuum by a limiting procedure, then a deformation of the operator algebra acting in $\mathcal{F}$ should arise. Deformation of the operator algebra is also expected whenever the system under study involves periodic (analytic) functions, since periodicity is nothing but a special invariance under finite difference operators. The special case of the Bloch functions for periodic potentials in QM is studied in [142,143]. See [142,143] for applications to several cases of physical interest. In Chapter 5 we will discuss the $q$-deformation of the Hopf algebra in connection with thermal field theory and the general algebraic structure of QFT.

### 1.8.1 Self-similarity, fractals and the Fock–Bargmann representation

It is interesting to consider the FBR and the $q$-deformation of the WH algebra discussed in the previous Section in connection with self-similarity. We follow closely [634] and [635] in the following. In fractal studies, the self-similarity property is referred to as the *most important property* of fractals (p.150 in [516]). In fact, a connection will emerge between fractals and $q$-deformed coherent states.

Let us consider indeed the fractal example provided by the *Koch curve* (Fig. 1.1). One starts with the step, or stage, of order $n = 0$: the one-
dimensional \((d = 1)\) segment \(u_0\) of unit length \(L_0\), called the *initiator* [127], is divided by the reducing factor \(s = 3\), and the unit length \(L_1 = \frac{1}{3}L_0\) is adopted to construct the new “deformed segment” \(u_1\), called the *generator* [127], made of \(\alpha = 4\) units \(L_1\) (step of order \(n = 1\)). The “deformation” of the \(u_0\) segment is only possible provided the one-dimensional constraint \(d = 1\) is relaxed. The \(u_1\) segment “shape” lives in some \(d \neq 1\) dimensions and thus we write \(u_1, q(\alpha) \equiv q \alpha u_0, \quad q = \frac{1}{3^d}, \quad d \neq 1\) to be determined. The index \(q\) is introduced in the notation of the deformed segment \(u_1\).

In general, denoting by \(H(L_0)\) lengths, surfaces or volumes, one has

\[
H(\lambda L_0) = \lambda^d H(L_0),
\]

(1.105)

under the scale transformation: \(L_0 \rightarrow \lambda L_0\). A square \(S\) of side \(L_0\) scales to \(\frac{1}{3^d} S\) when \(L_0 \rightarrow \lambda L_0\) with \(\lambda = \frac{1}{3}\). A cube \(V\) of same side with same rescaling of \(L_0\) scales to \(\frac{1}{3^d} V\). Thus \(d = 2\) and \(d = 3\) for surfaces and volumes, respectively. Note that \(\frac{S(\lambda L_0)}{S(L_0)} = \frac{1}{3^d}\) and \(\frac{V(\lambda L_0)}{V(L_0)} = \frac{1}{3^d}\), respectively, so that in both cases \(p = \lambda^d\). For the length \(L_0\) it is \(p = \frac{1}{3} \Rightarrow \frac{1}{3^d} = \lambda^d\) and \(p = \lambda^d\) gives \(d = 1\).

In the case of any other “hypervolume” \(H\) one considers the ratio

\[
\frac{H(\lambda L_0)}{H(L_0)} = p,
\]

(1.106)

and Eq. (1.105) is assumed to be still valid. So,

\[
p H(L_0) = \lambda^d H(L_0),
\]

(1.107)

i.e., \(p = \lambda^d\). For the Koch curve, setting \(\alpha = \frac{1}{4} = 4\) and \(q = \lambda^d = \frac{1}{3^d}\), the relation \(p = \lambda^d\) gives

\[
q \alpha = 1, \quad \text{where} \quad \alpha = 4, \quad q = \frac{1}{3^d},
\]

(1.108)

i.e.,

\[
d = \frac{\ln 4}{\ln 3} \approx 1.2619.
\]

(1.109)

The non-integer \(d\) is called the *fractal dimension*, or the *self-similarity dimension* [516]. The meaning of Eq. (1.108) is that the measure of the deformed segment \(u_{1,q}\), with respect to the undeformed segment \(u_0\), is 1: \(\frac{u_{1,q}}{u_0} = 1\), i.e., \(\alpha q = \frac{1}{3^d} = 1\). In the following we will set \(u_0 = 1\).

Steps of higher order \(n, \quad n = 2, 3, 4, \ldots, \infty\), can be obtained by iteration of the deformation process. In the step \(n = 2\), \(u_{2,q}(\alpha) \equiv q \alpha u_{1,q}(\alpha) = (q \alpha)^2 u_0\), and so on. For the \(n\)th order deformation:

\[
u_{n,q}(\alpha) \equiv (q \alpha) u_{n-1,q}(\alpha), \quad n = 1, 2, 3, \ldots
\]

(1.110)
i.e., for any $n$

$$u_{n,q}(\alpha) = (q \alpha)^n u_0.$$  \hfill (1.111)

By requiring that $u_{n,q}(\alpha)$ be 1 for any $n$, this gives $(q \alpha)^n = 1$ and Eq. (1.109) is again obtained. We stress that the fractal is mathematically defined in the limit of infinite iterations of the deformation process, $n \to \infty$. The fractal is the limit of the deformation process for $n \to \infty$. The definition of fractal dimension is indeed more rigorously given starting from $(q \alpha)^n = 1$ in the $n \to \infty$ limit [47, 127]. Self-similarity is defined only in the $n \to \infty$ limit. Since $L_n \to 0$ for $n \to \infty$, the Koch fractal is a curve which is non-differentiable everywhere [516].

Eqs. (1.110) and (1.111) express, in the $n \to \infty$ limit, the self-similarity property of a large class of fractals (the Sierpinski gasket and carpet, the Cantor set, etc.) [47, 127]. Our discussion can be extended to self-affine fractals (invariance under anisotropic magnification is called self-affinity).
The structure of the space of the physical states

Summarizing the discussion of [634], we consider the complex $\alpha$-plane and note that applying Eq. (1.100) to the basis provided by the functions $u_n(\alpha)$ (cf. Eq. (1.88) where now we have changed $z$ into $\alpha$) we have:

$$q^N u_n(\alpha) = \frac{(q\alpha)^n}{\sqrt{n!}}, \quad u_0(\alpha) = 1, \quad (n \in \mathbb{N}^+) .$$  \hfill (1.112)

We recall that the FBR is the Hilbert space generated by the $u_n(\alpha)$, i.e., the space $\mathcal{F}$ of entire analytic functions. Eq. (1.112) applied to the coherent state functional (D.2) (cf. Appendix D), gives

$$q^N |\alpha\rangle = |q\alpha\rangle = \exp \left( -\frac{|q\alpha|^2}{2} \right) \sum_{n=0}^{\infty} \frac{(q\alpha)^n}{\sqrt{n!}} |n\rangle .$$ \hfill (1.113)

From Eq. (D.1) we obtain

$$a |q\alpha\rangle = q\alpha |q\alpha\rangle , \quad q\alpha \in \mathbb{C} .$$ \hfill (1.114)

Eq. (1.111), with $u_0$ set equal to 1, is then obtained by projecting out the $n$th component of $|q\alpha\rangle$ and restricting to real $q\alpha$, $q\alpha \to \Re(q\alpha)$:

$$u_{n,q}(\alpha) = (q\alpha)^n = \sqrt{n!} \exp \left( \frac{|q\alpha|^2}{2} \right) \langle n|q\alpha\rangle, \quad \forall n, \ q\alpha \to \Re(q\alpha) ,$$ \hfill (1.115)

which, taking into account that $\langle n\rangle = \langle 0\rangle \frac{(\alpha)^n}{\sqrt{n!}}$, gives

$$u_{n,q}(\alpha) = (q\alpha)^n = \exp \left( \frac{|q\alpha|^2}{2} \right) \langle 0\rangle (\alpha)^n |q\alpha\rangle, \quad \forall n, \ q\alpha \to \Re(q\alpha) .$$ \hfill (1.116)

The operator $(\alpha)^n$ thus acts as a “magnifying” lens [127]. The $n$th iteration can be “seen” by applying $(\alpha)^n$ to $|q\alpha\rangle$ and restricting to real $q\alpha$:

$$\langle q\alpha| (\alpha)^n |q\alpha\rangle = (q\alpha)^n = u_{n,q}(\alpha), \quad q\alpha \to \Re(q\alpha) .$$ \hfill (1.117)

In conclusion, the $n$th fractal stage of iteration, with $n = 0, 1, 2, \ldots, \infty$, is represented, in a one-to-one correspondence, by the $n$th term in the coherent state series Eq. (1.113). The operator $q^N$ applied to $|\alpha\rangle$ (Eq. (1.113)) “produces” the fractal in the functional form of the coherent state $|q\alpha\rangle$. $q^N$ is also called the fractal operator [634].

The study of the fractal properties may thus be carried on in the space $\mathcal{F}$ of the entire analytic functions, by restricting, at the end, the conclusions to real $\alpha$, $\alpha \to \Re(\alpha)$. Since in Eq. (1.111) it is $q \neq 1$ ($q < 1$), actually one needs to consider the “$q$-deformed” algebraic structure of which the space $\mathcal{F}$ provides a representation.

Eq. (1.114) expresses the invariance of the coherent state under the action of the operator $\frac{1}{q\alpha}a$ and allows us to consider the coherent functional
ψ(qα) as an “attractor” in F. This reminds us of the fixed point equation
W(A) = A, where W is the Hutchinson operator [127], characterizing the
iteration process for the fractal A in the n → ∞ limit.

The connection between fractals and the (q-deformed) algebra of the
coherent states is formally established by Eqs. (1.115), (1.116) and (1.117).

Moreover, the fractal operator qN is associated with the squeezing trans-
formation (cf. the previous Section). This establishes the relation between
the fractal generator process and squeezed coherent states (see also [634]).

In conclusion, for the case of fractals generated iteratively according
to a prescribed recipe (deterministic fractals), the functional realization of
fractal self-similarity has been obtained in terms of the q-deformed algebra
of coherent states. Fractal study can thus be incorporated into the theory of
entire analytical functions. From the discussion it appears that the reverse
is also true: under a convenient choice of the q-deformation parameter and
by a suitable restriction to real α, coherent states exhibit fractal properties
in the q-deformed space of the entire analytical functions.

The relation between fractals and coherent states, originally conjec-
tured in [636], introduces dynamical considerations in the study of fractals and
of their origin, as well as geometrical insight into coherent state proper-
ties. Fractals appear to be global systems arising from local deformation
processes.

1.9 The physical particle energy and momentum operator

Let us now make a more specific statement about the energy and the
momentum operator of physical particles in the language of the Fock space. We
consider a one particle (boson or fermion) wave-packet state |

\[ α_i^\dagger |0\rangle = \int \frac{d^3k}{(2\pi)^{3/2}} f_i(k)α_k^\dagger |0\rangle. \]

The energy operator \( H_0 \) is introduced by requiring

\[ H_0 α_k^\dagger |0\rangle = \int \frac{d^3k}{(2\pi)^{3/2}} E_k f_i(k)α_k^\dagger |0\rangle, \]

with real \( E_k \). Since this should be true for any square-integrable function
\( f_i(k) \), we have

\[ H_0 α_k^\dagger |0\rangle = E_k α_k^\dagger |0\rangle. \]

Such a relation must be understood in the sense of distributions, i.e., in the
sense of (1.119), since the states involved in (1.120) are not elements of the
Fock space due to the unboundness of the \( α_k^\dagger \) operators.
We now consider the scattering of many particles. Before the collision, the system energy is the sum of the energies of the particles entering in the collision region (the incoming particles), say the particles $A_{in}, B_{in}, C_{in}$, etc. After the collision, the total energy is the sum of the energies of the particles outgoing from the collision region, say the particles $A_{out}, B_{out}, C_{out}$, etc. If the experimental setup is such that any exchange of energy between our particle system and the environment is negligible, then as a result of our measurement we find that the total energy after the collision equals the total energy before the collision (the principle of conservation of energy). Thus, for many particles we require that

$$H_0 |\alpha_{k_1}^{\dagger} \ldots \alpha_{k_n}^{\dagger} 0\rangle = (E_{k_1} + \cdots + E_{k_n}) |\alpha_{k_1}^{\dagger} \ldots \alpha_{k_n}^{\dagger} 0\rangle,$$

and for $n = 0$

$$H_0 |0\rangle = 0.$$  

Since $E_k$ is real, we require that $H_0 = H_0^{\dagger}$. From (1.121) we can derive

$$[H_0, \alpha_k^{\dagger}] = E_k \alpha_k^{\dagger}, \quad [H_0, \alpha_k] = -E_k \alpha_k.$$  

These commutators imply that the form of $H_0$ has to be

$$H_0 = \sum_s \int d^3k E_k^s \alpha_k^{s\dagger} \alpha_k^s + H_1,$$

where the suffix $s$ (cf. Section 1.2) has been restored and $H_1$ commutes with $\alpha_k^{s\dagger}$ and $\alpha_k^s$. Since the Fock space is an irreducible representation of $\alpha_k^{s\dagger}$ and $\alpha_k^s$, $H_1$ must be a c-number multiple of the identity operator. On the other hand, its value is determined by the vacuum expectation value of (1.124) (cf. Eq. (1.122)):

$$H_1 = \langle 0 | H_0 | 0 \rangle = 0.$$  

Thus, by considering also the operators $\beta_k^s$ and $\beta_k^{s\dagger}$, we have

$$H_0 = \sum_s \int d^3k E_k^s \left( \alpha_k^{s\dagger} \alpha_k^s + \beta_k^{s\dagger} \beta_k^s \right).$$

In a similar way we can introduce the momentum operator $P_0$ as

$$P_0 = \sum_s \int d^3k \mathbf{k} \left( \alpha_k^{s\dagger} \alpha_k^s + \beta_k^{s\dagger} \beta_k^s \right),$$

with

$$[P_0, \alpha_k^s] = \mathbf{k} \alpha_k^s, \quad [P_0, \alpha_k^{s\dagger}] = -\mathbf{k} \alpha_k^s.$$
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and

\[ P_0(0) = 0 \]  

(1.129)

Although the operators \( H_0 \) and \( P_0 \) are well defined only on the dense set \( D \), the operators \( e^{iH_0 t} \) and \( e^{iP_0 \cdot x} \), with real \( t \) and \( x \), are well defined on the whole \( \mathcal{H}_F \). In terms of these last operators, the above commutation relations should be replaced by

\[ e^{iH_0 t} \alpha_k^\dagger e^{-iH_0 t} = e^{iE_k t} \alpha_k^\dagger, \]

(1.130a)

\[ e^{-iP_0 \cdot x} \alpha_k^\dagger e^{iP_0 \cdot x} = e^{-i\mathbf{k} \cdot \mathbf{x}} \alpha_k^\dagger, \]

(1.130b)

and their hermitian conjugates.

1.10 The physical Fock space and the physical fields

Eqs. (1.121), (1.126) and (1.127) give an exact meaning to the statement that the total energy and the total momentum of a system of free particles is given by the sum of the energies and of the momenta, respectively, of each particle (cf. Eq. (1.19) for the definition of the number operator). In particular, we take this to be the definition of the free or physical particle state: it is the state where the total energy and the total momentum are given by the sum of the energy and of the momentum, respectively, of each constituent particle. The Fock space of the free particle states is thus the one where the Hamiltonian operator and the momentum operator assume the form (1.126) and (1.127), respectively. We will call it the physical Fock space.

We define the free or physical field \( \phi(x) \), with \( x \) denoting \( x, t \), by

\[ \phi(x) = \int d^3k \left[ u(k) \alpha_k e^{i\mathbf{k} \cdot \mathbf{x} - iE_k t} + v(k) \beta_k^\dagger e^{-i\mathbf{k} \cdot \mathbf{x} + iE_k t} \right]. \]

(1.131)

In general, \( \phi(x) \) is a one-column matrix. The fact that the energy \( E_k \) of a physical particle is a certain function of its momentum means that the physical field \( \phi(x) \) must solve a linear homogeneous equation:

\[ \Lambda(\partial) \phi(x) = 0. \]

(1.132)

The differential operator \( \Lambda(\partial) \) is in general a square matrix. Its operation is defined on the Fourier transform as \( \Lambda(\partial) e^{-ik \cdot x} = \Lambda(ik) e^{-ik \cdot x} \), \( k \cdot x = k_\mu x^\mu = E_k t + \mathbf{k} \cdot \mathbf{x} \). The “wave functions” \( u(k) \) and \( v(k) \) are solutions of

\[ \Lambda(ik) u(k) = 0, \quad \text{and} \quad \Lambda(-ik) v(k) = 0, \]

(1.133)

respectively.
Physical particles are thus ingoing and outgoing particles far from the region of interaction. In solid state physics, as mentioned in Section 1.2, the physical particles are called quasiparticles. We will call in-fields or out-fields the fields referring to ingoing or outgoing physical particles, respectively, and denote them by $\phi_{\text{in}}$ and/or $\phi_{\text{out}}$. In the following Chapters, whenever no misunderstanding arises we will drop the ‘in’ and/or ‘out’ indexes. In-fields and out-fields will also be generically called asymptotic fields since they describe particles in spacetime regions where interactions are not felt. The free field equations of type (1.132), in fact, do not contain any information about the interactions. Although the physical particles undergo interaction processes, the language we have set up till now cannot describe such dynamical processes; thus we need another source of information to describe the dynamics of a physical system. The concept of free field is pertinent to one of the aspects of the two-level description of Nature. We thus assume the existence of basic entities, the Heisenberg or interacting fields, in order to account for interactions, the other aspect of this duality. Heisenberg fields satisfy basic relations characterizing the dynamics, the Heisenberg equations. We will come back to this point in the following Chapter.
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Appendix A

Strong limit and weak limit

Consider in full generality a linear metric vector space $\mathcal{F}$ (namely a vector space endowed with addition of its elements, multiplication by a scalar and inner product). Let $\xi$ be an element of $\mathcal{F}$ and $|\xi| \equiv (\xi, \xi)^{1/2}$ denote the norm of $\xi$. A sequence of elements $\{\xi_n\}$ of $\mathcal{F}$ is said to be a Cauchy sequence if for every $\epsilon > 0$ one can find an $N > 0$ such that

$$|\xi_n - \xi_m| < \epsilon, \quad (A.1)$$

whenever $n, m > N$. A sequence $\{\xi_n\}$ converges to an element $\{\xi\}$ of $\mathcal{F}$ if for every $\epsilon > 0$ there exist an $N > 0$ such that

$$|\xi_n - \xi| < \epsilon, \quad \text{for } n > N, \quad (A.2)$$

and we write

$$\lim_{n \to \infty} |\xi_n - \xi| = 0. \quad (A.3)$$

A space $\mathcal{F}$ with the property that all Cauchy sequences of elements of $\mathcal{F}$ have a limit that also belongs to $\mathcal{F}$ is called complete. A Hilbert space is a linear metric vector space that is also complete.

A subset $\mathcal{D}$ of elements $\xi$ of $\mathcal{F}$ is said to be dense in $\mathcal{F}$ if, for any element $\zeta$ of $\mathcal{F}$, one can construct a sequence of elements of $\mathcal{D}$ that has $\zeta$ as its limit. If this dense set has a countable basis, the space $\mathcal{F}$ is called separable. In other words, this means that one can find a countable set of orthogonal elements $\{\xi_i\} \ (i = 1, 2, \ldots)$ such that any vector $\zeta$ can be written as

$$\zeta = \sum_{i=0}^{\infty} c_i \xi_i, \quad (A.4)$$

where $c_i$ are complex constants. The equality in (A.4) is understood in the sense of

$$\lim_{N \to \infty} |\zeta - \sum_{i=0}^{N} c_i \xi_i| = 0. \quad (A.5)$$
In a complete space $\mathcal{F}$, the vector $\xi$ is said to be the strong limit $[7,351,537]$ of the sequence $\{\xi_n; \xi_n \in \mathcal{F}\}$ if (A.3) is satisfied. On the other hand, the sequence $\xi_n$ is said to be weakly convergent to $\xi$ if for any arbitrary vector $\eta$ in $\mathcal{F}$ it is
\[
\lim_{n \to \infty} (\eta, \xi_n) = (\eta, \xi). \tag{A.6}
\]
Moreover, if the sequence $\xi_n$ is a bounded operator sequence, i.e., $|\xi_n| \leq M$ for any $n$ and for some constant $M$ independent of $n$, as we generally assume for the states of the Fock space, $\xi_n$ is weakly convergent to $\xi$ if
\[
\lim_{n \to \infty} (\eta_i, \xi_n) = (\eta_i, \xi), \tag{A.7}
\]
for all the elements $\eta_i$ of a dense set in $\mathcal{F}$ (the Fock space). Sometimes one writes $w-\lim_{n \to \infty} \xi_n = \xi$ to denote the weak limit convergence.
Appendix B

Glauber coherent states

We shall briefly consider here some essentials of single-mode coherent states (CS) commonly called canonical CS, or Glauber coherent states, or Fock–Bargmann coherent states [285, 519]. The functional integrals based on Glauber coherent states will be discussed in Appendix N.1. Group related generalized CS will be considered in Appendices C and N.2.

The un-normalized coherent state has the form

\[ |z\rangle = \sum_n \frac{(za)^n}{n!} |0\rangle = \exp(za^\dagger) |0\rangle \]

\[ = \exp(za^\dagger) \exp(z^*a) |0\rangle = e^{-|z|^2/2} \exp(za^\dagger + z^*a) |0\rangle \]

\[ = \exp(za^\dagger) \exp(-z^*a) |0\rangle = e^{-|z|^2/2} \exp(za^\dagger - z^*a) |0\rangle . \tag{B.1} \]

Since the state \(|n\rangle\) is given by

\[ |n\rangle = \left(\frac{a^\dagger}{\sqrt{n!}}\right)^n |0\rangle , \tag{B.2} \]

one can alternatively rewrite (B.1) as

\[ |z\rangle = \sum_n \frac{z^n}{\sqrt{n!}} |n\rangle . \tag{B.3} \]

It is easy to see that \(|z\rangle\) is an eigenstate of \(a\) with the eigenvalue \(z\). This is a straightforward implication of the operator formula

\[ e^A B e^{-A} = \sum_{n=1}^{\infty} \frac{1}{n!} C_n, \quad C_0 = B, \quad C_1 = [A, B], \quad C_n = [C_{n-1}, B], \]

\[ \Rightarrow e^{-za^\dagger} a e^{za^\dagger} = a + z . \tag{B.4} \]

As a result

\[ a|z\rangle = a e^{za^\dagger} |0\rangle = e^{za^\dagger} (a + z) |0\rangle = z|z\rangle , \]

\[ \langle z|a^\dagger = z^* \langle z| . \tag{B.5} \]
The normalized CS can be obtained from (B.1) by realizing that
\[
\langle z | z \rangle = \sum_{n,m} \langle m | z^* m z^n | n \rangle = \sum_n \frac{|z|^{2n}}{n!} \cdot \frac{n!}{m!} = e^{\frac{|z|^2}{2}}.
\] (B.6)

Thus
\[
|z\rangle \equiv |z\rangle_{\text{norm}} = e^{-|z|^2/2} \exp(za^\dagger)|0\rangle = \exp(za^\dagger - z^*a)|0\rangle. \quad \text{(B.7)}
\]

The corresponding completeness relation (or resolution of unity) for single-mode CS can be easily derived with the aid of (B.3). Indeed,
\[
\mathbb{1} = \sum_n |n\rangle \langle n| = \sum_n \frac{(a^\dagger)^n}{\sqrt{n!}} |0\rangle \langle 0| \frac{a^n}{\sqrt{n!}} = \int \frac{dzdz^*}{2\pi i} e^{-zz^*} \sum_{n,m} \frac{(za^\dagger)^n}{n!} |0\rangle \langle 0| \frac{(z^*a)^m}{m!} = \int \frac{dzdz^*}{2\pi i} |z\rangle e^{-zz^*} \langle z| = \int \frac{dzdz^*}{2\pi i} |z\rangle \langle z|^z. \quad \text{(B.8)}
\]
The second line results from the identity
\[
\int \frac{dzdz^*}{2\pi i} e^{-zz^*} z^m (z^*)^n = \int_0^{2\pi} d\theta \int_0^\infty dr e^{-r^2} r^{n+m+1} \exp(n-m)
\]
where the polar decomposition \( z = re^{i\theta} \) has been used. There is yet another frequently used form of the completeness relation that is particularly useful in the path integral formalism. To obtain it we use
\[
\hat{x} = \sqrt{\frac{h}{2\omega m}} (a + a^\dagger), \quad \hat{p} = i\sqrt{\frac{h\omega m}{2}} (a^\dagger - a). \quad \text{(B.10)}
\]
Clearly \( [\hat{x}, \hat{p}] = i\hbar \mathbb{1} \). Equations (B.10) imply that
\[
a = \sqrt{\frac{m\omega}{2\hbar}} \hat{x} + i\sqrt{\frac{1}{2\hbar m\omega}} \hat{p}. \quad \text{(B.11)}
\]
In a similar fashion we decompose \( z \) according to the rule
\[
z = \sqrt{\frac{m\omega}{2\hbar}} x + i\sqrt{\frac{1}{2\hbar m\omega}} p, \quad x, p \in \mathbb{R}. \quad \text{(B.12)}
\]
Direct consequences of (B.10) and (B.12) are
\[
\langle \hat{x} \rangle \equiv \frac{\langle z|\hat{x}|z \rangle}{\langle z|z \rangle} = x, \quad \langle \hat{p} \rangle \equiv \frac{\langle z|\hat{p}|z \rangle}{\langle z|z \rangle} = p. \quad \text{(B.13)}
\]
and

\[(\Delta x)^2 (\Delta p)^2 \equiv \langle (\hat{x} - \langle \hat{x} \rangle)^2 (\hat{p} - \langle \hat{p} \rangle)^2 \rangle = \hbar^2 / 4. \quad (B.14)\]

Relation (B.13) provides an interpretation for the labels \(x \) and \(p \), while (B.14) indicates that states \(|z\rangle\) saturate the Heisenberg uncertainty relation.

It is customary to utilize an alternative notation for \(|z\rangle\), namely \(|x,p\rangle \equiv |z\rangle\).

In terms of the phase-space variables/operators we can directly write

\[|x,p\rangle = \exp \left[ -\frac{1}{4\hbar} \left( \frac{\omega m x^2}{2m} + \frac{1}{\omega m} p^2 \right) \right] e^{i(p\hat{x} - x\hat{p})/\hbar} |0\rangle, \quad (B.15)\]

\[|x,p\rangle = e^{(p\hat{x} - x\hat{p})/\hbar} |0\rangle, \quad (B.16)\]

\[1 = \int \frac{dpdx}{2\pi\hbar} |x,p\rangle \langle x,p| \exp \left[ -\frac{1}{2\hbar} \left( \frac{\omega m x^2}{2m} + \frac{1}{\omega m} p^2 \right) \right] = \int \frac{dpdx}{2\pi\hbar} |x,p\rangle \langle x,p|. \quad (B.17)\]

An important signature of CS is their over-completeness. In fact, one should note that relation (B.17) (resp. (B.8)) appears exactly like a resolution of unity used for self-adjoint operators. There is, however, a difference in that the one-dimensional projection operators \(|x,p\rangle \langle x,p|\) are not mutually orthogonal. Indeed,

\[\text{Tr} \left[ |x,p\rangle \langle x,p| |x',p'\rangle \langle x',p'| \right] = |\langle z|z'\rangle|^2 = \frac{e^{2\Re(z^* z')}}{|z|^2 + |z'|^2} \neq \delta_{zz'}. \quad (B.18)\]

For this reason it is usually said that the set of CS is over-complete. In fact, the previous result shows that CS are not orthogonal for any \(|z\rangle\) and \(|z'\rangle\).

If, however, the numerical distance \(|z - z'|\) is large the states are almost orthogonal. This is because the angle \(\theta(zz')\) between the states can be calculated through the relation

\[\cos \theta(zz') = \frac{|\langle z|z'\rangle|}{\sqrt{\langle z|z\rangle \langle z'|z'\rangle}}. \quad (B.19)\]

Using (B.6) we obtain

\[\cos \theta(zz') = \exp \left( -\frac{1}{2} |z|^2 + \Re(z^* z') - \frac{1}{2} |z'|^2 \right) \]

\[= \exp \left( -\frac{1}{2} |z - z'|^2 \right). \quad (B.20)\]

Inasmuch as \(|z - z'| \gg 1\) then vectors \(|z\rangle\) and \(|z'\rangle\) are close to being orthogonal. In Appendix D we consider the problem of extracting a complete set
of CS from an over-complete set. We will see that in order to do that one needs to introduce a regular lattice called the von Neumann lattice.

If we make use of the resolution of the unity (B.8) we can write for a general state $|\psi\rangle$

$$|\psi\rangle = \int \frac{dz dz^*}{2\pi i} e^{-|z|^2} \langle z|\psi\rangle |z\rangle. \quad (B.21)$$

Here

$$\langle z|\psi\rangle = \sum_{n=0}^{\infty} \frac{(z^*)^n}{\sqrt{n!}} \langle n|\psi\rangle = f_{\psi}(z^*). \quad (B.22)$$

From the fact that $\sum_n |\langle n|\psi\rangle|^2 = 1$ it is clear that the series (B.22) converges for all $z^*$, and thus it represents a complex function that is holomorphic on the whole complex plane $\mathbb{C}$. Such functions are said to be entire. Decomposition (B.21) indicates that the function $f_{\psi}(z^*)$ is itself a representation of $|\psi\rangle$ (in $\{|z\rangle\}$ basis), and can be regarded as the element of the Hilbert space. The representation $f_{\psi}(z^*)$ is called a holomorphic representation and the corresponding Hilbert space is known as the Fock–Bargmann, or Segal–Fock–Bargmann space of entire analytical functions [55, 242, 564].
Appendix C

Generalized coherent states

The Glauber coherent states considered in Appendix B, have the following properties: they are eigenstates of lowering operators \[60\], they are minimum uncertainty states \[500\], and they may be generated via translation (or displacement) operators \[519\].

Various generalizations of the above coherent states have been proposed \[379, 519\], which maintain only some of the above conditions. Here we consider the generalized coherent states generated via displacement operators \[518, 519\], related to a Lie group \(G\). Such states have been used in many applications in atomic and nuclear physics and in statistical mechanics \[33, 172, 173, 533\].

The generalized coherent states related to a Lie group \(G\) are constructed in the following way: let \(D(g)\), \(g \in G\) be an irreducible unitary representation of \(G\) acting in some Hilbert space \(H\). We choose a normalized fiducial state vector in \(H\) and denote it as \(|0\rangle\) (the reason for this notation will be clear shortly). The generalized coherent states corresponding to \(G\) are then defined as

\[|0(g)\rangle = D(g)|0\rangle \quad \text{for } \forall g \in G. \quad (C.1)\]

We say that two coherent states \(|0(g_1)\rangle\) and \(|0(g_2)\rangle\) represent the same state (or are physically equivalent) in \(H\) if

\[D(g_1)|0\rangle = e^{i\alpha(g_1,g_2)}D(g_2)|0\rangle \Leftrightarrow D(g_2^{-1}g_1)|0\rangle = e^{i\alpha(g_1,g_2)}|0\rangle. \quad (C.2)\]

Here the phase factor \(\alpha \in \mathbb{R}\) may depend both on \(g_1\) and \(g_2\). As \(g\) runs in \(|0(g)\rangle\) through \(G\), states \(|0(g)\rangle\) travel through the Hilbert space \(H\). In general, however, physically equivalent states will be visited many times during this procedure. Defining the stability group \(H_{|0\rangle}\) the group of transformations leaving \(|0\rangle\) invariant (modulo a phase factor), i.e.,

\[H_{|0\rangle} = \{h \in G : D(h)|0\rangle = e^{i\beta(h)}|0\rangle, \beta(h) \in \mathbb{R}\}, \quad (C.3)\]
we see from (C.2) that \( g_2^{-1} g_1 \in H_0 \). Note that \( H_0 \) is indeed a subgroup of \( G \), because if \( h_1 \) and \( h_2 \) belong to \( H_0 \) then also \( h_1^{-1} h_2 \) does.

In this connection and for future reference, we recall that given a subgroup \( H \) of a group \( G \), the \((\text{left})\) coset of \( H \) with respect to \( g \in G \), written as \( gH \), is defined as the set of all elements \( \{gh; h \in H\} \). An elementary theorem from group theory asserts that two cosets \( g_1 H \) and \( g_2 H \) for \( g_1 \neq g_2 \) are either identical or completely disjoint. In this way the group \( G \) can be partitioned into disjoint cosets. The collection of cosets of the subgroup \( H \) in the group \( G \) is usually denoted as \( G/H \) and called the coset (or quotient) space of \( G \) modulo \( H \). Despite the fact that both \( G \) and \( H \) are groups, the coset space \( G/H \) is generally not a group. Only in cases when \( H \) is a \textit{normal} subgroup of \( G \) (i.e., when \( gH = Hg \) for all \( g \in G \)) then one can formulate group operations in \( G/H \). For instance, the product law for two cosets \( g_1 H \) and \( g_2 H \) can be simply defined as the coset \( (g_1 g_2)H \): \((g_1 H)(g_2 H) = (g_1 g_2)H \). With this the associativity is obvious, the identity element can be taken as \( E \equiv eH = H \), and the inverse of the coset \( gH \) is \( g^{-1}H \). In such cases the coset space \( G/H \) is called the factor group.

It is also convenient to recall that the algebra of a \( d \)-dimensional Lie algebra is given by the commutators

\[
[T_a, T_b] = iC_{ab}^c T_c. \tag{C.4}
\]

\( C_{ab}^c \) are the \textit{structure constants} and \( T_a \) are hermitian matrices — the group generators \((a = 1, \ldots, d)\). The \textit{adjoint} or \textit{regular} representation of the Lie algebra is then defined so that

\[
(T_a)_b^c = iC_{ba}^c \quad \text{or equivalently} \quad (T_a)_{bc} = -iC_{abc}. \tag{C.5}
\]

Thus \( T_a \) is a \( d \times d \) matrix. For instance, the adjoint representation for \( SU(2) \cong SO(3) \) has \( d = 3 \) and hence its representation space is three-dimensional vector space with matrix elements \((T_a)_{bc}\) given explicitly by

\[
(T_a)_{bc} = -i\epsilon_{abc}. \tag{C.6}
\]

The \textit{fundamental} or \textit{defining} representation of the Lie algebra corresponds to the defining matrix representation. For instance, the fundamental representation of \( SO(3) \) corresponds to \( 3 \times 3 \) orthogonal matrices of determinant 1. The corresponding representation space is thus three-dimensional. The fundamental representation of \( SU(2) \) has two-dimensional representation space.

In future considerations we shall simply denote \( H_0 \) as \( H \) with the implicit knowledge that \( H \) is associated with a fiducial state. We note that both \( g_1 \) and \( g_2 \) in (C.2) are part of the same stability group \( H_0 \) in \( G \).
Let \( dg \) be the left-invariant group measure (Haar measure), i.e., for any fixed \( g_0 \in G \), \( d(g_0 \cdot g) = dg \). Consider now the operator
\[
B = \int_G dg \, |0(g)\rangle\langle 0(g)|. \tag{C.7}
\]
Due to the invariance of the measure we have for any \( g' \in G \)
\[
D(g')BD^\dagger(g') = \int_G dg \, |0(g' \cdot g)\rangle\langle 0(g' \cdot g)| = B. \tag{C.8}
\]
So \( B \) commutes with all \( D(g) \), and hence it must be proportional to the unit operator. This is a result of the fundamental lemma of group theory which asserts that any linear operator commuting with all the operators of an irreducible representation of some group \( G \) must be a multiple of the unit operator, i.e.,
\[
D(g)B = BD(g), \quad \forall g \in G \quad \Rightarrow \quad B = c^{-1}1. \tag{C.9}
\]
This lemma is known as the first Schur lemma.

Having measure \( dg \) on \( G \), the measure on the coset space \( G/H \) is naturally induced by \( dg \). We shall denote this induced measure as \( dx \). With the help of (C.9) the resolution of the unity can be written as
\[
1 = c \int_G dg \, |0(g)\rangle\langle 0(g)| = c \int_{G/H} dx \, |0(x)\rangle\langle 0(x)|. \tag{C.10}
\]
Here \( c \) is determined so as to fulfill the consistency condition
\[
1 = \langle 0(y)|0(y)\rangle = c \int_{G/H} dx \, |\langle 0(y)|0(x)\rangle|^2, \quad y \in G/H. \tag{C.11}
\]
It should be stressed that when
\[
\int_G dg \, |\langle 0(g')|0(g)\rangle|^2 = \int_G dg \, |\langle 0|D(g)0\rangle|^2 = \infty, \tag{C.12}
\]
the condition (C.11) cannot be fulfilled with \( c \neq 0 \). It is thus meaningful to confine only to representations \( D(g) \) for which the integral (C.12) is finite, i.e., square integrable representations.
SU(2) coherent states

The SU(2) group has three generators $J_1, J_2, J_3$. The SU(2) algebra is

\[ [J_+, J_-] = 2J_3 \quad [J_3, J_{\pm}] = \pm J_\pm. \tag{C.13} \]

Here the ladder operators are defined as $J_\pm = J_1 \pm i J_2$. The unitary irreducible representations of the SU(2) algebra are finite-dimensional and are spanned by the states $|j, m\rangle$, such that

\[ J_3 |j, m\rangle = m |j, m\rangle, \quad J_\pm |j, m\rangle = \sqrt{(j \pm m)(j \pm m + 1)} |j, m \pm 1\rangle, \quad (|m| \leq j). \tag{C.14} \]

The representations of SU(2) are labeled by the eigenvalues of the SU(2) Casimir operator:

\[ C = J^2 = J_1^2 + J_2^2 + J_3^2 \]

\[ = \frac{1}{2}(J_+ J_- + J_- J_+) + J_3^2 = j(j + 1) \mathbb{1}, \tag{C.15} \]

i.e.,

\[ J^2 |j, m\rangle = (j + 1) |j, m\rangle \quad \text{with} \quad j = 0, \frac{1}{2}, 1, \frac{3}{2}, \ldots. \tag{C.16} \]

As the fiducial vector we choose the state $|j, -j\rangle$, i.e., the state which is annihilated by the lowering operator: $J_- |j, -j\rangle = 0$. In this way each representation has its unique fiducial state — “vacuum state” $|0\rangle \equiv |j, -j\rangle$.

The stability group for this state is the subgroup of rotations around the $z$-axis, thus $H = U(1)$. According to Eq. (C.10), distinct coherent states are labeled by $x \in M = G/H$. By noting that $M = SU(2)/U(1) \cong S^2$ we can identify $x$ with the spherical angular variables $\theta$ and $\phi$. The associated state can be written as $|0(\theta, \phi)\rangle$:

\[ D(\theta, \phi) = e^{\xi J_+} e^{\log(1+|\xi|^2) J_3} e^{-\xi^* J_-}, \quad \xi = \tan \frac{\theta}{2} e^{i\phi}, \tag{C.18} \]

one can alternatively use the more economical form

\[ |0(\theta, \phi)\rangle = (1 + |\xi|^2)^{-j} e^{\xi J_+} |0\rangle \equiv |0(\xi)\rangle. \tag{C.19} \]

Relation (C.19) is an analogue of the canonical coherent state relation (B.1). The scalar product of two coherent states $|0(\xi)\rangle$ can be written in the form

\[ \langle 0(\xi')|0(\xi)\rangle = \frac{|\langle 0|e^{\xi' J_+} e^{-\xi J_+} |0\rangle|}{(1 + |\xi'|^2)(1 + |\xi|^2)} = \frac{(1 + \xi^* \xi)^{2j}}{(1 + |\xi'|^2)(1 + |\xi|^2)^2}. \tag{C.20} \]
Generalized coherent states

In the derivation of (C.20) we used the identity
\[ J_k^j |j, -j\rangle = \sqrt{k!} \sqrt{2j(2j-1) \ldots (2j-k+1)} |j, -j + k\rangle. \] (C.21)

An implication of Eq. (C.20), that will be relevant later, is that
\[ |\langle 0(\xi') | 0(\xi) \rangle|^2 = \left( 1 + \text{Re}(\xi'^* \xi) + |\xi'|^2 |\xi|^2 \right)^{2j} \]
\[ = \left( 1 + \cos \theta' \cos \theta + \sin \theta' \sin \theta \cos (\varphi' - \varphi) \right)^{2j} \]
\[ = \left( \frac{1 + m' \cdot m}{2} \right)^{2j}. \] (C.22)

Here \( m = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \) is the unit vector parametrizing \( M = S^2 \) (similarly for \( m' \)). For this reason it is sometimes convenient to use notation \( |0(\theta, \varphi)\rangle = |0(\xi)\rangle = |0(m)\rangle \).

According to Eq. (C.10) the resolution of the unity reads
\[ \mathbb{1} = \int_{SU(2)} dg |0(g)\rangle \langle 0(g) | = c \int_{S^2} dm |0(m)\rangle \langle 0(m) |. \] (C.23)

The constant \( c \) is determined from the consistency condition
\[ 1 = c \int_{S^2} dm |0(m')\rangle \langle 0(m) | = c \int_{S^2} dm \left( \frac{1 + m' \cdot m}{2} \right)^{2j} \]
\[ = c \frac{4\pi}{2j + 1} \int_0^1 dx x^{2j} = c \frac{4\pi}{2j + 1}. \] (C.24)

So finally the resolution of the unity may be written in one of the following equivalent forms:
\[ \mathbb{1} = \frac{2j + 1}{4\pi} \int_{S^2} dm |0(m)\rangle \langle 0(m) | \]
\[ = \frac{2j + 1}{4\pi} \int_{S^2} d\varphi d\theta \sin \theta |0(\theta, \varphi)\rangle \langle 0(\theta, \varphi) | \]
\[ = \frac{2j + 1}{\pi} \int_{S^2} \frac{d\xi d\xi^*}{(1 + |\xi|^2)^2} |0(\xi^*)\rangle \langle 0(\xi) |, \] (C.25)

where we have used the usual convention
\[ d\xi d\xi^* = d\text{Re}(\xi) d\text{Im}(\xi), \]

where \( \text{Re} \) and \( \text{Im} \) denote the real and the imaginary parts, respectively. This relation will be useful in the construction of the \( SU(2) \) coherent state functional integral.
SU(1,1) coherent states

The group $SU(1,1)$ is the group of unitary unimodular matrices of the form

$$g = \left( \begin{array}{cc} \alpha & \beta \\ \beta^* & \alpha^* \end{array} \right), \quad \det g = 1,$$

where $\alpha, \beta \in \mathbb{C}$, and $g$ preserves the quadratic form $|\alpha|^2 - |\beta|^2$. The algebra of the $SU(1,1)$ group is

$$[J_+, J_-] = -2J_3, \quad [J_3, J_{\pm}] = \pm J_\pm,$$

with the ladder operators $J_{\pm} = J_1 \pm iJ_2$.

The unitary irreducible representations for $SU(1,1)$ are labeled by the eigenvalues of Casimir operators. Because the rank of $SU(1,1)$ is 1, there is only one (quadratic) Casimir operator for the $su(1,1)$ algebra, i.e.,

$$C = J_3^2 - J_1^2 - J_2^2 = J_3^2 - \frac{1}{2}(J_+ J_- + J_- J_+) = j(j+1)\mathbb{1}.$$

As in the $SU(2)$ case, we consider simultaneous eigenstates of $C$ and $J_3$

$$C|j,m\rangle = j(j+1)|j,m\rangle,$$

$$J_3|j,m\rangle = m|j,m\rangle,$$

$$J_{\pm}|j,m\rangle = \sqrt{(m \mp j)(m \pm j + 1)} \, |j, m \pm 1\rangle.$$

However, in contrast with $SU(2)$ there is more than one way in which the spectrum $\{j, m\}$ may be realized. This is because the Casimir operator (C.28) is a semi-definite operator. Owing to this, there are four classes (so-called series) of the unitary irreducible representations of $SU(1,1)$ (see, e.g., [519]). All of these representations are infinite dimensional. It should be emphasized that $SU(1,1)$ has also non-unitary representations (e.g., non-unitary principal series [387]), but we shall refrain from considering non-unitary representations. Analogous algebraic considerations as in $SU(2)$ would lead one to four classes of unitary irreducible representations in the $SU(1,1)$ case. These are:

1. **The principal continuous series $C_j(q_0)$:**
   $$j = -\frac{1}{2} + is, \quad m = q_0 + n \quad (s \in \mathbb{R}^+, \ n \in \mathbb{Z}, \ q_0 \in \mathbb{R}, \ |q_0| \leq \frac{1}{2})$$

2. **The principal discrete series $D_j^+(q_0)$:**
   $$j = -|q_0| - \tilde{n}, \quad m = -j + n \quad (\tilde{n}, \ n \in \mathbb{N}_0, \ q_0 \in \mathbb{R}, \ |q_0| \leq \frac{1}{2})$$
The principal discrete series $D^{-}_j(q_0)$:

$$j = -|q_0| - n, \ m = j - n \ (\tilde{n}, \ n \in \mathbb{N}_0, \ q_0 \in \mathbb{R}, \ |q_0| \leq \frac{1}{2})$$

The supplementary continuous series $E_j(q_0)$:

$$-\frac{1}{2} < j < -|q_0|, \ m = q_0 + n \ (n \in \mathbb{Z}, \ q_0 \in \mathbb{R}, \ |q_0| \leq \frac{1}{2})$$

The so-called Bargmann index $q_0$ cannot be determined from algebraic considerations alone and the representation must be labeled both by value of $j$ and $q_0$. However, $SU(1, 1)$ has the maximal compact subgroup $U(1)$ for whose unitary representations the possible values of Bargmann index is restricted to 0 or $1/2$. These representations are known as Bargmann representations.

In the following we confine ourselves to the discussion of $D^+_j$ only:

**The principal discrete series $D^+_j$:**

$$2j = -\tilde{n}, \ m = -j + n \ (\tilde{n}, \ n \in \mathbb{N}_0)$$

i.e.,

$$j = 0, \ -\frac{1}{2}, \ -1, \ -\frac{3}{2}, \ ... \ \ m = |j| + 1, |j| + 2, \ ...$$

As the fiducial “ground” state $|0\rangle$ we choose the state $|j, -j\rangle$. Similarly as in the $SU(2)$ case, such a state is annihilated by $J_{-}$: i.e., $J_{-}|j, -j\rangle = 0$. Thus each representation in $D^+_j$ has its unique fiducial vector. The stability group for $|j, -j\rangle$ is the subgroup of rotations around the z-axis. The coherent states $|0(\tau, \varphi)\rangle$ are then completely determined by points $x$ on the coset space $\mathcal{M} = SU(1, 1)/U(1) \cong H^2_{+}$. The manifold $H^2_{+}$ represents the upper sheet of the two-sheet hyperboloid: $H^2_{+} = \{m; m^2 = m^2_3 - m^2_2 - m^2_1 = 1, \ m_3 > 0\}$. This two-dimensional surface can be conveniently parametrized by the hyperbolic “angular” variables $\tau$ and $\varphi$ according to prescription

$$m = (\sinh \tau \cos \varphi, \sinh \tau \sin \varphi, \cosh \tau). \quad (C.30)$$

Parameter $x \in \mathcal{M}$ can be identified with variables $\tau$ and $\varphi$. The coherent state $|0(\tau, \varphi)\rangle$ can thus be written as

$$|0(x)\rangle = |0(\tau, \varphi)\rangle = D(\tau, \varphi)|0\rangle = \exp[i\tau (J \cdot n)]|0\rangle, \quad (C.31)$$

with the unit vector $n = (\sin \varphi, \cos \varphi, 0)$. The Gauss decomposition allows us to write $D(\tau, \varphi)$ in the ordered form

$$D(\tau, \varphi) = e^{\zeta J_{+}} e^{\log(1-|\zeta|^2)J_3} e^{-\zeta^* J_{-}}, \ \ \zeta = \tanh \frac{\tau}{2} e^{i\varphi}. \quad (C.32)$$

Consequently

$$|0(\tau, \varphi)\rangle = (1 - |\zeta|^2) |j\rangle e^{\zeta J_{+}} |0\rangle \equiv |0(\zeta)\rangle. \quad (C.33)$$
Quantum Field Theory and its Macroscopic Manifestations

Overlap of two such coherent states is then

$$
\langle 0(\zeta') | 0(\zeta) \rangle = (1 - |\zeta'|^2)^{|j|} (1 - |\zeta|^2)^{|j|} |0\rangle e^{\zeta'^* J - e^{-\zeta^* J}} |0\rangle
$$

$$
= (1 - |\zeta|^2)^{|j|} (1 - |\zeta'|^2)^{|j|} (1 - \zeta^* \zeta)^{-2|j|} .
$$

(C.34)

The transition probability between two coherent states can be written as

$$
|\langle 0(\zeta') | 0(\zeta) \rangle|^2 = \left( \frac{1 - 2 \Re(\zeta^* \zeta) + |\zeta'^*|^2 |\zeta|^2}{(1 - |\zeta|^2)(1 - |\zeta'|^2)} \right)^{-2|j|}
$$

$$
= \left( \frac{1 - \sinh \tau' \sinh \tau \cos(\varphi' - \varphi) + \cosh \tau' \cosh \tau}{2} \right)^{-2|j|}
$$

$$
= \left( \frac{1 + m' \cdot m}{2} \right)^{-2|j|} .
$$

(C.35)

Here the pseudo-Euclidean scalar product is defined as

$$
m' \cdot m = m'_3 m_3 - m'_2 m_2 - m'_1 m_1 .
$$

Defining $|0(\tau, \varphi)\rangle = |0(\zeta)\rangle \equiv |0(m)\rangle$ we can write the resolution of the unity as

$$
1 = \int_{SU(1,1)} dg |0(g)\rangle \langle 0(g)| = c \int_{H^2_+} dm |0(m)\rangle \langle 0(m)| .
$$

(C.36)

The constant $c$ follows from the normalization condition

$$
1 = c \int_{H^2_+} dm |0(m)\rangle \langle 0(m)|^2 = c \int_{H^2_+} dm \left( \frac{1 + m' \cdot m}{2} \right)^{-2|j|}
$$

$$
= c 2 \pi \int_1^\infty dx x^{-2|j|} = c 2 \pi \frac{2\pi}{2|j| - 1} .
$$

(C.37)

Note that the integral is convergent (i.e., the representation is square integrable) only when $|j| > 1/2$. Only such representations will concern us here. In the end the resolution of the unity reads

$$
1 = \frac{2|j| - 1}{2\pi} \int_{H^2_+} dm |0(m)\rangle \langle 0(m)|
$$

$$
= \frac{2|j| - 1}{4\pi} \int_0^{2\pi} d\varphi \int_0^\infty d\tau \sinh \tau |0(\tau, \varphi)\rangle \langle 0(\tau, \varphi)|
$$

$$
= \frac{2|j| - 1}{\pi} \int_{H^2_+} d\zeta d\zeta^* |0(\zeta^*)\rangle \langle 0(\zeta)| .
$$

(C.38)

Here again $d\zeta d\zeta^* \equiv d\Re(\zeta) d\Im(\zeta)$. The resolution of unity (C.38) will serve as a useful starting point in setting up the $SU(1,1)$ coherent state functional integral in Appendix N.2.
Appendix D

$q$-WH algebra, coherent states and theta functions

As an application of the result expressed by Eq. (1.100), we shall show that the action of the commutator $[a_q, \hat{a}_q]$ may be related in the Fock–Bargmann representation (FBR) to the action of the coherent states (CS) displacement operator.

The FBR provides a transparent frame to describe the usual CS [379, 380, 519]. In this Appendix we change notation with respect to Appendix B. Here we replace $z$ by $\alpha$, so that the CS are now written as:

$$|\alpha\rangle = D(\alpha)|0\rangle ; \quad a|\alpha\rangle = \alpha|\alpha\rangle , \quad a|0\rangle = 0 , \quad \alpha \in \mathbb{C} , \quad (D.1)$$

$$|\alpha\rangle = \exp\left(-\frac{|\alpha|^2}{2}\right) \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle = \exp\left(-\frac{|\alpha|^2}{2}\right) \sum_{n=0}^{\infty} u_n(\alpha)|n\rangle . \quad (D.2)$$

The relation between the CS and the basis $\{u_n(z)\}$ (Eq. (1.88)) of the entire analytic function is here made explicit: $u_n(\alpha) = \mathcal{C}^{\frac{1}{2}|\alpha|^2}\langle n|\alpha\rangle$. The unitary displacement operator $D(\alpha)$ in (D.1) is given by:

$$D(\alpha) = \exp(\alpha a^\dagger - \bar{\alpha} a) = \exp\left(-\frac{|\alpha|^2}{2}\right) \exp(\alpha a^\dagger) \exp(-\bar{\alpha} a) , \quad (D.3)$$

and the relations hold

$$D(\alpha)D(\beta) = \exp(i\Im m(\alpha\bar{\beta}))D(\alpha + \beta) , \quad (D.4)$$

$$D(\alpha)D(\beta) = \exp(2i\Im m(\alpha\bar{\beta}))D(\beta)D(\alpha) . \quad (D.5)$$

Eq. (D.4) is nothing but the WH group law, also referred to as the Weyl integral representation (cf. Eqs. (1.61) and (1.62)).

In order to extract a complete set of CS $\{|\alpha_n\rangle\}$, from the over-complete set $\{|\alpha\rangle\}$, it is necessary to introduce a regular lattice $L$ in the $\alpha$-complex plane [55, 519]. The points (lattice vectors) $\alpha_n$ of $L$ ($\alpha_n \in \mathbb{C}; n =$
The lattice periods $\Omega_j$, $j = 1, 2$ linearly independent, i.e., such that $\exists m(\Omega_1\Omega_2) \neq 0$.

We recall [519] that the set $\{\alpha_n\}$ (with the exclusion of the vacuum state $|0\rangle \equiv |\alpha_0\rangle$) can be shown to be complete, invoking square integrability along with analyticity [56], if the lattice elementary cell has area $\exists m(\Omega_1\Omega_2) = \pi$ ($L$ is called, in this case, the von Neumann lattice).

The lattice vectors $\alpha_n$ describe the discrete translational invariance of $L$: $\alpha_{n+m} = \alpha_n + \alpha_m$, i.e.,

$$e^{i \alpha_n \hat{D}|\alpha\rangle}_{\alpha=\alpha_m} = |\alpha_{n+m}\rangle. \quad (D.6)$$

The denumerable set of points $\alpha_n$ is now mapped onto the set $\{z_n: z_n \in \mathbb{C}\}$ with $z_n \equiv e^{i \alpha_n}$. Assuming that the two periods $\Omega_1$ and $\Omega_2$ have imaginary parts incommensurate with $\pi$ and among themselves, such a map is one-to-one and no point $z_n$ lies on the real axis in the $z$ plane (notice that the set $\{z_n\}$ does not constitute a lattice in $z$, but it has the structure of concentric circles).

The function $z = e^{i\alpha}$, which interpolates among these points, is analytical in its domain of definition, and, along with the basis functions $\{u_n(\alpha)\}$, the new functions $\{\tilde{u}_n(z) = u_n(\ln z) = u_n(\alpha)\}$, with $\tilde{u}_n(z) \in \mathcal{F}$, may be introduced ($\mathcal{F}$ denotes the space of the entire analytical functions). It is then straightforward to check that, in $\mathcal{F}$,

$$[a_{q_m}, \tilde{a}_{q_n}]\tilde{u}_n(z) = q_m \tilde{D}[u_n(z) = \tilde{u}_n(q_m z) = u_n(\alpha + \alpha_m) = q_m \tilde{D} u_n(\alpha), \quad (D.7)$$

where the complex parameter $q_m \equiv e^{i \alpha_m}$ has been introduced and we used Eq. (1.100). Therefore,

$$[a_{q_m}, \tilde{a}_{q_n}][f_m(z)]_{z=\bar{z}_r} = \tilde{f}_m(q_m \bar{z}_r) = f_m(\alpha_r + \alpha_n) = q_m \tilde{D} f_m(\alpha)|_{\alpha=\alpha_r} = \exp[-i\Im m(\alpha_n \alpha_r)] \langle m|D(\alpha)|\alpha_r\rangle, \quad (D.8)$$

where we utilized Eq. (D.4), and the notation $f_m(\alpha) \equiv \exp(-|\alpha|^2/2)u_m(\alpha)$. The operator $[a_q, \tilde{a}_q]|_{q=q_n}$, which realizes the mapping $\tilde{f}(z_m) \rightarrow \tilde{f}(q_m z_m)$, can thus be thought of as extendible to the map on the $\alpha$-plane $|\alpha_m\rangle \rightarrow |\alpha_{n+m}\rangle$.

In the FBR we have, for any $f \in \mathcal{F}$

$$D(\beta)f(\alpha) = \exp\left(-\frac{|\beta|^2}{2}\right)\exp(\alpha \beta)f(\alpha - \beta), \quad f \in \mathcal{F}, \quad (D.9)$$

so that, by using Eq. (D.7), we can write, for $q = e^{i\xi}$ and $z = e^{i\eta}$,

$$[a_q, \tilde{a}_q][f(z) = e^{i|\xi|^2}q^\eta D(-\zeta)f(\alpha). \quad (D.10)$$
Eqs. (D.8) and (D.10) show the relation between the $q$-WH algebra operator $[a_q, \hat{a}_q]$ and the CS displacement operator in the frame of the theory of entire analytical functions.

We conclude that the existence of a quantum deformed algebra signals the presence of finite lengths in the theory and provides the natural framework for the physics of discretized systems, the $q$-deformation parameter being related with the lattice constants.

The lattice structure is also of crucial relevance in the relation between theta functions and the complete system of CS. In order to establish such a relation, we look for the common eigenvectors $|\theta\rangle$ of the CS operators $D(\alpha_n)$ associated to the regular lattice $L$ [519]. A common set of eigenvectors exists if and only if all the $D(\alpha_n)$ commute, i.e., when the $D(\Omega_j)$ commute, as indeed happens on the von Neumann lattice (cf. Eq. (D.5)).

The eigenstates $|\theta\rangle$ are characterized by two real numbers $\epsilon_1$ and $\epsilon_2$, so that we denote them by $|\theta_{\epsilon_1}\epsilon_2\rangle$, which are eigenvectors of $D(\Omega_j)$:

$$D(\Omega_j)|\theta_{\epsilon_1}\epsilon_2\rangle = e^{i\pi\epsilon_1 j}|\theta_{\epsilon_1}\epsilon_2\rangle, \quad j = 1, 2, \quad 0 \leq \epsilon_j \leq 2.$$  

(D.11)

We thus see that $|\theta_{\epsilon_1}\epsilon_2\rangle$, which belongs to a space which is the extension [519] of the Hilbert space where the operators $D(\alpha_n)$ act, corresponds to a point on the two-dimensional torus. The action of $D(\alpha)$ on $|\theta_\epsilon\rangle$ generates a set of generalized coherent states. Use of Eqs. (D.11) and (D.4) gives

$$D(\alpha_m)|\theta_\epsilon\rangle = e^{i\pi F_\epsilon(m)}|\theta_\epsilon\rangle,$$  

(D.12)

with $\alpha_m = m \cdot \Omega$, an arbitrary lattice vector, and

$$F_\epsilon(m) = m_1m_2 + m_1\epsilon_1 + m_2\epsilon_2.$$  

(D.13)

On the other hand, the system of CS is associated, in the FBR, with a corresponding set of entire analytic functions, say $\theta_\epsilon(\alpha)$. Eq. (D.9) with $\bar{\alpha} = -\alpha_m$ shows that Eq. (D.12) may be written as

$$\theta_\epsilon(\alpha + \alpha_m) = \exp\left(i\pi F_\epsilon(-m)\right) \exp\left(\frac{|\alpha_m|^2}{2}\right) \exp(\bar{\alpha}_m\alpha)\theta_\epsilon(\alpha),$$  

(D.14)

which is the functional equation for the theta functions [69, 484, 519]. We emphasize that such relation is obtained by considering the CS system corresponding to the von Neumann lattice $L$. The relation with the $q$-WH algebra is established by realizing that in $\mathcal{F}$ the functional equation (D.14) reads

$$[a_{qm}, \hat{a}_{qm}]\tilde{\theta}(z) = \tilde{\theta}(q_mz)$$

$$= \exp\left(i\pi F_\epsilon(-m)\right) \exp\left(\frac{|\alpha_m|^2}{2}\right) \exp(\bar{\alpha}_m\alpha)\theta_\epsilon(\alpha).$$  

(D.15)
The commutator \([a_q, \hat{a}_q]\) acts as shift operator on the von Neumann lattice whereas it acts as \(z\)-dilatation operator \((z \rightarrow qz)\) in the space of entire analytic functions or, else, as the \(U(1)\) generator of phase variations in the \(z\)-plane, \(\arg(z) \rightarrow \arg(z) + \theta\), when \(q = e^{i\theta}\).

It is remarkable that Eqs. (D.7), (D.8) and (D.10) represent the action of the \(q\)-WH algebra commutator \([a_q, \hat{a}_q]\), (bi-)linear in \(a_q\) and \(\hat{a}_q\), through the action of the CS displacement operator which is non-linear in the FBR operators \(a\) and \(a^\dagger\). Conversely, the non-linear operator \(D(\alpha)\) is represented by the linear form \([a_q, \hat{a}_q]\) in the \(q\)-WH algebra.

The reader is referred to [143] for the relation between \(q\)-WH algebra and lattice QM, and \(q\)-WH algebra and Bloch functions.
Chapter 2

Inequivalent representations of the canonical commutation relations

2.1 Introduction

In Chapter 1 we introduced the concept of free field as one aspect of the duality in the structure of QFT. In the present Chapter we will introduce the other aspect of this duality, namely, the concept of the Heisenberg field. This will turn out to be crucial for the understanding of the phenomenon of the dynamical rearrangement of symmetry which occurs whenever the spontaneous breakdown of symmetry occurs.

As already mentioned in the previous Chapter, although the physical particles undergo interaction processes, free field equations, such as Eq. (1.132), do not contain any information about the interactions. Thus we assume the existence of basic entities, the Heisenberg fields, which satisfy basic relations characterizing the dynamics, namely, the Heisenberg equations. Let \( \psi(x) \) denote generically the Heisenberg fields. We formally write the Heisenberg field equation as

\[
\Lambda(\partial)\psi(x) = J(\psi(x)),
\]

where \( \Lambda(\partial) \) is a differential operator and \( J \) is some function of \( \psi(x) \).

Eq. (2.1) can be written in such a way that \( \Lambda(\partial) \) can be made equal to the differential operator in the free field equations for \( \phi \) (cf. Eq. (1.132)). The Heisenberg equations describe the dynamical properties of our system and can be derived from the system Lagrangian in the canonical formalism of QFT. We stress, however, that Eq. (2.1) is only a formal relation among the field operators \( \psi(x) \), unless we define their operational meaning, i.e., unless we specify the vector space \( \mathcal{H} \) on which they operate. This is the Hilbert space for the so-called “bare” particles. On the other hand, since we can observe only physical quantities, any kind of useful description must be related to such physical quantities. Therefore, the only space we will consider is the Fock space of physical particles.
Thus, in order to give a physical meaning to the description in terms of Heisenberg fields we must introduce a mapping between such a description and the description in terms of physical fields. For this reason we require that the operators $\psi(x)$ must have well defined matrix elements among states of the Fock space of physical particles $\mathcal{H}_F$. Then we read equations such as (2.1) as equations among matrix elements in $\mathcal{H}_F$.

In the following Sections we present some remarks about the mapping between Heisenberg fields and physical fields and, by means of explicit examples, we show that there are conditions under which the Hilbert space for the Heisenberg fields is unitarily inequivalent to the Fock space for the physical fields, which is the content of the Haag theorem in QFT [114, 308, 558, 569, 579]. We also discuss inequivalent representations in the context of flavor mixing, where the coherent state structure of the vacuum leads to physical effects. In this framework we finally discuss entanglement in neutrino mixing and oscillations.

2.2 Heisenberg fields, physical fields and the dynamical map

In this Section we discuss some of the properties of the dynamical mapping among Heisenberg fields and physical fields. Although in the following Chapters we will often use functional integration techniques, it is, however, instructive to consider general properties of the operatorial form of the dynamical map. Explicit examples of dynamical maps are given in the following Section and in the following Chapters.

The dynamical map of the Heisenberg fields $\psi_i(x)$ in terms of the physical fields, generically denoted by $\phi_j(x)$, is written as [617, 619]:

$$
\psi_i(x) = \chi_i + \sum_j Z_{ij}^{1/2} \phi_j(x) + \sum_{j,k} \int d^4\xi_1 \int d^4\xi_2 f_{ijk}(x,\xi_1,\xi_2) : \phi_j(\xi_1)\phi_k(\xi_2) : + \ldots,
$$

(2.2)

where $j,k,l,\ldots$ are indices for different physical fields, $\chi_i$ is a c-number constant, which is zero when $\psi_i(x)$ is a fermion (half-integer spin) field.
(χᵢ can be thought to be related to the square root of the density of the boson condensation), Zᵢ₁²⁻ is a c-number constant called the renormalization factor,  φᵢ(ᵣ) here stands for both φᵢ(ᵣ) and φᵢ(ᵣ), fᵢᵣₖ(ᵣ,ξ₁,ξ₂), etc. are c-number functions and the dots denote terms which contain higher order normal products. We refer to χᵢ, Zᵢ₁²⁻, fᵢᵣₖ(ᵣ,ξ₁,ξ₂), etc. as to the coefficients of the dynamical map.

We stress that the map (2.2) must be read as an equality among matrix elements between states of the Fock space ℋᵢ of the physical particles. It is not an equality among field operators, but an equality among matrix elements. The presence of normal products is due to the fact that we are indeed interested in the computation of matrix elements. Equalities which have to be understood as equalities among matrix elements are called weak equalities, or weak relations. Since (2.2) is a weak equality, so the Heisenberg equations (2.1) must be read as weak relations.

Since the Heisenberg fields ψᵢ given by (2.2) must satisfy the field equations (2.1), which describe the dynamics of the system under consideration, the coefficients of the map are determined by these field equations. For this reason it is called the “dynamical map”. Clearly, a different dynamics (i.e., a different set of Heisenberg equations) will determine different coefficients and thus a different mapping among the Heisenberg and the physical fields. On the other hand, since the Heisenberg equations are to be read as weak relations, the same dynamics (i.e., the same set of Heisenberg equations) may lead to different solutions when unitarily inequivalent representations (Hilbert spaces of physical states) are used in computing the matrix elements. The choice of the representation to be used to describe our system is thus of crucial importance in solving the dynamics: the same dynamics may be realized in different ways in different (i.e., unitarily inequivalent) representations. The choice of the representation may thus be considered as a boundary condition under which the Heisenberg equations have to be solved. In QM this problem does not arise, since there all the representations of the canonical commutation relations are unitarily equivalent due to the von Neumann theorem [648].

We observe that there is no problem of convergence of the summation on the r.h.s. of (2.2) because all the normal product terms are linearly independent and only a finite number of terms contribute to a given physical process.

In practical cases it happens that one has to compute matrix elements of products of fields at the same point ρ. Then one must use the traditional
care [115, 343, 558, 599, 618] with limiting procedures such as \( \lim_{\epsilon \to 0} \psi(x) \psi(x + \epsilon) \).

In computing the map (2.2) one needs to choose to work with the set of incoming physical fields, \( \{ \phi_{in,j}(x) \} \), or outgoing physical fields, \( \{ \phi_{out,j}(x) \} \).

Of course, we assume the existence of a unitary operator, the \( S \)-matrix, which transforms \( \{ \phi_{in,j}(x) \} \leftrightarrow \{ \phi_{out,j}(x) \} \). Our choice will be that of the incoming fields \( \{ \phi_{in,j}(x) \} \). As a consequence of this choice the coefficients in (2.2) must be of retarded nature, i.e., the domain of time integration in (2.2) must be from \(-\infty \) to \( t \), which means that physical fields affect Heisenberg fields only from the past. The coefficients of the map must have advanced nature if one chooses the outgoing fields \( \{ \phi_{out,j}(x) \} \).

Note that a unitary transformation leaves the dynamical mapping unaltered, while the coefficients of the map are affected.

With our choice of \( \{ \phi_{in,j}(x) \} \) the retarded nature of the coefficients implies that time integration in the map is well defined only when contributions from \( t \) to \( +\infty \) vanish. Below we will see that it is then essential that the physical states are wave-packet states, not plane-wave states.

We assume the translational invariance of the map, i.e., the translation \( \xi_\mu \to \xi_\mu + a_\mu \) in the fields \( \{ \phi_{in,j}(\xi) \} \) induces the translation \( x_\mu \to x_\mu + a_\mu \) in \( \psi_i(x) \). The coefficients \( f_{ijk}(x,\xi_1,\xi_2) \), etc. will then depend on the differences \( x - \xi_1, x - \xi_2 \), etc., and we can write

\[
f_{ijk}(x - \xi_1, x - \xi_2) = \theta(t_x - t_{\xi_1})\theta(t_x - t_{\xi_2})F_{ijk}(x - \xi_1, x - \xi_2),
\]  

etc. In Appendix E we consider the computation of the matrix element \( \langle 0 | \psi_i(x) | \alpha_n \alpha_m \rangle \) as an example. From that computation it clearly appears that the wave-packet nature of the physical states plays a crucial role. It also appears that the time dependence of the Heisenberg fields, namely of their matrix elements, is controlled by the energies of the free fields. The term in (E.9) depending on \( \omega_1 + \omega_2 \) represents the balance of energies of the initial and final free states. Other very simple matrix elements are, e.g.:

\[
\langle 0 | \psi_i(x) | 0 \rangle = \chi_i, \quad \langle 0 | \psi_i(x) | \alpha_j \rangle = \frac{Z_{ij}^{1/2}}{\sqrt{2}}u_j(x), \quad \langle \beta_j | \psi_i(x) | 0 \rangle = \frac{Z_{ij}^{1/2}}{\sqrt{2}}v_j(x).
\]  

In Eqs. (2.4) there is no summation on repeated indices and \( u_j(x) \) and \( v_j(x) \) are related to \( u_j(k) \) and \( v_j(k) \) (cf. Eq. (1.131)) by Fourier transforms, e.g.,

\[
u_j(x) \equiv \int \frac{d^3k}{(2\pi)^{3/2}} f_j(k)u(k)e^{ik\cdot x - iEt}. \]
Eqs. (2.4) show that
\[
\lim_{t \to -\infty} (\psi_i(x) - \chi_i - \sum_j Z_{ij}^{1/2} \phi_{\text{in},j}(x)) = 0.
\] (2.6)

Indeed, due to the retarded nature of the coefficients \(f_{ijk}\), the limit \(t \to -\infty\) excludes higher order terms. In the Lehmann–Symanzik–Zimmermann (LSZ) [416–420] formalism of QFT one introduces
\[
a_{ij}(t) = -(2\pi)^3 \int d^3x \, u^\dagger_j(x) \Gamma_4(\vec{\partial} - \vec{\omega})(\psi_i(x) - \chi_i),
\] (2.7)
where \(\Gamma_4(\vec{\partial} - \vec{\omega})\) is \(\gamma_4\) for the Dirac field and \(-i(\partial_0 - \vec{\partial})\) for the scalar field. The field \((\psi_i(x) - \chi_i)\) is also called interpolating field. We find
\[
\lim_{t \to -\infty} a_{ij}(t) = Z_{ij}^{1/2} \alpha_{\text{in},j}, \quad \text{no summation on } j,
\] (2.8)
which shows that the interpolating field (weakly) approaches the incoming field at \(t \to -\infty\). \(\alpha_{\text{in},j}\) denotes the wave-packet operator (cf. Eqs. (1.1)). Once more, the use of smeared functions is essential: the limit in Eq. (2.8) would be meaningless otherwise. By using
\[
\lim_{t \to \pm\infty} \frac{e^{iEt}}{i(E - i\epsilon)} = 2\pi\delta(E),
\] (2.9)
one can show that, unless the matrix element \(\langle \beta_n|a_{ij}(t)|\alpha_m\rangle\) and the other matrix elements vanish at \(t \to \pm\infty\), it is
\[
\lim_{t \to -\infty} a_{ij}(t) \neq \lim_{t \to +\infty} a_{ij}(t).
\] (2.10)

Defining the annihilation (wave-packet) operators of outgoing particles by
\[
\lim_{t \to \pm\infty} a_{ij}(t) = Z_{ij}^{1/2} \alpha_{\text{out},j}, \quad \text{no summation on } j,
\] (2.11)
Eqs. (2.8) and (2.10) then mean
\[
\alpha_{\text{in},j} \neq \alpha_{\text{out},j},
\] (2.12)
which shows that in-fields are different from out-fields and therefore that there exists interaction, confirming that our definition of free particles does not mean that there is no interaction. In-fields (out-fields) are the asymptotic limits of the interpolating fields and, as already said, we assume that in-fields and out-fields are related by the unitary \(S\)-matrix operator \(S\):
\[
S\alpha_{\text{in},j} S^{-1} = \alpha_{\text{out},j},
\]
\[
S\phi_{\text{in},j}(x) S^{-1} = \phi_{\text{out},j}(x).
\] (2.13a) (2.13b)
Thus, $S$ is different from the identity operator when and only when Eq. (2.12) holds. Under the $S$-matrix operation the vacuum $|0\rangle$ is assumed to be stable, and then the one-particle state $|\alpha_{\text{in},j}\rangle$ goes into the one-particle state $|\alpha_{\text{out},j}\rangle$:

$$S|0\rangle = |0\rangle = S^{-1}|0\rangle, \quad S|\alpha_{\text{in},j}\rangle = |\alpha_{\text{out},j}\rangle,$$

(2.14)

i.e., no reactions occur in vacuum or single particle state. The fact that the $S$-matrix elements only involve incoming and outgoing fields makes a specific choice of the interpolating fields immaterial in the theory [619].

Let us note that there is not necessarily a one-to-one correspondence between the set $\{\psi_i\}$ and the sets $\{\phi_{\text{in},j}\}$ and/or $\{\phi_{\text{out},j}\}$. Assume for example that the set of Heisenberg fields has $n$ members and the set of out-fields has $m$ members. It could happen that the asymptotic limit $t \to -\infty$ of $(\psi_i(x) - \chi_i)$ gives us a set of $p$ in-field, with $p < m$. This means that for some values of the index $i$ the asymptotic limit $t \to -\infty$ vanishes. In such a circumstance we say that we have $p$ elementary particles and $m - p$ composite particles [617, 619, 644]. We see then that composite particle fields do not appear in the linear part of the map (cf. Eq. (2.6)).

2.3 Examples of inequivalent representations

As already observed, the time dependence of the Heisenberg fields is controlled by the physical fields in each term of the map. This implies that the coefficients of the dynamical map, apart from their retarded or advanced nature discussed in Section 2.1, must be time-independent. By using the free Hamiltonian (1.126) one can prove [617, 619, 644] that:

$$\langle a|[H_0, \psi_i(x)]|b\rangle = \langle a| \frac{1}{i} \frac{\partial}{\partial t} \psi_i(x) |b\rangle,$$

(2.15)

where $|a\rangle$ and $|b\rangle$ are any two vectors belonging to a set $D$ dense in $H_F$. On the other hand, we can always introduce the operator $H$ written in terms of the Heisenberg fields $\psi_i(x)$, called the Heisenberg Hamiltonian operator, such that

$$\langle a|[H, \psi_i(x)]|b\rangle = \langle a| \frac{1}{i} \frac{\partial}{\partial t} \psi_i(x) |b\rangle.$$

(2.16)

By comparing (2.15) and (2.16), we can write

$$H = H_0 + W_0,$$

(2.17)

with $W_0$ a c-number constant. In deriving (2.17) we have used the fact that any quantity that commutes with the irreducible set $\{\phi_{\text{in},j}\}$ must be
a c-number constant. We stress that Eq. (2.17), where $H$ is written in terms of $\psi_i$ and $H_0$ written in terms of $\phi_{m,j}$, is a direct consequence of the dynamical map and it is a weak equality. Moreover, due to Eq. (2.12), Eq. (2.17) does not imply that there is no interaction.

In order to clarify the role of the existence of infinitely many unitarily inequivalent representations in connection with the Hamiltonian operator we discuss now a couple of explicit examples.

**Example 1**

We start with the so-called van Hove model [625, 626]:

$$H = \int d^3k [\omega_k a_k \dagger a_k + \nu_k (a_k + a_k \dagger)],$$

(2.18)

with $a_k$ boson operators and $\nu_k$ c-numbers for any $k$; $\omega_k$ is assumed to depend only on the modulus $k$ of $k$. The hermiticity of $H$ implies that $\omega_k$ and $\nu_k$ are real. Unless $\nu_k = c\delta(k)$, with $c$ a real c-number, the Hamiltonian (2.18) is not translational invariant (see the comment after Eq. (1.79)). The commutation relations are

$$[a_k, a_k \dagger] = \delta(k - 1),$$

(2.19)

and all other commutators are zero. We denote by $|0\rangle$ the vacuum state belonging to the Heisenberg field Hilbert space $\mathcal{H}$ and annihilated by $a_k$:

$$a_k |0\rangle = 0.$$  

(2.20)

$\mathcal{H}$ is an irreducible representation of the canonical commutation relations (2.19). We now show that there exist a representation of (2.19) where the Hamiltonian (2.18) assumes the form (2.17), namely,

$$H = \int d^3k E_k a_k \dagger a_k + W_0.$$  

(2.21)

The commutation relations for the $\alpha$ operators are

$$[\alpha_k, \alpha_k \dagger] = \delta(k - 1), \quad [\alpha_k, \alpha_l] = 0 = [\alpha_k \dagger, \alpha_l \dagger],$$

(2.22)

and all other commutators are zero. In other words, we show that there exists the Fock space for the physical states. We will also see that there are conditions under which such a representation belongs to the set of the infinitely many unitarily inequivalent representations of (2.19).

It is easily seen that $H$ given by (2.18) can be expressed as in (2.21) by use of the transformation

$$a_k \rightarrow \alpha_k = a_k - g_k,$$  

(2.23)
provided \( g_k \) is chosen to be the real c-number
\[
g_k = -\frac{\nu_k}{\omega_k}, \tag{2.24}
\]
for \( \omega_k \neq 0 \) for all \( k \). The Hamiltonian (2.18) assumes then the form (2.21) (cf. (2.17)) with \( E_k \) and \( W_0 \) given by
\[
E_k = \omega_k, \quad W_0 = -\int d^3k \frac{\nu_k^2}{\omega_k}, \tag{2.25}
\]
respectively, for \( \omega_k \neq 0 \) for all \( k \).

Eq. (2.23) provides a very simple example of dynamical map: \( a_k = \alpha_k + g_k \). It is a canonical transformation since it leaves the canonical commutation relations unchanged (cf. Eqs. (2.19) and (2.22)) and it can also be regarded as an example of Bogoliubov transformation. It can be formally induced by the operator (cf. (1.65))
\[
G(g) = \exp \left( \int d^3k g_k (a_k - a_k^\dagger) \right), \tag{2.26}
\]
\[
\alpha_k = \alpha_k(g) = G^{-1}(g) a_k G(g) = a_k - g_k. \tag{2.27}
\]
Eqs. (1.61) and (1.62) hold for the operator \( G(g) \) in (2.26).

Clearly, \( \alpha_k(g) \) acts as the annihilation operator on the state
\[
|0(g)\rangle \equiv G^{-1}(g)|0\rangle, \quad \alpha_k(g)|0(g)\rangle = 0. \tag{2.28}
\]
However, it does not annihilate \( |0\rangle \). Similarly, \( a_k \) does not annihilate \( |0(g)\rangle \).

Note that
\[
\langle 0(g)|0(g)\rangle = 1. \tag{2.29}
\]

We recall that the operators \( \alpha_k, \alpha_k^\dagger \), do not map normalizable vectors into normalizable vectors and thus we need to introduce smeared-out operators like in Eqs. (1.1), in terms of which wave-packet states are constructed in the Fock space \( H_F(g) \) for the physical states by using \( |0(g)\rangle \) as the vacuum. In conclusion, we now have another representation, \( H_F(g) \), of the canonical commutation relations (2.19): \( H \) and \( H_F(g) \) are unitarily equivalent representations provided \( G^{-1}(g) \) is a unitary operator. We now show that in the infinite volume limit (i.e., in QFT) this is not the case for some choices of \( g_k \).

The discussion is similar to the one presented in Section 1.6. By use of the Baker–Hausdorff formula
\[
\exp A \exp B = \exp \left\{ A + B + \frac{1}{2}[A, B] + \frac{1}{12}[A, [A, B]] + \ldots \right\}, \tag{2.30}
\]
choosing
\[ A = \int d^3k g_k a_k^\dagger, \quad B = -\int d^3k g_k a_k, \quad (2.31) \]
we can write
\[ G^{-1}(g) = \exp \left( -\frac{1}{2} \int d^3k g_k^2 \right) \exp \left( \int d^3k g_k a_k^\dagger \right) \exp \left( -\int d^3k g_k a_k \right), \quad (2.32) \]
and thus
\[ |0(g)\rangle = \exp \left( -\frac{1}{2} \int d^3k g_k^2 \right) \exp \left( \int d^3k g_k a_k^\dagger \right) |0\rangle, \quad (2.33) \]
which shows that the inner product of the “new” vacuum state $|0(g)\rangle$ with the “old” vacuum $|0\rangle$ is
\[ \langle 0|0(g)\rangle = \exp \left( -\frac{1}{2} \int d^3k g_k^2 \right). \quad (2.34) \]
As we know (cf. Section 1.6), this is zero, provided
\[ \frac{1}{2} \int d^3k g_k^2 = \infty. \quad (2.35) \]
For instance, this happens for a translationally invariant system, i.e., for $g_k = g\delta(k)$, with $g$ a real c-number constant. Another situation where (2.35) occurs is when the system has spatial periodicity, e.g., a crystal. The wave function then has Fourier components for discrete values of $k$,
\[ k = \sum_{i=1}^3 n_i \ell_i, \quad n_i = 0, 1, 2, \ldots, \quad (2.36) \]
where the vectors $\ell_i$ denote the three directions of the periodicity. In this case, $g_k$ must take the form
\[ g_k = \sum_{n_i} g_n \delta(k - \sum_i n_i \ell_i), \quad (2.37) \]
which again gives (2.35).

We observe that when (2.35) is satisfied Eq. (2.33) holds only formally. As already observed in the previous Chapter, we can think of $|0(g)\rangle$ as a state where many $a$-bosons are condensed, namely, where boson condensation occurs. If we want the condensation to have locally observable effects, we need a non-vanishing density of condensed bosons. The quantity
\[ \langle 0(g)|a_k^\dagger a_k|0(g)\rangle = g_k^2, \quad (2.38) \]
gives the number of condensed bosons of momentum $k$. 

Inequivalent representations of the canonical commutation relations
Suppose we consider another set of c-numbers \( \{g_k = g' \delta(k), \forall k\} \) with \( g' \neq g \). We then have
\[
\langle 0(g')|0(g) \rangle \to 0, \quad g' \neq g \quad \text{and for } V \to \infty.
\] (2.39)
Thus, in the infinite volume limit the representations \( \mathcal{H}_F(g) \) and \( \mathcal{H}_F(g') \) are unitarily inequivalent; moreover, no unitary generator \( G^{-1}(g) \) exists which maps \( \mathcal{H} \) onto itself in the infinite volume limit.

In conclusion, provided the condition (2.35) is satisfied, the space \( \mathcal{H}_F(g) \) is unitarily inequivalent to the original space \( \mathcal{H} \) when the system is translationally invariant (infinite volume). The vacuum \( |0(g)\rangle \) cannot be then expressed as a superposition of states belonging to \( \mathcal{H} \) (or to \( \mathcal{H}_F(g') \), \( g' \neq g \)). Since the set of c-numbers \( \{g_k, \forall k\} \) span a continuous domain, by different choices of such a set we can construct infinitely many unitarily inequivalent representations \( \mathcal{H}_F(g) \).

We finally remark that different choices of the set of c-numbers \( g \) may represent different choices of the values of the quantities \( \nu_k \) (cf. Eq. (2.24)) in the model Hamiltonian (2.18). Different sets of physical field operators \( \alpha_k(g) \) (cf. Eq. (2.23)) then correspond to these different choices of \( g \). In full generality, we thus realize that the same dynamics (same operatioal form of the Heisenberg Hamiltonian, and thus of the field equations) may be realized into different representations of the physical fields, namely the physical system may exhibit different phases with different physical content (normal or superconducting, ferromagnetic or non-ferromagnetic, etc.).

**Example 2a**

We now consider another example of bosonic Hamiltonian, namely,
\[
H = \int d^3k [\omega_k (a_k^\dagger a_k + b_k^\dagger b_k) + \nu_k (a_k b_{-k} + b_k^\dagger a_k^\dagger)].
\] (2.40)
The hermiticity of \( H \) implies that \( \omega_k \) and \( \nu_k \) are real. We assume that \( \omega_k^2 > \nu_k^2 \). The commutation relations are the usual ones for boson operators
\[
[a_k, a_l^\dagger] = \delta(k - l), \quad [b_k, b_l^\dagger] = \delta(k - l),
\] (2.41)
and all other commutators are zero. We proceed as in the previous example. Let \( |0\rangle \) denote the vacuum state belonging to \( \mathcal{H} \) annihilated by \( a_k \) and \( b_k \)
\[
a_k|0\rangle = 0 = b_k|0\rangle.
\] (2.42)
\( \mathcal{H} \) is an irreducible representation of the canonical commutation relations (2.41). Also in the present case we can show that there exists a representation of (2.41) where the Hamiltonian \( H \) assumes the form (2.17), namely,
\[
H = \int d^3k E_k (\alpha_k^\dagger \alpha_k + \beta_k^\dagger \beta_k) + W_0.
\] (2.43)
The commutation relations for the $\alpha$ operators are
\[ [\alpha_k, \alpha_l^\dagger] = \delta(k - l), \quad [\beta_k, \beta_l^\dagger] = \delta(k - l), \] (2.44)

and all other commutators are zero. Such a representation, which we denote by $\mathcal{H}_F(\theta)$, is the Fock space for the physical states.

The Hamiltonian $H$ given by (2.40) can be expressed in the form of (2.43) by use of the relations
\[ a_k = \alpha_k \cosh \theta_k + \beta_k^\dagger \sinh \theta_k, \] (2.45a)
\[ b_k = \beta_k \cosh \theta_k + \alpha_k^\dagger \sinh \theta_k, \] (2.45b)

provided
\[ \cosh 2\theta_k = \frac{\omega_k}{\sqrt{\omega_k^2 - \nu_k^2}}, \] (2.46a)
\[ \sinh 2\theta_k = -\frac{\nu_k}{\sqrt{\omega_k^2 - \nu_k^2}}, \] (2.46b)

and with $E_k$ and $W_0$ given by
\[ E_k = \sqrt{\omega_k^2 - \nu_k^2}, \] (2.47a)
\[ W_0 = \int d^3k \left( \sqrt{\omega_k^2 - \nu_k^2 - \omega_k} \right), \] (2.47b)

respectively. Eqs. (2.45) provide another simple example of dynamical map. They are Bogoliubov transformations and are canonical transformations since they preserve the commutation relations. From Eqs. (2.45) we have
\[ \alpha_k \equiv \alpha_k(\theta) = G^{-1}(\theta) a_k G(\theta) = \alpha_k \cosh \theta_k - \beta_k^\dagger \sinh \theta_k, \] (2.48a)
\[ \beta_k \equiv \beta_k(\theta) = G^{-1}(\theta) b_k G(\theta) = \beta_k \cosh \theta_k + \alpha_k^\dagger \sinh \theta_k, \] (2.48b)

where
\[ G(\theta) = \exp \left[ \int d^3k \, \theta_k (a_k b_{-k} - b_{-k}^\dagger a_k^\dagger) \right]. \] (2.49)

The vacuum state annihilated by $\alpha_k(\theta)$ is
\[ |0(\theta)\rangle \equiv G^{-1}(\theta)|0\rangle, \quad \alpha_k(\theta)|0(\theta)\rangle = 0, \] (2.50)

and
\[ \langle 0(\theta)|0(\theta)\rangle = 1. \] (2.51)

However, $\alpha_k(\theta)$ does not annihilate $|0\rangle$. In Appendix F we show that
\[ |0(\theta)\rangle = \exp \left( -\frac{V}{(2\pi)^3} \int d^3k \ln \cosh \theta_k \right) \exp \left( \int d^3k \tan \theta_k a_k^\dagger b_{-k}^\dagger \right) |0\rangle, \] (2.52)
where $V$ is the volume enclosing the system. Unless $\theta_k = 0$ for all $k$, all the states of $\mathcal{H}$ are orthogonal to those of $\mathcal{H}_F(\theta)$ for $V \to \infty$:

$$\langle 0|0(\theta) \rangle \to 0 \quad \text{for} \quad V \to \infty, \quad (2.53)$$

$$\langle 0|a_i b_j|0(\theta) \rangle \to 0 \quad \text{for} \quad V \to \infty, \quad (2.54)$$

etc. Thus we have another example where the physical state space $\mathcal{H}_F(\theta)$, with $\theta = \{\theta_k\}$ given by Eqs. (2.46), is unitarily inequivalent in the infinite volume limit to the space of the Heisenberg fields $\mathcal{H}$. Again, we can adopt different $\theta_k$ values, corresponding to different values in the parameter $\nu_k$ (cf. Eqs. (2.46)) appearing in the Hamiltonian and thus to different sets of physical field operators (2.48). For $\mathcal{H}_F(\theta)$ and $\mathcal{H}_F(\theta')$ we have

$$\langle 0(\theta')|0(\theta) \rangle \to 0, \quad \forall \theta \neq \theta' \quad \text{and} \quad V \to \infty, \quad (2.55)$$

etc. We see that $\mathcal{H}$, $\mathcal{H}_F(\theta)$ and $\mathcal{H}_F(\theta')$, for any $\theta \neq \theta'$, are unitarily inequivalent representations in the infinite volume limit.

We remark that the result does not depend on the functional dependence of $\theta_k$ on $k$ (except for the possibility that $\theta_k = 0$ for all values of $k$).

The number of $a_k$ and $b_k$ modes condensed in the state $|0(\theta)\rangle$ is:

$$\langle 0(\theta)|a_k^\dagger a_k|0(\theta)\rangle = \langle 0(\theta)|b_k^\dagger b_k|0(\theta)\rangle = \sinh^2 \theta_k. \quad (2.56)$$

The fact that in the infinite volume limit Eq. (2.52) is only a formal expression is rich in physical meaning: it says that $|0(\theta)\rangle$ is not a state of the Fock space to which $|0\rangle$ belongs. Therefore, one cannot expand the vacuum $|0(\theta)\rangle$ in terms of $|0\rangle$ (and, correspondingly, states constructed on $|0(\theta)\rangle$ in terms of those constructed on $|0\rangle$, as Eq. (2.53) shows): Fock spaces labeled by different $\theta$ values are unitarily inequivalent; they provide representations of physically different phases of the system. This situation arises from the fact that $G^{-1}(\theta)$ in general transforms vectors in the Fock space into vectors with infinite number of quanta $a$ and $b$, i.e., elements of the general non-separable Hilbert space examined in Chapter 1. The different Fock spaces obtained by the transformations for different $\theta$ values are separable subspaces of the larger non-separable space. They are orthogonal to each other in the infinite volume limit. If, on the contrary, the number of degrees of freedom is finite, we are led to separable Hilbert spaces, which, due to the von Neumann theorem, are unitarily equivalent to each other.

**Example 2b**

We can treat in a similar way the case of the Hamiltonian (2.40) for fermion operators. In this case, we have the anticommutation relations:

$$\{a_k, a_k^\dagger\} = \delta(k - 1) = \{b_k, b_k^\dagger\}, \quad (2.57)$$

and all other anticommutators vanishing.
The Hamiltonian (2.40) can again be written in the form (2.43) characterizing physical states. This is achieved by use of

\[ a_k = \alpha_k \cos \theta_k + \beta^\dagger_{-k} \sin \theta_k, \]
\[ b_k = \beta_k \cos \theta_k - \alpha^\dagger_{-k} \sin \theta_k, \]

with

\[ \cos 2\theta_k = \frac{\omega_k}{\sqrt{\omega_k^2 + \nu_k^2}}, \]
\[ \sin 2\theta_k = \frac{\nu_k}{\sqrt{\omega_k^2 + \nu_k^2}}. \]

In Eq. (2.43) \( E_k \) and \( W_0 \) are now given by

\[ E_k = \sqrt{\omega_k^2 + \nu_k^2}, \]
\[ W_0 = \int d^3k \left( \omega_k - \sqrt{\omega_k^2 + \nu_k^2} \right). \]

By inverting Eqs. (2.58) we have the Bogoliubov transformations:

\[ \alpha_k \equiv \alpha_k(\theta) = G^{-1}(\theta) a_k G(\theta) = a_k \cos \theta_k - b^\dagger_{-k} \sin \theta_k, \]
\[ \beta_k \equiv \beta_k(\theta) = G^{-1}(\theta) b_k G(\theta) = b_k \cos \theta_k + a^\dagger_{-k} \sin \theta_k, \]

with

\[ G(\theta) = \exp\left[-\int d^3k \theta_k (a_k b_{-k} - b^\dagger_{-k} a^\dagger_k) \right], \]
\[ |0(\theta)\rangle = \prod_k \left( \cos \theta_k + \sin \theta_k a^\dagger_k b^\dagger_{-k} \right) |0\rangle. \]

Eqs. (2.61) are canonical transformations since they preserve the anticommutation relations (2.57). The number or \( a_k \) and \( b_k \) modes condensed in the state \( |0(\theta)\rangle \) is:

\[ \langle 0(\theta)| a^\dagger_k a_k |0(\theta)\rangle = \langle 0(\theta)| b^\dagger_k b_k |0(\theta)\rangle = \sin^2 \theta_k. \]

Also in the fermion case we can generalize to any \( \theta' \neq \theta \) and we find that \( \mathcal{H}, \mathcal{H}_F(\theta) \) and \( \mathcal{H}_F(\theta') \), are unitarily inequivalent representations in the infinite volume limit. Note that (2.63) is the superconducting ground state in the BCS theory of superconductivity [54, 536].

In Section 2.7 we present a further example of inequivalent representations, which is of great physical relevance, namely the mixing of fields (fermionic or bosonic) with different masses.
We close this Section by observing that the generator $G(\theta)$ in Eq. (2.49) (and Eq. (2.62)) is the same as the counter-rotating term operator appearing in Hamiltonian models in quantum optics. Such a term is neglected in the rotating wave approximation. In our discussion, we have seen, however, that it may play a crucial role since it is related to the condensate structure of the vacuum and to the existence of unitarily inequivalent representations. See [397, 398] for a more detailed discussion on this subject.

2.4 The Haag theorem and non-perturbative physics

In the examples presented above we have seen that, due to the unitary inequivalence among the spaces $\mathcal{H}$, $\mathcal{H}_F(\theta)$ and $\mathcal{H}_F(\theta')$, with $\theta \neq \theta'$ (or $\mathcal{H}$, $\mathcal{H}_F(g)$ and $\mathcal{H}_F(g')$, with $g \neq g'$ for translationally invariant systems), equations such as (2.33), (2.52) and (2.63) are only formal relations: in the limit of infinite volume any given state belonging to one specific representation cannot be expanded, at any order, into a superposition of states of another inequivalent representation. This is the familiar situation occurring, for example, in the study of superconductors [619], where the superconducting state cannot be reached by perturbation techniques starting from the non-superconducting (normal) state: the normal and the superconducting states are orthogonal states belonging to different physical phases of the system. Once the limit to the infinite volume has been performed, and thus we fully operate in QFT, then there is no unitary operator connecting the Heisenberg field space $\mathcal{H}$ with representations indexed by different $\theta$ values (or $g$ values), neither connecting these among themselves. In particular, this means that the limits $V \to \infty$ and $\theta \to 0$ are non-commuting limits, so that although \( \lim_{V \to \infty} \lim_{\theta \to 0} |0(\theta)\rangle = |0\rangle \), it is
\[
\lim_{V \to \infty} \lim_{\theta \to 0} |0(\theta)\rangle \neq |0\rangle,
\] (2.65)
where $\theta \to 0$ denotes $\theta_k \to 0$, $\forall k$ (we could also consider $g \to 0$ with $g_k \to 0$, $\forall k$ in the case of Example 1). Due to (2.46) (or to (2.24)), $\theta \to 0$ (or $g \to 0$) means the limit of the coupling $\nu_k \to 0$, $\forall k$, in the Hamiltonian (2.40) (or in the Hamiltonian (2.18)). Thus we see that at infinite $V$ the eigenstates $|0(\theta)\rangle$ ($|0(g)\rangle$) of the Hamiltonian (2.43) (or (2.21)) do not go into the eigenstates of the “free” Hamiltonian obtained from (2.40) (or (2.18)) in the limit of the coupling constant going to zero. This is the statement of the so-called Haag theorem [114, 202, 308, 558, 569, 579].
2.5 The momentum operator

The momentum operator for the physical particles has been given in Eq. (1.127). In all the examples presented above, by feeding into Eq. (1.127) the appropriate Bogoliubov transformation, we find (we are now replacing in Eq. (1.127) the notation $P_0$ with $P$)

$$P = \sum_s \int d^3 k \, k (a^{s\dagger}_k a^s_k + b^{s\dagger}_k b^s_k),$$  \hspace{1cm} (2.66)

i.e., the momentum $P$ is diagonal in both the old and the new space. This is a general feature. We can understand this by considering the wave-packet state characterized by

$$f(x) = \int \frac{d^3 k}{(2\pi)^3} f(k) e^{i k \cdot x},$$  \hspace{1cm} (2.67)

and the corresponding creation operator

$$a^{s\dagger}_f = \frac{1}{(2\pi)^{3/2}} \int d^3 k f(k) a^{s\dagger}_k.$$  \hspace{1cm} (2.68)

If the state is translated in space by a constant quantity $\epsilon$, then

$$f'(x) \equiv f(x + \epsilon) = \int \frac{d^3 k}{(2\pi)^3} f(k) e^{i k \cdot (x + \epsilon)},$$  \hspace{1cm} (2.69)

so that $a^{s\dagger}_f$ goes into

$$a^{s\dagger}_f = \frac{1}{(2\pi)^{3/2}} \int d^3 k f(k) e^{i k \cdot \epsilon} a^{s\dagger}_k.$$  \hspace{1cm} (2.70)

But this translation is known to be generated by

$$a^{s\dagger}_f = e^{i P \cdot \epsilon} a^{s\dagger}_k e^{-i P \cdot \epsilon}.$$  \hspace{1cm} (2.71)

Thus we get

$$e^{i P \cdot \epsilon} a^{s\dagger}_k e^{-i P \cdot \epsilon} = a^{s\dagger}_k,$$  \hspace{1cm} (2.72)

i.e., to the first order in $\epsilon$

$$[P, a^{s\dagger}_k] = k a^{s\dagger}_k, \quad [P, a^s_k] = -k a^s_k.$$  \hspace{1cm} (2.73)

From these we conclude that $P$ must have the form

$$P = \sum_s \int d^3 k \, k (a^{s\dagger}_k a^s_k + b^{s\dagger}_k b^s_k) + c,$$  \hspace{1cm} (2.74)

where $c$ is commuting with $a^s_k$ and $a^{s\dagger}_k$, and therefore is a c-number constant, since $\mathcal{H}_F$ is an irreducible representation of $a^s_k$ and $a^{s\dagger}_k$. Moreover, since
the Bogoliubov transformations are linear transformations, \( c \) must be a \( c \)-number constant also in the representation \( \mathcal{H}_F(\theta) \). However, the constant \( c \) must be zero since \( \mathbf{P} \) must annihilate the vacuum state \( |0\rangle \) to give the correct translation properties to the states (\( |0\rangle \) has to be translationally invariant). Thus we recover the form (2.66) for the momentum operator.

In conclusion, since the momentum operator is related with the kinematics, we see that the kinematical properties do not depend on the representation where we realize the dynamics, i.e., the Hamiltonian operator.

### 2.6 Time evolution and asymptotic limits

Time evolution of a generic operator \( A(t) \) is controlled by the Hamiltonian \( H \) through the Heisenberg equation

\[
\frac{d}{dt} A(t) = -i[A(t), H].
\]

(2.75)

It is instructive to consider one of the above examples, e.g., the Hamiltonian (2.40) (Example 2a). We have the Heisenberg equations:

\[
\frac{d}{dt} a_k(t) = -i[\omega_k a_k(t) + \nu_k b_{-k}^\dagger(t)],
\]

(2.76a)

\[
\frac{d}{dt} b_k(t) = -i[\omega_k b_k(t) + \nu_k a_{-k}^\dagger(t)],
\]

(2.76b)

where \( k = |k| \). These equations can be solved by considering the Heisenberg equations for \( \alpha_k(t) \) and \( \beta_k(t) \). Use of the Hamiltonian (2.43) gives

\[
\frac{d}{dt} \alpha_k(t) = -iE_k \alpha_k(t),
\]

(2.77a)

\[
\frac{d}{dt} \beta_k(t) = -iE_k \beta_k(t).
\]

(2.77b)

Integration under the conditions \( \alpha_k(0) = \alpha_k, \beta_k(0) = \beta_k \) leads to

\[
\alpha_k(t) = e^{-iE_k t} \alpha_k, \quad \beta_k(t) = e^{-iE_k t} \beta_k.
\]

(2.78)

Use of the Bogoliubov transformations (2.45) then gives

\[
a_k(t) = e^{-iE_k t} \alpha_k \cosh \theta_k + e^{iE_k t} \beta_{-k}^\dagger \sinh \theta_k,
\]

(2.79a)

\[
b_k(t) = e^{-iE_k t} \beta_k \cosh \theta_k + e^{iE_k t} \alpha_{-k}^\dagger \sinh \theta_k,
\]

(2.79b)

which are the solutions of (2.76), with the choice (2.46) for \( \theta_k \).

The procedure outlined above provides a very simple example of a general method of solution of the Heisenberg equations for the interacting fields, called the self-consistent method [619]. Summarizing: the dynamics
is defined by a certain Hamiltonian (in the previous case Eq. (2.40)) expressed in terms of the Heisenberg operators ($a_k$ and $b_k$). These operators satisfy the Heisenberg equations of motion (the Heisenberg or dynamical field equations). Solving the dynamics means to find solutions to these equations, namely the time dependence of the Heisenberg operators and their realization in the physical Hilbert space, i.e., in terms of the physical field operators $\alpha_k$ and $\beta_k$ such that the Hamiltonian takes the diagonal form (2.43). To do this, one writes a trial relation for the dynamical map to be determined by using the Heisenberg equations. In the example considered above this is the relation (2.79). It depends on the parameters $\theta_k$. We may have many candidate sets of operators $\alpha_k$ and $\beta_k$, each set being specified by a particular choice of $\theta_k$’s. The choice (2.46) of $\theta_k$’s is the one determined by the requirement that the Hamiltonian acquires the diagonal form (2.43). The corresponding set of operators $\alpha_k$ and $\beta_k$ is the set of physical operators.

Eq. (2.79) is a linear mapping. In general, the dynamical map involves higher order products of the physical field operators. Time dependence of the Heisenberg field equations appears in general only through the time dependence of the physical field operators. The central idea is that the Hamiltonian must provide the total energy of the system as measured in the experiments, which, as we have seen (cf. Section 1.9), is obtained by adding the energies of the incoming (or outgoing) particles which are described by the physical fields.

Proceeding as above also in Example 2b with fermion fields, one obtains

$$a_k(t) = e^{-iE_kt}\alpha_k \cos \theta_k + e^{iE_kt}\beta_k^\dagger \sin \theta_k,$$

(2.80a)

$$b_k(t) = e^{-iE_kt}\beta_k \cos \theta_k - e^{iE_kt}\alpha_k^\dagger \sin \theta_k.$$  

(2.80b)

We leave its derivation as an exercise for the reader. In the case of Example 1, use of the Hamiltonian (2.18) gives the Heisenberg equation

$$\frac{d}{dt}a_k(t) = -i[\omega_k a_k(t) + \nu_k],$$

(2.81)

and, for $\omega_k \neq 0$ for all $k$, the dynamical map is given by (2.23):

$$a_k(t) = \alpha_k e^{-i\omega_k t} \frac{-\nu_k}{\omega_k}.$$  

(2.82)

Let us now consider the limit for $t \to -\infty$ of the Heisenberg operators. We expect that the physical fields are recovered when $t \to -\infty$, i.e., at a time well before (or well after, when $t \to +\infty$) the interaction has occurred. Thus, we seek a Heisenberg operator $\tilde{a}_k(t)$ such that

$$\lim_{t \to -\infty} (\tilde{a}_k(t) - \alpha_k) = 0 = \lim_{t \to -\infty} (\tilde{b}_k(t) - \beta_k).$$  

(2.83)
Eq. (2.83) here denotes the so-called strong limit \([7, 351, 537]\), i.e.,

\[ \lim_{t \to -\infty} |(\tilde{a}_k(t) - \alpha_k)\xi| = \lim_{t \to -\infty} |(\tilde{b}_k(t) - \beta_k)\xi| = 0, \]  

where \(\xi\) is any vector of the Fock space with norm \(|\xi| \equiv (\xi, \xi)^{1/2}\) (cf. Section 1.3). However, since \(\alpha_k\) and \(\beta_k\) are not bounded operators in the Fock space, we must consider wave-packet operators such as those of Eqs. (1.1). Then we consider the limit

\[ \lim_{t \to -\infty} (\tilde{a}_{f}(t) - \alpha_{f}) = \lim_{t \to -\infty} (\tilde{b}_{f}(t) - \beta_{f}) = 0, \]  

which is now the weak limit (cf. Section 1.3).

The Heisenberg operator which weakly converges to the physical operator in the \(t \to \pm \infty\) limit is called the interpolating operator (cf. Section 2.2).

The choice of the interpolating operator is in general not unique. For example, in the case of the Hamiltonian (2.40) one can show that

\[ \tilde{a}_{f}(t) = i \int \frac{d^3k}{(2\pi)^{3/2}2E_k} f(k) e^{iE_k t} \frac{\partial}{\partial t} \left[ a_k(t) \cosh \theta_k - b_{-k}^\dagger(t) \sinh \theta_k \right], \]  

(2.86a)

\[ \tilde{b}_{f}(t) = i \int \frac{d^3k}{(2\pi)^{3/2}2E_k} f(k) e^{iE_k t} \frac{\partial}{\partial t} \left[ b_k(t) \cosh \theta_k - a_{-k}^\dagger(t) \sinh \theta_k \right], \]  

(2.86b)

as well as

\[ \tilde{a}_{f}(t) = i \int \frac{d^3k}{(2\pi)^{3/2}2E_k \cosh \theta_k} f(k) e^{iE_k t} \frac{\partial}{\partial t} a_k(t), \]  

(2.87a)

\[ \tilde{b}_{f}(t) = i \int \frac{d^3k}{(2\pi)^{3/2}2E_k \cosh \theta_k} f(k) e^{iE_k t} \frac{\partial}{\partial t} b_k(t), \]  

(2.87b)

both have \(\alpha_{f}\) and \(\beta_{f}\), respectively, as weak limit. In the equations above we have used the notation:

\[ g(t) \frac{\partial}{\partial t} f(t) = g(t) \frac{\partial f(t)}{\partial t} - \frac{\partial g(t)}{\partial t} f(t). \]  

(2.88)

One example in which the choice of the interpolating operator must be very carefully performed is the one of the van Hove model (2.18). The map
Inequivalent representations of the canonical commutation relations

(2.23) suggests that we can use
\[ \tilde{a}_f(t) = \int \frac{d^3k}{(2\pi)^3} f(k) e^{i\omega_k t} a_k(t) \]
\[ = \int \frac{d^3k}{(2\pi)^3} f(k) \alpha_k(t) - \int \frac{d^3k}{(2\pi)^3} f(k) \frac{\nu_k}{\omega_k} e^{i\omega_k t}, \]
(2.89)
since the second integral on the r.h.s. vanishes due to the Riemann–Lebesgue lemma, provided \( \nu_k \) is a well-behaved function of \( k \) (recall that \( f(k) \) is a square-integrable function). However, when \( \nu_k = c\delta(k) \), with \( c \) a real constant, Eq. (2.89) gives
\[ \tilde{a}_f(t) = \alpha_f - \frac{c}{(2\pi)^3} \frac{f(0)}{\omega_0} e^{i\omega_0 t}, \]
(2.90)
from which we see that the weak limit of \( \tilde{a}_f(t) \) does not even exist because of the oscillating factor \( e^{i\omega_0 t} \). Therefore, \( \tilde{a}_f(t) \) is not an interpolating operator. In this case, the correct interpolating operator is
\[ \tilde{a}_f(t) = \int \frac{d^3k}{(2\pi)^3} f(k) \left[ a_k(t) + \frac{\nu_k}{\omega_k} \right] e^{i\omega_k t}. \]
(2.91)

2.7 Inequivalent representations in flavor mixing

As a further example of unitarily inequivalent representations, we discuss here the quantization of mixed fields for both Dirac fermions and charged bosons [83, 108]. Flavor mixing is an important phenomenon occurring in particle physics; examples include neutrino mixing and oscillations, quark mixing and meson mixing [156].

We will see how a consistent treatment of flavor mixing and oscillations for relativistic quantum fields can be only achieved if the multiple Hilbert space structure of QFT is properly taken into account. The usual treatment of particle mixing and oscillations [156, 284] generally neglects this point, thus leading necessarily to approximate results. Other discussions of flavor oscillations in QFT can be found in [71, 74, 669].

In the following we limit ourselves to the case of two generations (flavors), although the main results presented below have general validity [84, 313, 355]. See also [105] for the case of Majorana neutrinos and neutral boson fields.

Some results of this Section are used in Appendix H for the study of entanglement in flavor neutrino states, again taking into account inequivalent representations.
Quantization of mixed fields

Fermion mixing

For definiteness, let us consider Dirac neutrino fields, although the discussion is clearly valid for any Dirac fields. We denote by \( \nu_\alpha, \nu_\mu \) the neutrino fields with definite flavors and by \( \nu_1, \nu_2 \) the neutrino fields with definite masses \( m_1, m_2 \), respectively. The mixing relations are [77]

\[
\begin{align*}
\nu_e(x) &= \cos \theta \, \nu_1(x) + \sin \theta \, \nu_2(x), \\
\nu_\mu(x) &= -\sin \theta \, \nu_1(x) + \cos \theta \, \nu_2(x).
\end{align*}
\]  

(2.92)

Here \( \theta \) is the mixing angle. The free fields \( \nu_1 \) and \( \nu_2 \) are expanded as [108]

\[
\nu_i(x) = \frac{1}{\sqrt{\cal F}} \sum_{k,r} \left[ u_{r,k,i}(t) \alpha_{k,i}^r + v_{r,k,i}^\dagger(t) \beta_{k,i}^r \right] e^{ikx}, \quad i = 1, 2,
\]

(2.93)

where \( u_{r,k,i}(t) = e^{-i\omega_{k,i}t} u_{r,k,i} \) and \( v_{r,k,i}^\dagger(t) = e^{i\omega_{k,i}t} v_{r,k,i}^\dagger \), with \( \omega_{k,i} = \sqrt{k^2 + m_i^2} \). The \( \alpha_{k,i} \) and the \( \beta_{k,i} \) (\( r = 1, 2 \)), are the annihilation operators for the vacuum state \( |0\rangle_{1,2} \equiv |0\rangle_1 \otimes |0\rangle_2 \): \( \alpha_{k,i}^r |0\rangle_{1,2} = \beta_{k,i}^r |0\rangle_{1,2} = 0 \). The anticommutation relations are:

\[
\begin{align*}
\{ \nu_\alpha^\dagger(x), \nu_\beta^\dagger(y) \}_t = \nu_\gamma^\dagger = \delta^3(x - y) \delta_{\alpha \beta} \delta_{ij}, \quad &\alpha, \beta = 1, \ldots, 4, \\
\{ \alpha_{k,i}^r, \alpha_{q,j}^s \} = \delta_{kq} \delta_{rs} \delta_{ij}, \quad &\{ \beta_{k,i}^r, \beta_{q,j}^s \} = \delta_{kq} \delta_{rs} \delta_{ij}, \quad i, j = 1, 2.
\end{align*}
\]  

(2.94)

All other anticommutators are zero. The orthonormality and completeness relations are:

\[
\begin{align*}
\sum_r (u_{r,k,i}^\dagger u_{r,k,i} + v_{r,k,i}^\dagger v_{r,k,i}^\dagger) &= 1, \\
u_{r,k,i}^\dagger u_{r,k,i} + v_{r,k,i}^\dagger v_{r,-k,i}^\dagger &= 0.
\end{align*}
\]  

(2.95)

We remark that mixing relations such as the relations (2.92) deserve a careful analysis, since they actually represent a dynamical mapping [108]. Let us therefore investigate the structure of the Fock spaces \( \cal H_{1,2} \) and \( \cal H_{e,\mu} \) relative to \( \nu_1, \nu_2 \) and \( \nu_e, \nu_\mu \), respectively. In particular we want to study the relation among these spaces in the infinite volume limit.

Our first step is the study of the generator of Eqs. (2.92) and of the underlying group theoretical structure. Eqs. (2.92) can be recast as [108]:

\[
\begin{align*}
\nu_\alpha^\dagger(x) &= G^{-1}_0(t) \nu_\alpha^\dagger(x) G_0(t), \\
\nu_\mu^\dagger(x) &= G^{-1}_0(t) \nu_\mu^\dagger(x) G_0(t).
\end{align*}
\]  

(2.96)
where $G_\theta(t)$ is given by

$$G_\theta(t) = \exp \left[ \theta \int d^3x \left( \nu_1^+(x) \nu_2(x) - \nu_2^+(x) \nu_1(x) \right) \right],$$ (2.97)

and is (at finite volume) a unitary operator: $G_\theta^{-1}(t) = G_{-\theta}(t) = G_\theta^*(t)$, preserving the canonical anticommutation relations (2.94). Eq. (2.97) follows from $\frac{d^3x}{d\theta} \nu^\alpha_e = -\nu^\alpha_e$ and $\frac{d^3x}{d\theta} \nu^\mu = -\nu^\mu$ with the initial conditions $\nu^\alpha_e|_{t=0} = \nu^\alpha_e$, $\frac{d^3x}{d\theta} \nu^\alpha_e|_{\theta=0} = \nu^\alpha_e$ and $\nu^\mu|_{\theta=0} = \nu^\mu$, $\frac{d^3x}{d\theta} \nu^\mu|_{\theta=0} = -\nu^\mu$.

Note that $G_\theta$ is an element of $SU(2)$ since it can be written as

$$G_\theta(t) = \exp[\theta(S_+(t) - S_-(t))],$$ (2.98a)

$$S_+(t) = S_-(t) \equiv \int d^3x \nu_1^+(x) \nu_2(x).$$ (2.98b)

By introducing

$$S_3 \equiv \frac{1}{2} \int d^3x \left( \nu_1^+(x) \nu_1(x) - \nu_2^+(x) \nu_2(x) \right),$$ (2.99)

the $su(2)$ algebra is closed (for $t$ fixed):

$$[S_+ (t), S_- (t)] = 2S_3,$$ (2.100)

The action of the mixing generator on the vacuum $|0\rangle_{1,2}$ is non-trivial and we have (at finite volume $V$):

$$|0(t)\rangle_{e,\mu} \equiv G_\theta^{-1}(t) |0\rangle_{1,2}.$$ (2.101)

$|0(t)\rangle_{e,\mu}$ is the flavor vacuum, i.e., the vacuum for the flavor fields. Note that the above state is a $SU(2)$ coherent state [519] (see Appendix C). Note also that the flavor vacuum is time-dependent; we will comment more on this aspect in Appendix G and in Section 9.5.

Let us now investigate the infinite volume limit of Eq. (2.101). Using the Gaussian decomposition $G_\theta^{-1}$ is written as [519]

$$\exp[\theta(S_+ - S_-)] = \exp(\theta \tan \theta S_+) \exp(-2 \ln \cos \theta S_3) \exp(\tan \theta S_-),$$ (2.102)

where $0 \leq \theta < \frac{\pi}{2}$. We then compute $1,2|0(t)\rangle_{e,\mu}$ and obtain

$$1,2|0(t)\rangle_{e,\mu} = \prod_k \left( 1 - \sin^2 \theta |V_k|^2 \right)^2 \equiv \prod_k \Gamma(k) = e^{\sum_k \ln \Gamma(k)},$$ (2.103)

where the function $|V_k|^2$ is defined in Eq. (2.108) and plotted in Fig.2.1. By using the continuous limit relation $\sum_k \rightarrow \frac{V}{(2\pi)^3} \int d^3k$, in the infinite volume limit we obtain (for any $t$)

$$\lim_{V \rightarrow \infty} 1,2|0(t)\rangle_{e,\mu} = \lim_{V \rightarrow \infty} e^{\frac{V}{(2\pi)^3} \int d^3k \ln \Gamma(k)} = 0,$$ (2.104)
Fig. 2.1 The fermion condensation density $|V_k|^2$ as a function of $|k|$ for $m_1 = 1$, $m_2 = 100$ (solid line) and $m_1 = 10$, $m_2 = 100$ (dashed line).

since $\Gamma(k) < 1$ for any value of $k$ and of $m_1$ and $m_2$ (with $m_2 \neq m_1$).

Eq. (2.104) shows that the orthogonality between $|0(t)\rangle_{e,\mu}$ and $|0\rangle_{1,2}$ is due to the infrared contributions which are taken in care by the infinite volume limit, and therefore high momentum contributions do not influence the result (for this reason we do not need to consider the regularization problem of the UV divergence of the integral of ln $\Gamma(k)$). Of course, this orthogonality disappears when $\theta = 0$ and/or when $m_1 = m_2$ (in this case $V_k = 0$ for any $k$).

Eq. (2.104) expresses the unitary inequivalence in the infinite volume limit of the flavor and the mass representations, and shows the non-trivial nature of the mixing transformations (2.92) resulting in the condensate structure of the flavor vacuum. We will see that such a vacuum structure leads to phenomenological consequences on neutrino oscillations.

By use of $G_\theta(t)$, the flavor fields can be expanded as:

$$\nu_\sigma(x) = \sum_{r=1,2} \int \frac{d^3k}{(2\pi)^3} \left[ u^r_{k,i}(t) \alpha^r_{k,\sigma}(t) + v^r_{-k,i}(t) \beta^r_{-k,\sigma}(t) \right] e^{ik \cdot x},$$

(2.105)

with $(\sigma,i) = (e,1), (\mu,2)$. The flavor annihilation operators are defined as $\alpha^r_{k,\sigma}(t) \equiv G_\theta^{-1}(t) \alpha^r_{k,i} G_\theta(t)$ and $\beta^r_{-k,\sigma}(t) \equiv G_\theta^{-1}(t) \beta^r_{-k,i} G_\theta(t)$. In the
reference frame such that $\mathbf{k} = (0, 0, |\mathbf{k}|)$, we have the simple expressions:

$$\alpha_{\mathbf{k},e}(t) = \cos \theta \alpha_{\mathbf{k},1} + \sin \theta \left( U_{\mathbf{k}}(t) \alpha_{\mathbf{k},2}^\dagger + \epsilon^\tau V_{\mathbf{k}}(t) \beta_{\mathbf{k},2}^\dagger \right), \quad (2.106a)$$

$$\alpha_{\mathbf{k},\mu}(t) = \cos \theta \alpha_{\mathbf{k},2} - \sin \theta \left( U_{\mathbf{k}}(t) \alpha_{\mathbf{k},1}^\dagger - \epsilon^\tau V_{\mathbf{k}}(t) \beta_{\mathbf{k},1}^\dagger \right), \quad (2.106b)$$

$$\beta_{\mathbf{k},e}(t) = \cos \theta \beta_{\mathbf{k},1} + \sin \theta \left( U_{\mathbf{k}}^\dagger(t) \beta_{\mathbf{k},2}^\dagger - \epsilon^\tau V_{\mathbf{k}}(t) \alpha_{\mathbf{k},2}^\dagger \right), \quad (2.106c)$$

$$\beta_{\mathbf{k},\mu}(t) = \cos \theta \beta_{\mathbf{k},2} - \sin \theta \left( U_{\mathbf{k}}(t) \beta_{\mathbf{k},1}^\dagger + \epsilon^\tau V_{\mathbf{k}}(t) \alpha_{\mathbf{k},1}^\dagger \right), \quad (2.106d)$$

where $\epsilon^\tau = (-1)^\tau$ and

$$U_{\mathbf{k}}(t) \equiv u_{\mathbf{k},2}^\dagger(t) u_{\mathbf{k},1}(t) = v_{\mathbf{k},1}^\dagger(t) v_{\mathbf{k},2}(t) = |U_{\mathbf{k}}| e^{i(\omega_{\mathbf{k},2} - \omega_{\mathbf{k},1})t}, \quad (2.107a)$$

$$V_{\mathbf{k}}(t) \equiv \epsilon^\tau u_{\mathbf{k},1}^\dagger(t) v_{\mathbf{k},2}(t) = -\epsilon^\tau u_{\mathbf{k},2}^\dagger(t) v_{\mathbf{k},1}(t) = |V_{\mathbf{k}}| e^{i(\omega_{\mathbf{k},2} + \omega_{\mathbf{k},1})t}, \quad (2.107b)$$

with

$$|U_{\mathbf{k}}| = \frac{|\mathbf{k}|^2 + (\omega_{\mathbf{k},1} + m_1)(\omega_{\mathbf{k},2} + m_2)}{2\sqrt{\omega_{\mathbf{k},1}\omega_{\mathbf{k},2}(\omega_{\mathbf{k},1} + m_1)(\omega_{\mathbf{k},2} + m_2)}}, \quad (2.108a)$$

$$|V_{\mathbf{k}}| = \frac{(\omega_{\mathbf{k},1} + m_1) - (\omega_{\mathbf{k},2} + m_2)}{2\sqrt{\omega_{\mathbf{k},1}\omega_{\mathbf{k},2}(\omega_{\mathbf{k},1} + m_1)(\omega_{\mathbf{k},2} + m_2)}} |\mathbf{k}|, \quad (2.108b)$$

$$|U_{\mathbf{k}}|^2 + |V_{\mathbf{k}}|^2 = 1. \quad (2.108c)$$

We thus see that the mixing transformations (2.92) are realized as a combination of a rotation and a Bogoliubov transformation at the level of ladder operators. The Bogoliubov coefficients $U_{\mathbf{k}}$ and $V_{\mathbf{k}}$ are given by combinations of the (spinorial) wave functions with different masses.

The number of particles with definite mass condensed in the flavor vacuum is given by

$$e_{\alpha,i}(t)\alpha_{\mathbf{k},i}^\dagger \alpha_{\mathbf{k},i}^\dagger |0(t)\rangle = \sin^2 \theta |V_{\mathbf{k}}|^2, \quad i = 1, 2, \quad (2.109)$$

with the same result for antiparticles.\(^1\) Note that the $|V_{\mathbf{k}}|^2$ has a maximum at $\sqrt{m_1m_2}$ and $|V_{\mathbf{k}}|^2 \simeq \frac{(m_1 - m_2)^2}{3|\mathbf{k}|^2}$ for $|\mathbf{k}| \gg \sqrt{m_1m_2}$.

\(^1\)In the case of three flavors [84,108], the condensation densities are different for different $i$ and for antiparticles (when CP violation is present).
Boson mixing

Let us now consider boson mixing [83] in the case of charged fields. The mixing relations are:

\[ \phi_A(x) = \cos \theta \phi_1(x) + \sin \theta \phi_2(x), \]  
\[ \phi_B(x) = -\sin \theta \phi_1(x) + \cos \theta \phi_2(x). \]  

The mixed fields have suffixes \( A \) and \( B \). The fields \( \phi_i(x) \), \( i = 1, 2 \), are free complex fields with definite masses. Their conjugate momenta are \( \pi_i(x) = \partial_0 \phi_i^\dagger(x) \) and the commutation relations are the usual ones:

\[ [\phi_i(x), \pi_j(y)]_{t=t'} = i\delta^3(x-y) \delta_{ij}, \]  
with \( i, j = 1, 2 \) and the other equal-time commutators vanishing. The Fourier expansions of fields and momenta are:

\[ \phi_i(x) = \int \frac{d^3k}{(2\pi)^\frac{3}{2}} \frac{1}{\sqrt{2\omega_{k,i}}} \left( a_{k,i} e^{-i\omega_{k,i}t} + b_{k,i}^\dagger e^{i\omega_{k,i}t} \right) e^{ik \cdot x}, \]  
\[ \pi_i(x) = i \int \frac{d^3k}{(2\pi)^\frac{3}{2}} \sqrt{\frac{\omega_{k,i}}{2}} \left( a_{k,i}^\dagger e^{i\omega_{k,i}t} - b_{-k,i} e^{-i\omega_{k,i}t} \right) e^{ik \cdot x}, \]

where \( \omega_{k,i} = \sqrt{k^2 + m_i^2} \) and \[ \left[ a_{k,i}, a_{p,j}^\dagger \right] = \left[ b_{k,i}, b_{p,j}^\dagger \right] = \delta^3(k-p) \delta_{ij}, \] with \( i, j = 1, 2 \) and the other commutators vanishing.

We proceed in a similar way as for fermions and write Eqs. (2.110) as:

\[ \phi_\sigma(x) = \tilde{G}^{-1}_\theta(t) \phi_i(x) \tilde{G}_\theta(t), \]

with \( \langle \sigma, i \rangle = (A,1), (B,2) \), and similar expressions for \( \pi_A, \pi_B \). We have

\[ \tilde{G}_\theta(t) = \exp[\theta(\tilde{S}_+(t) - \tilde{S}_-(t))]. \]

The operators

\[ \tilde{S}_+(t) = \tilde{S}_+^\dagger(t) = -i \int d^3x \left( \pi_1(x) \phi_2(x) - \phi_1^\dagger(x) \pi_2^\dagger(x) \right), \]
\[ \tilde{S}_3 = \frac{-i}{2} \int d^3x \left( \pi_1(x) \phi_1(x) - \phi_1^\dagger(x) \pi_1^\dagger(x) - \pi_2(x) \phi_2(x) + \phi_2^\dagger(x) \pi_2^\dagger(x) \right), \]

close the \( su(2) \) algebra (at a given \( t \)).

As for fermions, the action of the generator of the mixing transformations on the vacuum \( |0\rangle_{1,2} \) for the fields \( \phi_{1,2} \) is non-trivial and induces on it a \( SU(2) \) coherent state structure [519]:

\[ |0(t)\rangle_{A,B} \equiv \tilde{G}_\theta^{-1}(t) |0\rangle_{1,2}. \]
We will refer to the state $|0(t))_{A,B}$ as to the flavor vacuum for bosons. The orthogonality between $|0(t))_{A,B}$ and $|\hat{0}0))_{1,2}$ can be proven in a similar way as in the fermionic case. We have indeed, for any $t$:

\[
\lim_{V \to \infty} 1,2 \langle \hat{0}|0(t))_{A,B} = \lim_{V \to \infty} \exp \left\{ \frac{V}{(2\pi)^3} \int d^3k \ln \left( \frac{1}{1 + \sin^2 \theta |V_k|^2} \right) \right\} = 0 ,
\]

(2.119)

where $|V_k|^2$ is defined in Eq. (2.122) and plotted in Fig. 2.2. The Fourier expansion for the flavor fields are:

\[
\phi_\sigma (x) = \int \frac{d^3k}{(2\pi)^2} \frac{1}{\sqrt{2\omega}_{k,i}} \left( a_{k,\sigma}(t) e^{-i\omega_{k,i}t} + b_{-k,\sigma}(t) e^{i\omega_{k,i}t} \right) e^{ik\cdot x} ,
\]

(2.120)

with $(\sigma, i) = (A, 1), (B, 2)$, and similar expressions for $\pi_A, \pi_B$.

The annihilation operators for the vacuum $|0(t))_{A,B}$ are defined as $a_{k,A}(t) = \hat{G}_\theta^{-1}(t) a_{k,1} \hat{G}_\sigma(t), \text{ etc.}$ We have:

\[
a_{k,A}(t) = \cos \theta a_{k,1} + \sin \theta \left( \hat{U}_k^*(t) a_{k,2} + \hat{V}_k(t) b_{-k,2}^\dagger \right) ,
\]

(2.121a)

\[
a_{k,B}(t) = \cos \theta a_{k,2} - \sin \theta \left( \hat{U}_k(t) a_{k,1} - \hat{V}_k(t) b_{-k,1}^\dagger \right) ,
\]

(2.121b)

\[
b_{-k,A}(t) = \cos \theta b_{-k,1} + \sin \theta \left( \hat{U}_k^*(t) b_{-k,2} + \hat{V}_k(t) a_{k,2}^\dagger \right) ,
\]

(2.121c)

\[
b_{-k,B}(t) = \cos \theta b_{-k,2} - \sin \theta \left( \hat{U}_k(t) b_{-k,1} - \hat{V}_k(t) a_{k,1}^\dagger \right) .
\]

(2.121d)

These operators satisfy the equal-time canonical commutation relations.\footnote{Whenever confusion may arise, we use the “hat” to distinguish similar quantities from the fermionic case.}
As in the case of the fermion mixing, the structure of the flavor ladder operators Eqs. (2.121) is recognized to be the one of a rotation combined with a Bogoliubov transformation. Indeed, the quantities

\[ \hat{U}_k(t) \equiv |\hat{U}_k| e^{i(\omega_{k,2} - \omega_{k,1}) t}, \quad \hat{V}_k(t) \equiv |\hat{V}_k| e^{i(\omega_{k,1} + \omega_{k,2}) t}, \]

\[ |\hat{U}_k| \equiv \frac{1}{2} \left( \sqrt{\omega_{k,1}} + \sqrt{\omega_{k,2}} \right), \quad |\hat{V}_k| \equiv \frac{1}{2} \left( \sqrt{\omega_{k,1}} - \sqrt{\omega_{k,2}} \right), \]

\[ |\hat{U}_k|^2 - |\hat{V}_k|^2 = 1, \]

are Bogoliubov coefficients. Note the difference with respect to the fermion case Eq. (2.108).

We have, for any \( t \):

\[ \langle 0(t) | a_{k,i}^+ a_{k,i} | 0(t) \rangle_{A,B} = \sin^2 \theta |\hat{V}_k|^2, \quad i = 1, 2, \]

and the same result is obtained for antiparticles. The function \(|\hat{V}_k|^2\) is maximal at \(|k| = 0\) \((|\hat{V}_{max}|^2 = \frac{(m_1 - m_2)^2}{4m_1 m_2})\) and \(|\hat{V}_k|^2 \simeq \left( \frac{\Delta m^2}{2|k|^2} \right)^2 \) for \(|k|^2 \gg \frac{m_1^2 + m_2^2}{2}\). A plot is given in Fig.2.2 for sample values of the masses.

The QFT field mixing formalism summarized above leads us to consider the energy content of the flavor vacuum condensate. It has been shown [80,138–140,465] that such a vacuum energy content turns out to be in agreement with the observed value of the dark energy.

**Flavor charges for mixed fields**

We now discuss the charges associated to flavor mixing, both for the case of Dirac neutrinos and for charged bosons [83,101]. We will see that the structure of such flavor charges allows us to select the correct Hilbert space for the calculation of flavor oscillations.

**Fermion charges**

Let us start by considering the Lagrangian for two free Dirac fields, with masses \( m_1 \) and \( m_2 \):

\[ \mathcal{L}(x) = \bar{\nu}_m(x) (i \not\partial - M_d) \nu_m(x), \]

where \( \nu_m = (\nu_1, \nu_1)^T \) and \( M_d = \text{diag}(m_1, m_2) \). We introduce a subscript \( m \) denoting quantities which are in terms of fields with definite masses.
\( \mathcal{L} \) is invariant under global \( U(1) \) phase transformations of the type \( \nu_m' = e^{i\alpha_j} \nu_m \). As a result, we have the conservation of the Noether charge \( Q = \int d^3x J^0(x) \) (with \( J^\mu(x) = \bar{\nu}_m(x) \gamma^\mu \nu_m(x) \)) which is indeed the total charge (total lepton number) of the system.

For \( m_1 \neq m_2 \), \( \mathcal{L} \) is not generally invariant under the global \( SU(2) \) transformations [101]:

\[
\nu_m'(x) = e^{i\alpha_j \tau_j} \nu_m(x), \quad j = 1, 2, 3, \tag{2.125}
\]

with \( \tau_j = \sigma_j/2 \) and \( \sigma_j \) being the Pauli matrices. We have indeed:

\[
\delta \mathcal{L}(x) = i\alpha_j \bar{\nu}_m(x) [\tau_j, M_d] \nu_m(x) = -\alpha_j \partial_\mu J^\mu_{m,j}(x), \tag{2.126a}
\]

\[
J^\mu_{m,j}(x) = \bar{\nu}_m(x) \gamma^\mu \tau_j \nu_m(x), \quad j = 1, 2, 3. \tag{2.126b}
\]

The charges \( Q_{m,j}(t) = \int d^3x J^0_{m,j}(x) \) satisfy the \( su(2) \) algebra (at equal times): \( [Q_{m,j}(t), Q_{m,k}(t)] = i \epsilon_{jkl} Q_{m,l}(t) \). Note that \( 2Q_{m,2}(t) \) is indeed the generator of mixing transformations introduced above. Also note that the Casimir operator is proportional to the total charge: \( C_m = \frac{1}{2} Q \) and that, since \( Q_{m,3} \) is conserved in time, we have

\[
Q_1 = \frac{1}{2} Q + Q_{m,3}, \quad Q_2 = \frac{1}{2} Q - Q_{m,3}, \tag{2.127a}
\]

\[
Q_i = \sum_{r} \int d^3k \left( \bar{\alpha}_{k,i} r^r_{\mu} - \beta^r_{k,i} r^r_{\mu} \right), \quad i = 1, 2. \tag{2.127b}
\]

These are nothing but the Noether charges associated with the non-interacting fields \( \nu_1 \) and \( \nu_2 \): in the absence of mixing, they are the flavor charges, separately conserved for each generation.

Let us now return to the Lagrangian Eq. (2.124) and write it in the flavor basis (subscript \( f \) denotes here flavor), by means of Eqs. (2.92):

\[
\mathcal{L}(x) = \bar{\nu}_f(x) (i \slashed{\partial} - M) \nu_f(x), \tag{2.128}
\]

where \( \nu_f = (\nu_e, \nu_\mu)^T \) and \( M = \begin{pmatrix} m_e & m_{e\mu} \\ m_{e\mu} & m_\mu \end{pmatrix} \), with \( m_e = m_1 \cos^2 \theta + m_2 \sin^2 \theta \), \( m_\mu = m_1 \sin^2 \theta + m_2 \cos^2 \theta \), \( m_{e\mu} = (m_2 - m_1) \sin \theta \cos \theta \).

Obviously, \( \mathcal{L} \) is still invariant under \( U(1) \). We then consider the \( SU(2) \) transformation [101]:

\[
\nu_f'(x) = e^{i\alpha_j \tau_j} \nu_f(x), \tag{2.129a}
\]

\[
\delta \mathcal{L}(x) = i\alpha_j \bar{\nu}_f(x) [\tau_j, M] \nu_f(x) = -\alpha_j \partial_\mu J^\mu_{f,j}(x), \tag{2.129b}
\]

\[
J^\mu_{f,j}(x) = \bar{\nu}_f(x) \gamma^\mu \tau_j \nu_f(x), \quad j = 1, 2, 3. \tag{2.129c}
\]
The charges \( Q_{f,j}(t) \equiv \int d^3 x J^0_{f,j}(x) \) satisfy the \( su(2) \) algebra. Note that, because of the off-diagonal (mixing) terms in the mass matrix \( M \), \( Q_{f,3} \) is not anymore conserved. This implies an exchange of charge between \( \nu_e \) and \( \nu_\mu \), resulting in the phenomenon of flavor oscillations.

Let us indeed define the flavor charges for mixed fields as
\[
Q_e(t) \equiv \int d^3 x \nu^\dagger_e(x) \nu_e(x) = \frac{1}{2} Q + Q_{f,3}(t),
\]

\[
Q_\mu(t) \equiv \int d^3 x \nu^\dagger_\mu(x) \nu_\mu(x) = \frac{1}{2} Q - Q_{f,3}(t),
\]

where \( Q_e(t) + Q_\mu(t) = Q \). They are related to the Noether charges as
\[
Q_\sigma(t) = G^{-1}_\sigma(t) Q_i G_\sigma(t),
\]

(2.131)

with \( (\sigma, i) = (e, 1), (\mu, 2) \). From Eq. (2.131), it follows that the flavor charges are diagonal in the flavor ladder operators:
\[
Q_\sigma(t) = \sum_r \int d^3 k \left( \alpha^\dagger_{k,\sigma}(t) \alpha_{k,\sigma}(t) - \beta^\dagger_{-k,\sigma}(t) \beta_{-k,\sigma}(t) \right),
\]

(2.132)

with \( \sigma = e, \mu \).

The flavor states for mixed neutrinos are defined as eigenstates of the above charges:
\[
|\nu_{k,\sigma}(t)\rangle = \alpha_{k,\sigma}(t)|0(t)\rangle_{e\mu}, \quad \sigma = e, \mu,
\]

(2.133)

and similar ones for antiparticles.

Notice that it is not possible to find eigenstates of the flavor charges Eq. (2.132), among the states of the Hilbert space for mass eigenstates, i.e., the one built on \( |0\rangle_{1,2} \). The usual QM flavor neutrino states (Pontecorvo states; see Eq. (H.2)), which belong to the Hilbert space for the mass eigenstates, lead to a violation of lepton charge conservation in the neutrino production/detection vertices [82, 501].

**Boson charges**

For the case of bosonic fields, we proceed in a similar way as done above for fermions. We consider the following Lagrangian density:
\[
\mathcal{L}(x) = \partial_\mu \Phi_f^\dagger(x) \partial^\mu \Phi_f(x) - \Phi_f^\dagger(x) \bar{M} \Phi_f(x),
\]

(2.134)

with \( \Phi_f^T = (\phi_A, \phi_B) \), \( \bar{M} = \begin{pmatrix} m^2_A & m^2_{AB} \\ m^2_{AB} & m^2_B \end{pmatrix} \). By means of Eq. (2.110), this is diagonalized as:
\[
\mathcal{L}(x) = \partial_\mu \Phi_m^\dagger(x) \partial^\mu \Phi_m(x) - \Phi_m^\dagger(x) \bar{M}_d \Phi_m(x),
\]

(2.135)
where $\Phi_T = (\phi_1, \phi_2)$, $\hat{M}_d = \text{diag}(m_1^2, m_2^2)$ and $m_3^2 = m_1^2 \cos^2 \theta + m_2^2 \sin^2 \theta$, $m_4^2 = m_1^2 \sin^2 \theta + m_2^2 \cos^2 \theta$, $m_{12}^2 = (m_1^2 - m_2^2) \sin \theta \cos \theta$.

The Lagrangian $\mathcal{L}$ is invariant under the global $U(1)$ phase transformations $\Phi'_m = e^{i\alpha} \Phi_m$ leading to the conservation of the total charge $\hat{Q} = \int d^3 x \hat{P}^0(x)$ (we have $\hat{P}^0(x) = i \Phi_{m}^{\dagger}(x) \hat{\partial}^0 \Phi_m(x)$ with $\hat{\partial}^0 \equiv \hat{\partial}^\mu - \hat{\partial}^\mu$).

Let us now consider the $SU(2)$ transformation

$$\Phi'_m(x) = e^{i\alpha_j \tau_j} \Phi_m(x), \quad j = 1, 2, 3, \quad (2.136)$$

with $\alpha_j$ real constants, $\tau_j = \sigma_j/2$ and $\sigma_j$ being the Pauli matrices. For $m_1 \neq m_2$, the Lagrangian is not generally invariant under (2.136) and we obtain, by use of the equations of motion,

$$\delta \mathcal{L}(x) = -i \alpha_j \Phi_{m}^{\dagger}(x) [\hat{M}_d, \tau_j] \Phi_m(x) = -\alpha_j \partial_\mu \hat{j}_{m,j}(x), \quad (2.137)$$

$$\hat{j}_{m,j}(x) = i \Phi_{m}^{\dagger}(x) \tau_j \hat{\partial}^\mu \Phi_m(x), \quad j = 1, 2, 3. \quad (2.138)$$

The corresponding charges, $\hat{Q}_{m,j}(t) = \int d^3 x \hat{j}_{m,j}(x)$, close the $su(2)$ algebra (at each time $t$). The Casimir operator is $\hat{C}_m = \frac{1}{2} \hat{Q}$ and $2\hat{Q}_{m,2}(t)$ is the generator of the mixing transformations. Observe that the combinations

$$\hat{Q}_{1,2} = \frac{1}{2} \hat{Q} \pm \hat{Q}_{m,3}, \quad (2.139a)$$

$$\hat{Q}_i = \int d^3 k (a_{k,i}^{\dagger} a_{k,i} - b_{-k,i}^{\dagger} b_{-k,i}), \quad i = 1, 2, \quad (2.139b)$$

are simply the conserved (Noether) charges for the free fields $\phi_1$ and $\phi_2$ with $\hat{Q}_1 + \hat{Q}_2 = \hat{Q}$.

The $SU(2)$ transformations on the flavor doublet $\Phi_f$:

$$\Phi'_f(x) = e^{i\alpha_j \tau_j} \Phi_f(x), \quad j = 1, 2, 3, \quad (2.140)$$

give

$$\delta \mathcal{L}(x) = -i \alpha_j \Phi_{f}^{\dagger}(x) [\hat{M}, \tau_j] \Phi_f(x) = -\alpha_j \partial_\mu \hat{j}_{f,j}(x), \quad (2.141a)$$

$$\hat{j}_{f,j}(x) = i \Phi_{f}^{\dagger}(x) \tau_j \hat{\partial}^\mu \Phi_f(x), \quad j = 1, 2, 3. \quad (2.141b)$$

The related charges, $\hat{Q}_{f,j}(t) = \int d^3 x \hat{j}_{f,j}(x)$, still fulfil the $su(2)$ algebra and $\hat{C}_f = \hat{C}_m$. As for fermions, $\hat{Q}_{f,3}(t)$ is time-dependent and we define the flavor charges for mixed bosons as

$$\hat{Q}_A(t) = \frac{1}{2} \hat{Q} + \hat{Q}_{f,3}(t), \quad (2.142a)$$

$$\hat{Q}_B(t) = \frac{1}{2} \hat{Q} - \hat{Q}_{f,3}(t). \quad (2.142b)$$
with $\hat{Q}_A(t) + \hat{Q}_B(t) = \hat{Q}$. We have:

$$\hat{Q}_\sigma(t) = \int d^3k \left( a_{k,\sigma}^\dagger(t)a_{k,\sigma}(t) - b^\dagger_{-k,\sigma}(t)b_{-k,\sigma}(t) \right),$$

(2.143)

with $\sigma = A, B$, which follows from $\hat{Q}_\sigma(t) = \hat{G}_\sigma^{-1}(t)\hat{Q}_i\hat{G}_\sigma(t)$, where $(\sigma,i) = (A,1), (B,2)$.

Finally, we define the flavor states for mixed bosons as eigenstates of the above charges:

$$|a_{k,\sigma}(t)\rangle \equiv a_{k,\sigma}^\dagger(0)|0\rangle_{A,B}, \quad \sigma = A, B,$$

(2.144)

and similar ones for antiparticles.

**Flavor oscillations formulas in QFT**

It is now possible to work out the exact QFT oscillation formulas exhibiting corrections with respect to the QM ones [77, 284].

Let us start with the fermion case and consider neutrinos (only two flavors). We work in the Heisenberg picture and take the electron neutrino state at time $t = 0$ (see Eq. (2.133)):

$$|\nu^r_{k,e}(t)\rangle \equiv \alpha^r_{k,e}(0)|0\rangle_{e,\mu},$$

(2.145)

where $|0\rangle_{e,\mu} \equiv |0(0)\rangle_{e,\mu}$. We have $e,\mu\left\langle 0|Q_\sigma(0)|0\right\rangle_{e,\mu} = 0$ and

$$Q^k_\mu(t) \equiv (\left\langle \nu^r_{k,e}(Q_\sigma(t)|\nu^r_{k,e}\right\rangle$$

$$= \left\{ |\alpha^r_{k,\sigma}(t)|^2 \right\} + \left\{ |\beta^r_{-k,\sigma}(t)|^2 \right\}.$$  

(2.146)

Charge conservation is ensured at any time: $Q^k_\mu(t) + Q^k_\epsilon(t) = 1$. The oscillation formulas for the flavor charges are then [93]:

$$Q^k_\mu(t) = \sin^2(2\theta) \left[ U_{k}^2 \sin^2 \left( \frac{\omega_{k,2} - \omega_{k,1}}{2} t \right) + V_{k}^2 \sin^2 \left( \frac{\omega_{k,2} + \omega_{k,1}}{2} t \right) \right],$$

$$Q^k_\epsilon(t) = 1 - Q^k_\mu(t).$$

(2.147)

This result is exact. There are two differences with respect to the usual formula for neutrino oscillations: the amplitudes are energy-dependent, and there is an additional oscillating term. The usual QM formulas [77, 284] (see Appendices H and Q) are (approximately) recovered in the relativistic limit.

The bosonic counterpart of the above oscillation formulas can be derived in a similar way [83]. By defining the mixed bosonic state for the “A” particle as (see Eq. (2.144)):

$$|a_{k,A}(t)\rangle \equiv a_{k,A}^\dagger(0)|0\rangle_{A,B},$$

(2.148)
with \( |0\rangle_{A,B} \equiv |0(0)\rangle_{A,B} \), we obtain \( \langle A,B | 0 \rangle |0 \rangle_{A,B} = 0 \) and
\[
\hat{Q}_\sigma^k(t) \equiv \langle a_{k,A} | \hat{Q}_\sigma(t) | a_{k,A} \rangle \\
= \left[ \left[ a_{k,\sigma}(t), a_{k,A}^\dagger(0) \right] \right]^2 - \left[ \left[ b_{-k,\sigma}(t), a_{k,A}^\dagger(0) \right] \right]^2. \quad (2.149)
\]
The conservation of the total charge gives \( \sum_\sigma \hat{Q}_\sigma^k(t) = 1 \) and the oscillation formulas are:
\[
\hat{Q}_B^k(t) = \sin^2(2\theta) \left[ |\hat{U}_k|^2 \sin^2 \left( \frac{\omega_{k,2} - \omega_{k,1}}{2} t \right) - |\hat{V}_k|^2 \sin^2 \left( \frac{\omega_{k,2} + \omega_{k,1}}{2} t \right) \right],
\hat{Q}_A^k(t) = 1 - \hat{Q}_B^k(t). \quad (2.150)
\]
Thus also for bosons, the non-trivial structure of the flavor vacuum induces corrections to the usual QM expressions for flavor oscillations. The most obvious difference with respect to fermionic case is in the negative sign which makes a negative value possible for the bosonic flavor charges. As for neutrinos, in the relativistic limit the usual QM formulas are recovered.

The above oscillation formulas express the change of flavor in time. However, for practical purposes, it is more convenient to have formulas for the variation of flavor in function of the distance from a source. Then wave packets must be used in the derivation of oscillation formulas [284]. A treatment of this problem in the QFT framework discussed here can be found in [106]. The wave packet treatment also allows the study of the decoherence of oscillating neutrinos [85, 86]: after a characteristic distance (decoherence length [284]), oscillations are suppressed and survival probabilities become constant.
In this Appendix we show how to calculate the matrix element \(\langle 0 | \psi_i(x) | \alpha_n \alpha_m \rangle\). The outlined calculation completes the discussion of Section 2.1.

We use \(p_\mu x^\mu = p \cdot x - E_p t\) and the Fourier form of \(F_{inm}(x-\xi_1, x-\xi_2)\)

\[
F_{inm}(x-\xi_1, x-\xi_2) = \int \frac{d^4 p_1}{(2\pi)^4} \int \frac{d^4 p_2}{(2\pi)^4} \, F_{inm}(p_1, p_2) e^{i[p_1^\mu (x-\xi_1)_\mu + p_2^\mu (x-\xi_2)_\mu]} \, . \tag{E.1}
\]

Use of (2.2), (1.1) and (1.131) gives

\[
\langle 0 | \psi_i(x) | \alpha_n \alpha_m \rangle = \int \frac{d^4 p_1}{(2\pi)^4} \int \frac{d^4 p_2}{(2\pi)^4} \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 k_2}{(2\pi)^3} \, F_{inm}(p_1, p_2) u(k_1) u(k_2) f_m(k_2) f_n(k_2) \int_{-\infty}^{t_{\xi_1}} d^4 \xi_1 \int_{-\infty}^{t_{\xi_2}} d^4 \xi_2 \tag{E.2}
\]

\[
e^{i\mathbf{k}_1 \cdot \mathbf{\xi}_1 - i\omega_{1\xi_1} t_{\xi_1}} e^{i\mathbf{k}_2 \cdot \mathbf{\xi}_2 - i\omega_{2\xi_2} t_{\xi_2}} e^{i[p_1^\mu (x-\xi_1)_\mu + p_2^\mu (x-\xi_2)_\mu]} \pm (n \leftrightarrow m),
\]

where the \((n \leftrightarrow m)\)-terms are those obtained by exchanging \(n\) with \(m\); + is for fermions, − is for bosons; \(\omega_{1(2)} \equiv \omega_{k_{1(2)}}\). Now we note the relation

\[
\int dE \int_{-\infty}^{t} dt_1 f(E) e^{iEt_1} = \int dE \frac{f(E)}{i(E - i\epsilon)} e^{iEt}, \tag{E.3}
\]

which holds whenever \(f(E)\) is a square-integrable function; indeed, the integration in \(dt_1\) in (E.3) is not defined unless

\[
\lim_{t \to -\infty} \int dE f(E) e^{iEt} = 0, \tag{E.4}
\]

which holds due to the Riemann–Lebesgue theorem when \(f(E)\) is a square-integrable function. We also have from (E.3)

\[
\lim_{t \to -\infty} \int dE f(E) \frac{e^{iEt}}{i(E - i\epsilon)} = 0, \tag{E.5}
\]

where the \((n \leftrightarrow m)\)-terms are those obtained by exchanging \(n\) with \(m\); + is for fermions, − is for bosons; \(\omega_{1(2)} \equiv \omega_{k_{1(2)}}\). Now we note the relation
and

$$\lim_{\epsilon \to +\infty} \int dEf(E) \frac{e^{iEt}}{i(E - i\epsilon)} = 2\pi f(0).$$

(E.6)

In (E.3-E.6) the limit $\epsilon \to 0$ is understood. We thus obtain

$$\langle 0 | \psi_i(x) | \alpha_n \alpha_m \rangle = -\int \frac{dE_1}{2\pi} \int \frac{dE_2}{2\pi} \int \frac{d^3k_1}{(2\pi)^d} \int \frac{d^3k_2}{(2\pi)^d} F_{inm}(k_1, E_1; k_2, E_2) u(k_1) u(k_2) f_n(k_1) f_m(k_2)$$

$$e^{i(k_1 + k_2) \cdot x} e^{iE_1 - i(\omega_1 + \omega_2) t} (E_1 - \omega_1 - i\epsilon)(E_2 - \omega_2 - i\epsilon) \pm (n \leftrightarrow m),$$

(E.7)

(E.8)

(E.9)

and as usual the limit $\epsilon \to 0$ is understood.

In a similar way other matrix elements are obtained.
Appendix F

Computation of $|0(\theta)\rangle$

Let us compute $|0(\theta)\rangle$ given in Eq. (2.52). Eq. (2.63) for fermions is obtained in a similar way. We compute $f_0(\theta) = \langle 0|G^{-1}(\theta)|0 \rangle$, where $f_0(\theta)$ is a function $\theta_k$. The functional derivative of $f_0(\theta)$

$$\frac{\delta}{\delta \theta_l} f_0(\theta) \equiv \lim_{\epsilon \to 0} \frac{f_0[\theta_k + \epsilon \delta(k - l)] - f_0(\theta_k)}{\epsilon}, \quad (F.1)$$

gives

$$\frac{\delta}{\delta \theta_l} f_0(\theta) = \langle 0|G^{-1}(\theta)b_l^\dagger a_k^\dagger|0 \rangle = -\langle 0|a_l b_{-l} G^{-1}(\theta)|0 \rangle. \quad (F.2)$$

Using Eqs. (2.48) with $\theta$ changed in $-\theta$, the last term in (F.2) becomes

$$\langle 0|a_l b_{-l} G^{-1}(\theta)|0 \rangle = \sinh^2 \theta_l \langle 0|G^{-1}(\theta)b_l^\dagger a_k^\dagger|0 \rangle$$

$$+ \sinh \theta_l \cosh \theta_l \langle 0|G^{-1}(\theta)a_l a_k^\dagger|0 \rangle. \quad (F.3)$$

The second equality in (F.2) leads to

$$\frac{\delta}{\delta \theta_l} f_0(\theta) = -\tanh \theta_l \delta(0) f_0(\theta), \quad (F.4)$$

where we have used $a_l a_k^\dagger|0 \rangle = [a_l, a_k^\dagger]|0 \rangle = \delta(0)|0 \rangle$, which is not well defined since $\delta(0) \equiv \delta(k - l)|_{k=1}$ is infinite. For our task, we might ignore such a difficulty and formally proceed to solve the functional differential equations (F.4) subject to the boundary condition $f_0(0) = 1$ (assuming indeed $\delta(0)$ to be a finite quantity). The solution is

$$f_0(\theta) = \exp \left(-\delta(0) \int d^3k \ln \cosh \theta_k \right). \quad (F.5)$$

Since the generator $G(\theta)$ contains pairs of operators $ab$ and $a^\dagger b^\dagger$ we need to compute the matrix elements $f_n(\theta) = \langle 0|[a_l b_{-l}]^n G^{-1}(\theta)|0 \rangle$. Use of functional derivative leads to the recurrence relation

$$\frac{\delta}{\delta \theta_l} f_n(\theta) = -f_{n+1}(\theta) + n^2[\delta(0)]^2 f_{n-1}(\theta), \quad (F.6)$$
which is again ill defined. By induction, the formal solution is shown to be

\[ f_n(\theta) = n! [\delta(0)]^n \tan n \ln \cosh \theta_k \exp \left( -\delta(0) \int d^3k \ln \cosh \theta_k \right). \]  

Indeed, Eq. (F.7) holds for \( n = 1 \). Assume it holds for all \( n \leq m, \forall m \).

Then one can show that it holds also for the case \( m + 1 \).

\[ f_0, f_n, \text{ for all } n, \text{ provide the expansion coefficients of } G^{-1}(\theta) |0\rangle. \]

Thus we arrive at

\[ |0(\theta)\rangle = G^{-1}(\theta) |0\rangle \]  

so that one could formally write

\[ \delta(0) = \frac{1}{(2\pi)^3} \times \text{[volume in which the system is confined]}. \]  

In the case of finite volume \( V \), say for a box of sides \( L_i, i = 1, 2, 3 \), one deals with discretized momenta \( k \) of components

\[ k_{n_i} = \frac{2\pi n_i}{L_i}, \quad i = 1, 2, 3, \quad n_i = 0, \pm 1, \pm 2, \ldots, \]  

so that one starts by considering, instead of (2.49), the generator

\[ G(\theta) = \exp \left( \sum_k \theta_k (a_{-k} b_{-k} - b_{-k}^\dagger a_k^\dagger) \right), \]  

where the sum is extended to the discrete set of momenta \( k \). Then,

\[ |0(\theta)\rangle = G^{-1}(\theta) |0\rangle \]  

instead of Eq. (2.52). We see that, as far as

\[ \sum_k \ln \cosh \theta_k \neq \infty, \]  

for any non-vanishing \( \theta_k \), \( G^{-1}(\theta) \) is a unitary operator mapping vectors of the Fock space into vectors of the same space. However, Eq. (2.52) is recovered in the continuous limit (the limit of infinitely many degrees of freedom) since \( d^3k = \frac{(2\pi)^3}{V} \) (cf. Eq. (F.11)). Thus, since in such a limit

\[ \sum_k \rightarrow \frac{V}{(2\pi)^3} \int d^3k, \]  

unitarily inequivalent representations are obtained in the \( V \rightarrow \infty \) limit.
Appendix G

Orthogonality of flavor vacua at different times

The flavor vacua discussed in Section 2.7 are time-dependent states. This feature gives rise to orthogonality, in the infinite volume limit, among flavor vacuum states at different times. We show this explicitly in the fermionic case. Let us first report the form of the flavor vacuum making explicit its condensate structure:

$$|0(t)\rangle_{e,\mu} = \prod_{k,r} \left[ (1 - \sin^2 \theta |V_k|^2) 
- \epsilon \sin \theta \cos \theta V_k(t) \left( \alpha_{r \downarrow, k, 2} \beta_{r \uparrow, k, 1} + \alpha_{r \uparrow, k, 2} \beta_{r \downarrow, k, 1} \right) 
+ \epsilon \sin^2 \theta V_k(t) \left( \alpha_{r \uparrow, k, 1} \beta_{r \downarrow, k, 1} \right) - U_k(t) \alpha_{r \downarrow, k, 1} \beta_{r \uparrow, k, 1} \right] |0\rangle_{1,2}. \quad (G.1)$$

We have

$$\langle 0(t') | 0(t) \rangle_{e,\mu} = \prod_k C_k^2(t-t') = e^{2 \sum_k \ln C_k(t-t')} , \quad (G.2)$$

with

$$C_k(t-t') \equiv (1 - \sin^2 \theta |V_k|^2) + 2 \sin^2 \theta \cos^2 \theta |V_k|^2 e^{i(\omega_{k,1} + \omega_{k,2})(t-t')} + \sin^4 \theta |V_k|^2 \left( e^{2i\omega_{k,1}(t-t')} + e^{2i\omega_{k,2}(t-t')} \right) + \sin^4 \theta |V_k|^4 e^{2i(\omega_{k,1} + \omega_{k,2})(t-t')} . \quad (G.3)$$

In the infinite volume limit we obtain (note that $|C_k(t)| \leq 1$ for any value of $k$, $t$, and of the parameters $\theta$, $m_1$, $m_2$):

$$\lim_{V \to \infty} \epsilon_{e,\mu} \langle 0(t') | 0(t) \rangle_{e,\mu} = \left[ \frac{2V}{(2\pi)^3} \int d^3k \ln |C_k(t-t')| + i\alpha_k(t-t') \right] = 0 , \quad (G.4)$$

with $\alpha_k(t) = \tan^{-1}(\text{Im}[C_k(t)]/\text{Re}[C_k(t)])$. 
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Flavor vacua at different times are thus orthogonal states. From this it follows that the Hilbert spaces built on such vacua are unitarily inequivalent state spaces.

We comment on the different mechanisms underlying the inequivalence among flavor vacua at different times and the one between \(|0(t)\rangle_{e,\mu}\) and \(|0\rangle_{1,2}\). In the last case, the inequivalence arises due to the difference in the condensate structure of the two states \(|0(t)\rangle_{e,\mu}\) and \(|0\rangle_{1,2}\). In the former case, the condensate structure is the same at any time; however, the relative phases of the various terms are different. As a consequence, flavor vacua with different times are degenerate in energy while \(|0(t)\rangle_{e,\mu}\) and \(|0\rangle_{1,2}\) have different energy contents.
Appendix H

Entanglement in neutrino oscillations

It has been shown [86, 87] that flavor states of mixed particles, as those describing flavor neutrinos and quarks (see Section 2.7) can be regarded as entangled states.

Entanglement [215, 552] is a fundamental property of quantum system and is at the basis of important developments in quantum optics and quantum computing [499]. In particular, mode entanglement in single-particle states has been recognized and is well established [605, 624]: it may arise whenever the Hilbert space has a tensor product structure. This is indeed the case with flavor mixing. Here we discuss the simple case of two-flavor neutrino mixing, both in the context of QM and then in QFT. The more realistic case of three-flavor mixing, which involves multipartite entanglement, can be found in [86, 87].

**Neutrino entanglement in Quantum Mechanics**

Neutrino mixing for the case of three generations is described by the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix [156]. In the case of two flavors, the PMNS matrix reduces to the $2 \times 2$ rotation matrix $U(\theta)$:

$$U(\theta) = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix},$$

which connects the neutrino states with definite flavor with those with definite masses [77]:

$$|\nu^{(f)}\rangle = U(\theta) |\nu^{(m)}\rangle,$$

where $|\nu^{(f)}\rangle = (|\nu_e\rangle, |\nu_\mu\rangle)^T$ and $|\nu^{(m)}\rangle = (|\nu_1\rangle, |\nu_2\rangle)^T$.

From Eq. (H.2), we see that each flavor state is given by a superposition of mass eigenstates, i.e., $|\nu_\alpha\rangle = U_{\alpha 1} |\nu_1\rangle + U_{\alpha 2} |\nu_2\rangle$, with $\langle \nu_i | \nu_j \rangle = \delta_{i,j}$. 
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Flavor states can be seen as entangled states, if we establish the following correspondence with two-qubit states:

\[ |\nu_1\rangle \equiv |1\rangle_e |0\rangle_\mu, \quad |\nu_2\rangle \equiv |0\rangle_e |1\rangle_\mu, \]  

(H.3)

where \( |\rangle_i \) denotes states in the Hilbert space for neutrinos with mass \( m_i \).

Thus, the occupation number allows us to interpret the flavor states as entangled superpositions of the mass eigenstates [86].

The time evolution of the flavor neutrino states Eq. (H.2) is given by:

\[ |\nu(f)(t)\rangle = \tilde{U}(t) |\nu(f)\rangle, \quad \tilde{U}(t) \equiv U(\theta) U_0(t) U(\theta)^{-1}, \]  

(H.4)

where \( |\nu(f)\rangle \) are the flavor states at \( t = 0 \), \( U_0(t) = \text{diag}(e^{-i\omega_1 t}, e^{-i\omega_2 t}) \), and \( \tilde{U}(t = 0) = 1 \). At time \( t \), the probability associated with the transition \( \nu_\alpha \rightarrow \nu_\beta \) is

\[ P_{\nu_\alpha \rightarrow \nu_\beta}(t) = |\langle \nu_\beta |\nu_\alpha(t)\rangle|^2 = |\tilde{U}_{\alpha\beta}(t)|^2, \quad \alpha, \beta = e, \mu. \]  

(H.5)

The explicit expressions for the above transition probabilities are:

\[ P_{\nu_e \rightarrow \nu_e}(t) = 1 - \sin^2 2\theta \sin^2 \left( \frac{\omega_2 - \omega_1}{2} t \right), \quad (H.6a) \]
\[ P_{\nu_e \rightarrow \nu_\mu}(t) = \sin^2 2\theta \sin^2 \left( \frac{\omega_2 - \omega_1}{2} t \right). \]  

(H.6b)

Let us now establish the following correspondence with two-qubit flavor states:

\[ |\nu_e\rangle \equiv |1\rangle_e |0\rangle_\mu, \quad |\nu_\mu\rangle \equiv |0\rangle_e |1\rangle_\mu. \]  

(H.7)

States \( |0\rangle_\alpha \) and \( |1\rangle_\alpha \) correspond, respectively, to the absence and the presence of a neutrino in mode \( \alpha \). Eq. (H.4) can then be recast as

\[ |\nu_\alpha(t)\rangle = \tilde{U}_{\alpha e}(t) |1\rangle_e |0\rangle_\mu + \tilde{U}_{\alpha \mu}(t) |0\rangle_e |1\rangle_\mu, \]  

(H.8)

with the normalization condition \( \sum_\beta |\tilde{U}_{\alpha\beta}(t)|^2 = 1 \) \( (\alpha, \beta = e, \mu) \). The time-evolved states \( |\nu(f)(t)\rangle \) are entangled superpositions of the two flavor eigenstates with time-dependent coefficients.

In order to quantify the static entanglement associated to the flavor neutrino states, we consider explicitly the case of an electron neutrino state at time \( t \), which in terms of the mass eigenstates, reads:

\[ |\nu_e(t)\rangle = e^{-i\omega_1 t} \cos \theta |\nu_1\rangle + e^{-i\omega_2 t} \sin \theta |\nu_2\rangle, \]  

(H.9)

where \( |\nu_i\rangle \) are interpreted as the qubits, see Eq. (H.3).

Following the usual procedure, we construct the density operator \( \rho^{(\alpha)} = |\nu_\alpha(t)\rangle \langle \nu_\alpha(t)| \) corresponding to the pure state \( |\nu_\alpha(t)\rangle \). Then we consider the
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The mixing angle $\theta$ is fixed at the experimental value $\sin^2\theta = 0.314$. The transition probabilities $P_{\nu_e \rightarrow \nu_e}$ (dashed) and $P_{\nu_e \rightarrow \nu_{\mu}}$ (dot-dashed) are reported as well for comparison.

It is then easy to calculate the corresponding linear entropies, which turn out to be equal:

$$S_L^{(1;2)}(\rho_\alpha) = 2 \left( 1 - \text{Tr}_1[(\rho_1^{(e)})^2] \right) = \sin^2(2\theta),$$  \hspace{1cm} (H.11a)

$$S_L^{(2;1)}(\rho_\alpha) = 2 \left( 1 - \text{Tr}_2[(\rho_2^{(e)})^2] \right) = \sin^2(2\theta).$$  \hspace{1cm} (H.11b)

Similar results are found for the muon neutrino state. Note that the above results are particular cases of the more general ones obtained for the three flavor neutrino states in [86], where it was found that such states can be classified as generalized W states [209]. In the present (two-flavor) case, the form of the entangled state is simply that of a Bell state.

Eqs. (H.11) express the fact that flavor neutrino states at any time can be regarded as entangled superpositions of the mass qubits $|\nu_i\rangle$, where the entanglement is a function of the mixing angle only.

Let us now turn to the *dynamic entanglement* arising in connection with flavor oscillations, and rewrite the electron neutrino state $|\nu_e(t)\rangle$ as

$$|\nu_e(t)\rangle = \tilde{U}_{ee}(t) |\nu_e\rangle + \tilde{U}_{e\mu}(t) |\nu_\mu\rangle,$$  \hspace{1cm} (H.12)
where $|\nu_e\rangle$, $|\nu_\mu\rangle$ are the flavor neutrino states at time $t = 0$ and are now taken as the relevant qubits (cf. Eq. (H.7)). By proceeding in a similar way as done for the static case, we arrive at the following expression for the linear entropies associated to the above state:

$$S_L^{(\mu,e)}(\rho_e) = S_L^{(\nu_\mu)}(\rho_\mu) = 4|\tilde{U}_{ee}(t)|^2|\tilde{U}_{e\mu}(t)|^2.$$ (H.13)

Eq. (H.13) establishes that the linear entropy of the reduced state is equal to the product of the two-flavor transition probabilities given in Eq. (H.5). It is remarkable that simple expressions similar to those of Eq. (H.13) hold also for the three-flavor case [87].

In Fig. H.1 we plot $S_L^{(\nu_\mu)}(\rho_\mu)$ as a function of the scaled, dimensionless time $T = \frac{2ET}{\Delta m_2^2}$. In the same figure, we also display the transition probabilities $P_{\nu_\mu \rightarrow \nu_\mu}$ and $P_{\nu_e \rightarrow \nu_\mu}$.

The plots have a clear physical interpretation. At time $T = 0$, the entanglement is zero, the global state of the system is factorized, and the two flavors are not mixed. For $T > 0$, flavors start to oscillate and the entanglement is maximal at largest mixing: $P_{\nu_\mu \rightarrow \nu_\mu} = P_{\nu_e \rightarrow \nu_\mu} = 0.5$, and minimum at $T = \pi$.

**Neutrino entanglement in Quantum Field Theory**

We consider now the entanglement associated to flavor neutrino states in the context of QFT [88]. In such a case, entanglement can be efficiently quantified by considering the variances of observables [386], such as the charges discussed in Section 2.7.

Let us start with the Noether charges $Q_{\nu_\mu}$, which are expected to characterize the amount of static entanglement present in the states Eq. (2.133). We obtain indeed:

$$\Delta Q_i(\nu_e)(t) = \langle \nu^r_{K,e}\mid Q_i^2(t)\mid \nu^r_{K,e}\rangle - \langle \nu^r_{K,e}\mid Q_i(t)\mid \nu^r_{K,e}\rangle^2$$

$$= \frac{1}{4}\sin^2(2\theta), \quad i = 1, 2.$$ (H.14)

in agreement with the quantum mechanical result Eq. (H.11).

Next we consider dynamic entanglement, which is described by the variances of the flavor charges. We have:

$$\Delta Q_e(\nu_e)(t) = \langle \nu^r_{K,e}\mid Q_e^2(t)\mid \nu^r_{K,e}\rangle - \langle \nu^r_{K,e}\mid Q_e(t)\mid \nu^r_{K,e}\rangle^2$$

$$= Q^k_{\nu_e \rightarrow \nu_e}(t) Q^k_{\nu_e \rightarrow \nu_\mu}(t),$$ (H.15)
which formally resembles the quantum mechanical result Eq. (H.13). The differences are now due to the presence of the flavor condensate, which affect the oscillation formulas Eqs. (2.147).

The above discussed example of entanglement in QFT, although limited to the very specific situation of particle mixing, offers elements of possible general interest. Indeed, both the static and the dynamical entanglement arise in connection with unitarily inequivalent representations: in the case of the static entanglement, the flavor Hilbert space at time $t$ to which the entangled state $|\nu_\sigma(t)\rangle$ belongs, is unitarily inequivalent to the Hilbert space for the qubit states $|\nu_i\rangle$, see Eq. (2.104); on the other hand, in the case of dynamical entanglement, where the qubits are taken to be the flavor states at time $t = 0$, the inequivalence is among flavor Hilbert spaces at different times, see Eq. (G.4).

Since inequivalent representations are associated with a non-trivial condensate vacuum structure, the above discussion suggests that, in the context of QFT, many interpretational issues connected with entanglement [68] could be revisited in this new light.

Finally, we note that the above results could be of interest for the development of quantum information protocols based on neutrinos [87].
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Chapter 3

Spontaneous breakdown of symmetry and the Goldstone theorem

3.1 Introduction

In this Chapter and in the following one we consider the problem of the manifestation of the symmetry properties of the Heisenberg field equations at the observable level. Our interest is focused on continuous symmetries.

The symmetries of the dynamics may appear “broken” or rearranged into different symmetry patterns at the level of the physical asymptotic fields. For example, in the case of the ferromagnets, the dynamics, i.e., the Lagrangian from which the Heisenberg equations are derived, is invariant under the spin rotational $SU(2)$ transformations of the Heisenberg field operators. On the other hand, the observable system, which is described in terms of quasiparticle (or physical) field operators, is characterized by its non-zero magnetization. The appearance of the privileged direction into which the magnetization points and its non-vanishing value signal that the original isotropy, implied by the rotational $SU(2)$ symmetry, has been broken and the observable ferromagnetic ordering has been realized. Order thus appears as a manifestation of the symmetry breaking, or, in other words, as lack of symmetry. Indeed, the equations for the quasiparticle fields are not invariant under the $SU(2)$ group.

We thus have two sets of equations with different invariance properties: the dynamical equations, invariant under the continuous transformation group, say $G$, and the equations for the quasiparticle field operators, in terms of which observables are expressed, which are invariant under a transformation group $G'$, in general different from $G$.

The general questions concerning which one is the group $G'$, how the “symmetry rearrangement” $G \rightarrow G'$ occurs, and which one is its physical meaning are the objects of study in this Chapter and in the following one.
We note that we can always add to the Lagrangian invariant under $G$ a “symmetry breaking” term. For example, we could add terms describing the coupling of the field operators to some external field (a typical example is switching on a magnetic field in the region where a beam of electrons is passing; as a result, by properly choosing the magnetic field orientation, the beam splits into spin-up and spin-down electron beams, which amounts to the breakdown of the symmetry in the spin orientation in the original beam). In such a case, the symmetry is said to be “explicitly” broken. By adding the symmetry breaking terms to the Lagrangian we actually describe a new system, different from the one described by the original invariant Lagrangian. We are not interested in this type of symmetry breaking in this book. Instead, we will mostly discuss what is called the spontaneous symmetry breaking (SSB). This occurs when the ground state or vacuum state $|0\rangle$ is not invariant under the continuous group $G$ under which the Lagrangian is invariant. In other words, it occurs when some of the generators of $G$ do not annihilate the ground state $|0\rangle$.

As explained in the previous Chapters, we must carefully consider which one, among the infinitely many unitarily inequivalent representations of the canonical commutation relations, is the state space where our field operators are realized. It is therefore necessary to consider, along with the symmetry properties of the Lagrangian, the symmetry properties of the space for the physical states we choose to work with. Our choice might be such that the vacuum is itself invariant under the symmetry group $G$, and then no breakdown of symmetry occurs. We call such a vacuum the “normal” or symmetric vacuum (of course, since all the other states of the system are constructed from the vacuum, we implicitly refer to such states too). However, in the presence of specific boundary conditions and/or specific ranges of values of physically relevant parameters, we could also choose any one of the non-symmetric ground states; each one being associated to one of the infinitely many unitarily inequivalent representations, thus considering the possibility of symmetry breaking.

In principle, under convenient boundary conditions, everyone among the possible non-symmetric vacua can be realized in Nature. In the ferromagnets, for example, the magnetization strength may in principle assume any value up to a saturation limit: the system, driven by its dynamics (Lagrangian), “spontaneously” sets into the state characterized by a specific magnetization under given boundary conditions. This is why the breakdown of the symmetry is said to be “spontaneous”. The difference among the magnitude values of the magnetization in magnetized states provides
a measure of the “difference” among these states. Since the magnetization fully characterizes the non-symmetric vacuum of a given state space, it acts as a label for the inequivalent representations. Each one of these representations describes a different physical phase of the system. Observables, such as the magnetization, are called order parameters. The same basic dynamics (same Lagrangian invariant under $G$) may thus manifest itself into a variety of stable symmetry patterns at the level of the observables. Changes occurring in the order parameter describe transitions among the system physical phases (phase transitions).

In this Chapter and in the following one we will not consider temperature effects usually contrasting the emergence of ordered patterns, or inducing symmetry restoration. We will also omit to consider questions related to renormalization problems. Here we are mainly interested in showing that when symmetry is spontaneously broken the dynamics requires the existence of a massless particle, the Nambu–Goldstone (NG) particle, which is the carrier of the long-range correlation among the system elementary constituents [26,617,619]. In our discussion we will consider models with $U(1)$ and $SU(2)$ symmetries, with and without gauge fields. We will use the tool of the functional integration which allows to us to obtain general results, independent of the specific form of the considered model Lagrangian. Finite volume effects and spacetime dimensionality are also considered in this Chapter. The rearrangement of the symmetry into the observable symmetry patterns is described in Chapter 4.

3.2 Invariance and symmetry

The terminology “breakdown of symmetry” might suggest that the invariance of the Lagrangian under the continuous symmetry group $G$ is in some way lost when symmetry is broken. However, the invariance of the Lagrangian means that the generators of the group $G$ commute with the Hamiltonian and this determines the constants of motion. Therefore, the internal consistency of the theory requires that the invariance cannot simply disappear. The terminology such as “hidden” or “secret” symmetry has also been used in connection with symmetry breaking. The question arises of which one is the relation between the symmetry group $G$ for the Heisenberg field equations and the one for the physical field equations $G'$; the problem is the one of the mapping between the basic or Heisenberg field language and the physical field language. Such a mapping is displayed
through the dynamical map (see Chapter 2). Due to the non-linear character
of the dynamical map, which reflects non-linear dynamical effects, one
may expect that the symmetry properties at the level of the Heisenberg
field operators may manifest themselves through a mechanism of dynamical
rearrangement of symmetry at the level of physical fields. To be more
specific, we remark that one stringent requirement for the dynamical map
is that both members of the mapping (cf. Eq. (2.2)) must have the same
symmetry properties, although not necessarily term-by-term. The theory
is said to be invariant under the transformation \( g \in G \) when the basic
dynamical equations are form-invariant under \( g \). Thus we need to consider
the transformation of the Heisenberg field operator
\[
\psi(x) \rightarrow \psi'(x) = g[\psi(x)],
\]
where we have dropped the subscripts for brevity. The dynamical map
(2.2), which is a weak equality and can be schematically written as
\[
\psi(x) = \Psi[\phi(x)],
\]
implies that the transformation (3.1) is induced by the transformation, say
\( h \), of the physical field \( \phi \)
\[
\phi(x) \rightarrow \phi'(x) = h[\phi(x)],
\]
with \( h \in G' \) and such that
\[
g[\psi(x)] = \Psi[h[\phi(x)]].
\]
We say that the dynamical rearrangement of symmetry occurs when \( G' \neq G \)
[423, 424, 485, 568, 613, 617, 619, 644]. SSB thus appears as a dynamical
effect: the Lagrangian (or, equivalently, the field equations for the Heisenberg
fields) is and remains fully invariant under \( G \), while, because of the dynam-
ics, the symmetry can appear in a different form at the physical level.

This can be understood by noticing that any observation on a system
described by fields (thus endowed with an infinite number of degrees of
freedom) is a collection of local observations, so that one may miss an
infinitesimal effect of the order of magnitude of \( \frac{1}{V} \), with the volume \( V \rightarrow \infty \).
Such a local infinitesimal effect is called the infrared effect [460,570]. When
it is integrated over the whole system, it produces the difference \( G' \neq G \).
In the next Chapter we will prove that the original symmetry is restored
when the infrared effect is taken into account.

\footnote{As far as no misunderstanding arises, here and in the following we use \( \phi \) instead of \( \phi_{in \rightarrow out} \) and/or \( \phi_{out} \).}
We have observed in the previous Section that when symmetry is spontaneously broken, ordered patterns appear in the ground state or vacuum. It is then reasonable to expect that some long-range correlation modes, which create such macroscopic patterns, are present in the system. When the ordered patterns extend over the whole system, the range over which these correlation modes should be able to propagate is of the order of the system size, i.e., infinite (compared to the scale of the system microscopic component size). This implies, as we will see, that they are massless modes. These are in fact the Nambu–Goldstone modes [289,291,489,492,493]. Since they do not carry energy at their lowest (zero) momentum, creation of these modes in the ground state does not modify its (zero) energy value: the ground state where they are created (condensed) is still a stable state, namely a (degenerate) ground state. The ordered pattern becomes observable by exciting these correlation modes out of the ground state. We analyze in detail these points in the following, also considering the effects of gauge fields on symmetry breaking.

3.3 Irreducible representations of the symmetry group

Since invariance cannot be lost, the equations for the physical fields must be invariant under the “rearranged” symmetry. Thus, we are led to study the generators of the symmetry group written in terms of physical fields, i.e., we study the dynamical maps of generators in terms of normal ordered products of physical field operators. Of course, the invariance of the theory under a certain symmetry group $G$ is the invariance of the canonical field equations

$$i[\hat{H},\psi(x)] = \frac{\partial}{\partial t}\psi(x),$$

where $\hat{H}$ is the Hamiltonian.\(^2\) The invariance of (3.5) under the transformations of $\psi(x)$ belonging to the group $G$ leads to

$$i[\hat{H},D_i] = \frac{\partial}{\partial t}D_i = 0, \quad \forall i = 1,2,\ldots,m.$$ (3.6)

where $D_i$ denote the generators of $G$ and $m$ is said to be its dimension. The symmetry generators are thus time-independent and Eq. (3.6) expresses the (symmetry) “charge” conservation.

\(^2\)In this and in the following Section, we use a “hat” for the Hamiltonian, in order not to create confusion with the stability subgroup $H$. 

By using the dynamical map, the Heisenberg currents, which here are
generically denoted by $j_\mu[\psi(x)]$, can be written [617, 619] in terms of
the physical fields: $j_\mu[\psi(x)] = j_\mu[\phi(x), B(x)]$, where we denote massive fields
by $\phi(x)$ and massless fields by $B(x)$. This shows that the spacetime depend-
dence of the currents is controlled by the physical fields.

It is interesting to ask which one is the most general set of transforma-
tions which leaves invariant the free field equations. We will show in
the following Chapter that the group of transformations $G'$ for the physical
field equations is, under some quite general constraints, the In"on"u–Wigner
contraction [321, 336] of the original symmetry group $G$ [182]. In the fol-
lowing Section, we will see that the necessary and sufficient condition for
the symmetry to be spontaneously broken is that the symmetry generators
expressed in terms of the physical fields must contain terms linear in the
massless fields [423, 424, 485, 568, 617].

As a consequence of the time-independence of the symmetry gene-
rators, the non-linear part of the generator, if any, can only be a function of fields
with the same masses [568]. This means that one cannot mix particles of
different masses without supplying energy. Indeed, the time indepen-
dence of the generator means that it cannot supply energy. We express this fact
by saying that there cannot be mass differences among physical fields which
belong to the same irreducible representation of the symmetry group [423,
424, 485, 568, 581].

In the case of the mixing of neutrinos and mixing of mesons, consid-
ered in Section 2.7, particles with different masses are considered as being members of the same multiplet [77, 156]. Then, the mixing generators turn
out to be time-dependent [108] and in the infinite volume limit inequivalent representations are obtained.

3.4 Symmetry and the vacuum manifold

The invariance of the Hamiltonian $\hat{H}$ under the action of the symmetry
group $G$ is expressed by Eq. (3.6), or equivalently by

$$D^{-1}(g)\hat{H}D(g) = \hat{H}, \quad \forall g \in G. \quad (3.7)$$

Here $D(g)$ is the unitary operator representing the element $g \in G$. SSB oc-
curs, as said above, when the vacuum is invariant only under some subgroup
$H$ of $G$:

$$D(g)|0\rangle \equiv |0(g)\rangle \neq |0\rangle, \quad \forall g \in G/H. \quad (3.8)$$
The subgroup $H$ is called the vacuum stability group. Of course, we exclude that $|0\rangle$ is the null vector. Eq. (3.8) shows that for any $g \in G/H$ a “different” vacuum or ground state can be obtained. We will see below that these vacua are unitarily inequivalent and that the generators of $G/H$ can be defined only formally. Because of (3.7), the state $|0(g)\rangle$, for any $g \in G/H$, is also an eigenstate of $\hat{H}$ with the same eigenvalue as $|0\rangle$: the ground state is degenerate. Since $g$ belongs to the quotient space $G/H$ (see the Appendix C for the definition of quotient space), we can describe the set of the unitarily inequivalent vacua, i.e., the vacuum manifold in terms of coordinates on $G/H$. So the vacuum manifold can be directly identified with the quotient space $G/H$.

When SSB occurs, i.e., Eqs. (3.7) and (3.8) hold, some operator $\hat{\Phi}$ exists, whose ground state expectation value, say $\Phi^0$, called the order parameter [404] (e.g., magnetization in a ferromagnet) is non-zero: $\langle 0|\hat{\Phi}|0 \rangle \neq 0$. Whenever $g \in G/H$ changes, then also $\Phi^0$ is changed: thus $\Phi^0$ is not invariant under whole $G$ but only under $H$. The symmetry $H$ is known as the broken-phase symmetry or the ordered-phase symmetry.

The order parameter space $M$ is then defined as a space of all possible values $\Phi^0$. In the following, $M$ is used both for the vacuum manifold and the order parameter space. See Appendix I for further details on the order parameter space.

From the SSB condition (3.8) we see that the non-invariance of the vacuum $|0\rangle$ means that it is not annihilated by some (or all) of the symmetry generators. For simplicity, we assume that this happens for one of them, say, $D_n$, with some definite $n$:

$$D_n |0\rangle \neq 0,$$

where, as usual,

$$D_n = \int d^3x j^{(n)}_0(x),$$

and the integration is extended over all the (infinite) volume. $j^{(n)}_0(x)$ is the Heisenberg current for which the conservation law

$$\partial\mu j^{(n)}_{\mu}(x) = 0,$$

holds as a consequence of the invariance of the field equations. $D_n$ is time-independent due to Eq. (3.11).

Physical (free) fields $\phi(x)$ satisfy linear homogeneous equations, e.g., $\Lambda(\partial)\phi(x) = 0$, where $\Lambda(\partial)$ is a differential operator (cf. Eq. (1.132)). Invariant transformations map linear homogeneous equations into linear homogeneous equations. Therefore, the generators must induce linear transformations of physical fields $\phi(x)$ and this implies that they contain terms
at most bilinear in each of the physical fields [617]. Time-independence of the generator is ensured since these bilinear terms do not carry energy dependence [423]. These terms have the (normal ordered) operatorial form $a_i^\dagger a_j \delta_{ij}$ and therefore they annihilate the vacuum (here $a_i$ generically denotes the annihilation operator of the physical fields $\phi_i(x)$). As a consequence, the condition of SSB, Eq. (3.9), cannot be satisfied by generators which are bilinear in the fields. Note that terms of the form $a_i a_j$ and $a_i^\dagger a_j^\dagger$ are excluded for any $i, j$, since they are not time-independent terms.

On the other hand, terms linear in the field, say $B(x)$, appearing in the generators, are compatible with the invariance of the field equations only in the case $B(x)$ is a massless field. This is because linear terms in the generators induce shift of the field $B(x)$ by a constant c-number $c$:

$$B(x) \rightarrow B(x) + c.$$  
(3.12)

and only a massless field equation (for which $\Lambda(\partial)$ does not contain the mass term) is invariant under such a shift of the field. Similarly, terms linear in massive fields are excluded since they would violate the invariance of their field equations. Moreover, the hermiticity of the generators requires that both terms, linear in $B(x)$ and linear in $B^\dagger(x)$, appear in the generators. Clearly, generators containing linear terms in the fields can satisfy the SSB condition (3.9). Note that the time-independence of these linear terms in the generator is ensured by the space integration, which picks up the zero momentum contributions.

In conclusion, the necessary condition for the occurrence of SSB, Eq. (3.9), is that $D_n$ contains terms linear in the physical fields. Consistency between invariance and SSB then requires the existence of massless fields among the physical fields, since linear terms in the generators are allowed only for massless fields due to the theory invariance. We remark that the appearance in at least one of the generators of a term linear in the massless fields is also a sufficient condition for the SSB to occur [423, 424, 485, 568].

Eq. (3.9) and the translational invariance of the vacuum imply that

$$\langle 0 | D_n D_n | 0 \rangle = \int d^3 x \langle 0 | \Psi_0^{(n)}(x) D_n | 0 \rangle,$$  
(3.13)

is divergent. Note that since Eq. (3.9) implies linear terms in the massless fields, a situation similar to the one discussed in Section 2.3 occurs and then we conclude also for the present case that $\langle 0 | e^{i \alpha D_n} | 0 \rangle = 0$ and $\langle a | e^{i \alpha D_n} | b \rangle = 0$,  
(3.14)
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for any state $|a\rangle$ and $|b\rangle$ belonging to the physical space $\mathcal{H}_F$ (see also Appendix J). $\theta$ denotes the group parameter involved in the transformation. Eq. (3.14) means that $\exp(i\theta D_n)|b\rangle$, for any $|b\rangle$, does not belong to $\mathcal{H}_F$ [30, 114, 123, 619].

The generator $D_n$ is not mathematically well defined (cf. Eq. (3.13)). It is said to be not unitarily implementable. Thus, much care is required in defining and using symmetry generators in the presence of symmetry breaking. The integration in Eq. (3.10) needs to be regularized and the $D_n$ must be defined as follows:

$$D_n \equiv \lim_{f(x) \to 1} D_{f,n} = \lim_{f(x) \to 1} \int d^3 x f(x) j_n^0(x) . \quad (3.15)$$

Here $f(x)$ is a square integrable function which is a solution of the equation for the physical massless field. The limit $f(x) \to 1$ must be taken at the end of the computation. The prescription (3.15) is equivalent to perform the finite volume integration in Eq. (3.10) and the limit $V \to \infty$ at the end of the computations. In practice, one needs to consider the limit $f(x) \to 1$ of the commutators of generators.

Eq. (3.15) and the linear structure of $D_n$ imply that the corresponding $B(x)$ field is transformed under $D_n$ as the $f(x) \to 1$ limit of

$$B(x) \to B(x) + c f(x) . \quad (3.16)$$

Eqs. (3.12) and (3.16) in turn imply that $B(x)$ must be a boson field since $c$ and $f(x)$ are c-number quantities (not Grassmann quantities, which would imply dealing with anticommuting (fermion) fields).

We thus have reached the conclusion that SSB requires the existence of massless boson fields in the set of the physical fields. This is the content of the Goldstone theorem [289, 291, 489, 492, 493] and the massless bosons are called Nambu–Goldstone (NG) or simply Goldstone modes or particles. In the following Sections we prove the Goldstone theorem in the functional integral formalism.

The transformations (3.12) and (3.16) are canonical transformations. Therefore the fields $(B(x) + c)$ have well defined transformation properties under the original symmetry group, i.e., they form an irreducible representation of such a group. Thus, in the presence of SSB, there must be just enough massless bosons to form an irreducible representation of the symmetry group [423, 424, 485, 568].

The transformations (3.12) and (3.16) can be understood as regulating the condensation of the NG modes in the ground state. Since these transformations play a crucial role in recovering the original invariance of
the theory through the dynamical rearrangement of the symmetry, the NG boson condensate adjusts its distribution in such a way as to preserve the conservation of the constants of motion. The dynamical regulation of boson condensation acquires thus the physical meaning of a stability principle (the one expressed by the invariance of the theory).

When a gauge field is present in the theory, the NG boson modes do not appear in the physical particle spectrum. However, as we will see, they are still essential in controlling the structure of the ground state.

We close this Section by observing that NG quanta are not simply mathematical constructs. They are realistic physical boson particles, dynamically generated by SSB. They undergo scattering with other particles of the system or with observational probes, as for example in neutron-phonon scattering in crystals (phonons are NG quanta [617, 619]).

### 3.5 Boson transformation and inequivalent representations

The \(c\)-number \(c\) in Eq. (3.12) is sometimes called “dynamical spurion” [423, 617, 619]. It carries the symmetry information of the theory. Indeed, it is evident that, if we consider the vacuum expectation of \((B(x) + c)\)

\[
\langle 0 | (B(x) + c) | 0 \rangle = c,
\]

\(c\) can be considered as the square root of the number of the massless bosons \(B\) condensed in the vacuum \(|0\rangle\). In other words, the transformation (3.12) by inducing the boson condensation in the ground state of the system, causes the transition from the vacuum \(|0\rangle\) with zero \(B\)-particle number, \((0|B^\dagger(x)B(x)|0) = 0\), to the “new” vacuum \(|0\rangle\rangle\) with non-zero number \(|c|^2\) of \(B\)-particles condensed in it: \((0|(B^\dagger(x) + c^*)(B(x) + c)|0) = |c|^2 \equiv \langle\langle 0 | B^\dagger(x)B(x) | 0 \rangle\rangle\). Since \(c\) is spacetime-independent, (3.12) induces a *homogeneous* boson condensation. The ordered patterns observed in the ground state \(|0\rangle\rangle\) as a consequence of symmetry breaking are in this way described as a result of the boson condensation.

In full generality, many \(c\)-numbers \(c, c', \ldots\) may be allowed. The spurion set \(\{c\}\) is the carrier of the original symmetry quantum numbers. The boson condensation acts as a printing process of these symmetry properties on the ground state. This printing does not require any supply of energy since the bosons are massless. It follows that the original conservation laws implied by the invariance, can be recovered only if one takes into account the quantum numbers of these spurious [423, 424, 485, 568].
The fact that the transformation (3.12) is not unitarily implementable (cf. previous Section) means that ground states related to each other by the transformation (3.12) are unitarily inequivalent ground states, each one classified or labeled by $c$ (cf. Eq. (3.17)). This implies that we have a multiplicity of degenerate ground states (zero energy eigenvectors).

Eq. (3.16) is called the **boson transformation**. The transformation (3.16) where the limit $f(x) \to 1$ is not taken is said to induce **non-homogeneous boson condensation**. Of particular interest will be the situation where the function $f(x)$, which is always required to be a solution of the equation for the physical field under consideration, carries some kind of singularity (e.g., a divergent or a topological singularity).

In conclusion, the dynamics of the physical system is described by the basic (Heisenberg) field equations. Different boundary conditions correspond to different solutions of the dynamics. Each solution is described in terms of states belonging to different (i.e., unitarily inequivalent) Fock spaces. Transformations like (3.12) or (3.16) with different choices of (singular) $f(x)$, relate the various dynamical solutions. In such a way the physical meaning of unitary inequivalence is fully manifest. The existence in QFT of infinitely many unitarily inequivalent representations of the canonical commutation relations is thus the pre-requisite for the possibility of symmetry breaking (and thus of physically different phases of the system). In Quantum Mechanics these phenomena cannot occur since all the representations are unitarily equivalent (the von Neumann theorem [648], cf. Chapter 1).

We recall that the generator (1.65) introduced in the discussion of the von Neumann theorem is linear in the field operators. As seen in the present Chapter, such a linearity plays quite a relevant a role in the symmetry breaking phenomenon. Similarly, in the examples of Section 2.3, such a kind of linear generator enters as a part of the model Hamiltonian with the consequences discussed there. Suppose that the shift of the $B$ fields discussed above is not related with changes in the system temperature, but with some parameters appearing in the Hamiltonian (or with some combinations of them such as $g_k$ and $\theta_k$ in the examples of Section 2.3). Then the transitions through the inequivalent representations induced by the $B$ field shift are also called **quantum phase transitions** [545].

Finally, note that the boson condensation consequent to the breakdown of symmetry produces a coherent pattern in the ground state. This follows from the fact that the generators $D_n$, being linear in the field operator (similar to (1.65)), can be identified with the generator of the coherent states, as remarked at the end of Section 1.6.
3.6 Spontaneous symmetry breaking and functional integrals

The functional integration method is very useful for the study of symmetry properties since field transformations can be dealt with simply as change of integration variables. Moreover, it allows us to obtain results which are model-independent. This is because their derivation depends on the symmetry of the Lagrangian, rather than on its explicit form. The results concerning the symmetry behavior of the theory are thus independent of approximations and of general character.

Here we will not present a general introduction to the path-integral or functional method or formalism [273, 384, 541, 559, 586, 620], which is, however, discussed in some detail in Section 6.3. In this Section, we use it for the study of symmetry breaking.

In the path-integral method one considers the so-called generating functional from which one can derive directly and unambiguously the Green’s functions of the theory. However, much care is needed to be able to distinguish between symmetric and asymmetric, or spontaneously broken, solutions [450, 451]. One reason for this lies in the fact that the field equations are not sufficient to determine the solution uniquely. One needs to specify the boundary conditions of the problem and also to assign the proper representation among the many unitarily inequivalent ones. In other words, in QFT one should be able to incorporate in the generating functional the information of the chosen representation, e.g., the symmetric or the asymmetric vacuum representation (in QM this problem does not exist and this makes the functional method in QFT slightly different from the path-integral formalism in QM [234, 235, 238, 384]). This is a non-trivial problem to be solved and specific cases exist where ambiguities may emerge. As an example of these cases we consider the model for a real massless scalar field $\varphi(x)$ in the absence of gauge fields.

The Lagrangian density (when no misunderstanding arises we will simply call it the Lagrangian) is:

$$\mathcal{L} = \frac{1}{2} \partial^{\mu} \varphi(x) \partial_{\mu} \varphi(x). \quad (3.18)$$

The symmetry of the Lagrangian under the translations in the $\varphi$-space

$$\varphi(x) \rightarrow \varphi(x) + \lambda, \quad (3.19)$$

with $\lambda$ constant, is not a symmetry for the vacuum. Thus, $\langle 0 | \varphi(x) | 0 \rangle = \text{const.} \neq 0$, describes the asymmetric solution, where the constant is related to $\lambda$. $\langle 0 | \varphi(x) | 0 \rangle = 0$ corresponds to the symmetric solution.
Our first task is to show how the information of SSB can be incorporated in the functional integral.

The generating functional for the Green’s function is

$$Z[J] = N \int D\varphi \exp \left[ i \int d^4 x \left( \mathcal{L} + J(x)\varphi(x) \right) \right],$$

(3.20)

where $\int D\varphi$ denotes functional integration and $N$, introduced for the normalization $Z[J] = 1$ at $J = 0$, is given by

$$N^{-1} = \int D\varphi \exp \left[ i \int d^4 x \mathcal{L} \right].$$

(3.21)

As usual, the $J(x)$-term has been added to the action. It denotes the source term for the $\varphi(x)$ field. After the computation it should be put equal to zero in order to restore the original dynamical problem specified by the Lagrangian (3.18). We observe that adding the $J$ source term is not simply a mathematical expedient. Actually, the source term does describe the concrete physical operation of preparing our system (e.g., preparing by use of a filter the beam of the wanted particles) [620]. Therefore, the source term has the form of the field $\varphi$ interacting with an external device described by the field $J$, the source field, indeed. A different experimental setting, implying a different source, say $J'$, would be described by a different generating functional $Z[J']$. Observables, however, must not depend on the specific experimental arrangement used for the preparation of the system, i.e., they must not depend on the source term used in $Z$. Thus we put $J = 0$ after the computation. On the other hand, the formal usefulness of the source term resides in the fact that by operating with the functional derivative operator with respect to $J$ on $Z$ we obtain the functional average of the field $\langle \varphi \rangle$ which, in the functional approach, corresponds to the vacuum expectation value of the field operator $\hat{\varphi}$:

$$\left( -i \delta \frac{\delta}{\delta J(x)} Z[J] \right)_{J=0} = \langle \varphi(x) \rangle \equiv \langle 0 | \hat{\varphi}(x) | 0 \rangle.$$  

(3.22)

Higher order derivatives naturally give many-point correlation functions.

The points which make the phase stationary are those which mostly contribute to the functional integral $Z[J]$. The condition for the stationary phase $\delta L = 0$, with $L \equiv \int d^3 x (\mathcal{L} + J\varphi)$, computed by neglecting surface terms, is

$$\partial^2 \varphi(x) = J(x),$$

(3.23)

where ($\partial^2 \equiv \partial_\mu \partial^\mu$). Eq. (3.23) expresses the fact that $J(x)$ is the source for the $\varphi$ field. It is invariant under (3.19). This means that the set of
stationary points is an open line in the $\phi(x)$ space. We will see that the contribution of all the points of this line makes $Z[J]$ undetermined.

Eq. (3.23) is formally solved by

$$\varphi_0(x) = \int d^4y G(x,y)J(y) , \quad (3.24)$$

with the Green’s function $G(x,y) = \langle x|1/\partial^2|y \rangle$, $\partial^2 G(x,y) = \delta^{(4)}(x-y)$.

Of course, we need to give a prescription in order to avoid the singularity in the Green’s function.

In the numerator of $Z[J]$ given by (3.20) we expand $\varphi$ around $\varphi_0(x)$

$$\varphi(x) = \varphi'(x) + \varphi_0(x) . \quad (3.25)$$

This does not change the generating functional since it amounts to the change of the integration variable (note that $D\varphi = D\varphi'$). We then obtain

$$Z[J] = \exp \left[ \frac{i}{2} \int d^4x d^4y J(x) G(x,y)J(y) \right] . \quad (3.26)$$

From this, by use of (3.22), we have

$$\langle 0|\hat{\varphi}(x)|0 \rangle = 0 . \quad (3.27)$$

We thus obtain the symmetric vacuum expectation value. The broken symmetry condition $\langle 0|\hat{\varphi}(x)|0 \rangle \neq 0$ cannot be reached from (3.26).

Actually, we realize that the definition (3.20) of $Z[J]$ is ambiguous since the same expression (3.20) gives us a result different from (3.26) depending on the way we proceed in its computation. Indeed, let us first make the change of integration variable (3.19), $\varphi(x) \rightarrow \varphi(x) + \lambda$, in (3.20) and after that the further change of variable (3.25). The final result should not depend on these changes of integration variables. Instead, we now obtain

$$Z[J] = \exp \left[ i\lambda \int d^4x J(x) \right] \exp \left[ \frac{i}{2} \int d^4x d^4y J(x) G(x,y)J(y) \right] , \quad (3.28)$$

which differs from (3.26) and leads to

$$\langle 0|\hat{\varphi}(x)|0 \rangle = \lambda . \quad (3.29)$$

In conclusion, the ambiguity arises since the invariance of the Lagrangian under a continuous transformation of the fields implies an extended continuous domain of stationary points for the $Z[J]$ phase, thus making $Z[J]$ undetermined. This suggests that in order to eliminate this ambiguity we need to introduce a term which breaks the symmetry, thus reducing the domain of stationary points to a single point. In this way we introduce in the functional integral the information of the boundary condition selecting
the solution we are interested in (in this case the symmetric or the asymmetric solution) [450, 451, 619]. The generating functional is then modified as follows

\[ Z[J] = N \int D\varphi \exp \left[ i \int dx \left( \mathcal{L} + J\varphi + i\frac{\epsilon}{2}(\varphi - v)^2 \right) \right], \quad (3.30a) \]

\[ N^{-1} = \int D\varphi \exp \left[ i \int d^4x \mathcal{L} + i\frac{\epsilon}{2}(\varphi - v)^2 \right], \quad (3.30b) \]

where \( v \) is a constant and the symmetry-breaking term is the \( \epsilon \)-term. The limit \( \epsilon \to 0 \) is understood to be taken at the end of the calculations.

The stationary point equation (3.23) now becomes

\[ (\partial^2 - i\epsilon)\varphi(x) = J(x) - i\epsilon v, \quad (3.31) \]

which is not invariant under (3.19): the set of stationary points now contains one single point whose position depends on \( v \). Eq. (3.31) is formally solved by

\[ \varphi_0(x) = v + \int d^4y G(x,y)J(y), \quad (3.32) \]

with the Green’s function now given by \( G(x,y) = \langle x \mid 1/(\partial^2 - i\epsilon) \mid y \rangle \), \( \partial^2 G(x,y) = \delta^{(4)}(x-y) \). Proceeding as above we now obtain

\[ Z[J] = \exp \left[ iv \int d^4x J(x) \right] \exp \left[ \frac{i}{2} \int d^4xd^4y J(x) \langle x \mid \frac{1}{\partial^2 - i\epsilon} \mid y \rangle J(y) \right], \quad (3.33) \]

to be compared with (3.26). On the other hand, performing in (3.30) the transformation (3.19) induces in (3.33) the factor \( \exp \left[ i\lambda \int d^4x J \right] \) and at the same time \( v \) is replaced by \( v - \lambda \). Thus \( Z[J] \) does not change under (3.19). It is now not ambiguous. From (3.33) we have

\[ \langle \varphi(x) \rangle = v, \quad (3.34) \]

which gives us the symmetric solution when \( v = 0 \); otherwise, when \( v \neq 0 \), the asymmetric one.

The \( \epsilon \)-term prescription also implies the correct regularization of the Green’s function, which is indeed the Feynman propagator when \( \epsilon > 0 \).

In conclusion, the role of the \( \epsilon \)-term is to specify the condition of symmetry breaking under which we want to compute the functional integral [450, 451]. Since it contributes to the source term (cf. (3.31)), it can be interpreted as describing the preparation of the system, namely it may be given the physical meaning of the small external field triggering the breakdown of symmetry. If the dynamics allows the symmetry broken
solution, the asymmetric solution must survive to the turning off of such an $\epsilon$-field (the $\epsilon \to 0$ limit).

Thus, we have learned how to cure possible ambiguities in the generating functional by introducing in the functional integral a term carrying the information of the representation where we want to work.

We observe that the $\epsilon$-term may represent the system interaction with a measuring device or observer or the environment, which may turn into pushing the system into a specific inequivalent representation [146].

### 3.7 The Goldstone theorem

We now prove the Goldstone theorem by use of the functional formalism in theories without gauge fields. We consider the $U(1)$ complex scalar model and, as an example of a non-Abelian theory, the $SU(2)$ ferromagnetic model. In the following Chapter we study the rearrangement of symmetry in these cases. In Section 3.8 we consider the case in which gauge fields are present. In particular, we will study the complex scalar model with $U(1)$ local gauge symmetry.

#### 3.7.1 $U(1)$ symmetry

We consider the Heisenberg complex scalar field $\phi(x)$ with Lagrangian $\mathcal{L}[\phi(x)]$ invariant under global phase transformations (the $U(1)$ symmetry):

$$\phi(x) \to e^{i\theta} \phi(x).$$

(3.35)

We write $\phi(x)$ as $\phi(x) = \frac{1}{\sqrt{2}} [\psi(x) + i \chi(x)]$ and assume SSB, i.e.,

$$\tilde{v} \equiv \langle \psi(x) \rangle = \sqrt{2} \langle \phi(x) \rangle \neq 0.$$  

(3.36)

The quantity $\tilde{v}$ is called the (renormalized) order parameter. In the following Section we consider the case of local phase invariance where $\theta = \theta(x)$.

Although in the present case the generating functional does not present the ambiguities discussed in the previous example, nevertheless, as we will see below, the asymmetric solution cannot be obtained without the introduction of the $\epsilon$-term [450, 451].

The generating functional is thus defined as [450, 451]:

$$Z[J, J^*] = \mathcal{N} \int D\phi D\phi^* \exp \left[ i \int d^4 x (\mathcal{L} + J^* \phi + J \phi^* + i \epsilon |\phi - v|^2) \right].$$  

(3.37a)

$$\mathcal{N}^{-1} = \int D\phi D\phi^* \exp \left[ i \int d^4 x (\mathcal{L} + i \epsilon |\phi - v|^2) \right].$$  

(3.37b)
In general, \( v \) can be a complex number; here for simplicity we assume it is a real constant. The \( \epsilon \)-term is not invariant under the phase transformation. As usual, the limit \( \epsilon \to 0 \) must be made at the end of the computations.

We observe that the above is not the only possible choice for the \( \epsilon \)-term: in general, any \( \epsilon \)-term breaking the symmetry of the Lagrangian can be used. In our case, the introduction of the \( \epsilon \)-term is equivalent to the replacement \( J \to J - i \epsilon \times \text{const.} \). However, the prescription of shifting the source \( J \) is not so general as the \( \epsilon \)-term procedure. For example, the shift cannot be applied when \( \varphi \) is a fermion field, since in that case the source is a Grassmann quantity and the shift constant has to be a Grassmann number [450, 451], while the \( \epsilon \)-term is not a Grassmann quantity.

We use the notation

\[
\langle F[\varphi] \rangle_{J,\epsilon} \equiv \mathcal{N} \int D\varphi D\varphi^* F[\varphi] \exp \left[ i \int d^4x \left( \mathcal{L} + J^\dagger \varphi + J \varphi^* + i\epsilon |\varphi - v|^2 \right) \right],
\]

(3.38)

with \( \langle F[\varphi] \rangle_{\epsilon} \equiv \langle F[\varphi] \rangle_{J,\epsilon} |_{J=0} \), \( \langle F[\varphi] \rangle_{\epsilon} \equiv \lim_{\epsilon \to 0} \langle F[\varphi] \rangle_{\epsilon} \). We also put

\[
J(x) = \frac{1}{\sqrt{2}} \left[ J_1(x) + iJ_2(x) \right],
\]

(3.39a)

\[
\rho(x) \equiv \psi(x) - \langle \psi(x) \rangle_{\epsilon}.
\]

(3.39b)

Note that \( \langle \chi(x) \rangle_{\epsilon} = 0 \) because of the invariance under \( \chi \to -\chi \).

Since the functional integral (3.37) is unaltered by the change of variable \( \phi(x) \to e^{i\theta} \phi(x) \), then \( \partial Z[J] / \partial \theta = 0 \). The fundamental identity follows:

\[
i \int d^4x (J_2(x) \psi(x) - J_1(x) \chi(x))_{\epsilon,J} = \sqrt{2} \epsilon v \int d^4x \langle \chi(x) \rangle_{\epsilon,J}.
\]

(3.40)

By using \( \frac{\delta}{\delta J_2(x)} \) and \( \frac{\delta^2}{\delta J_1(x) \delta J_2(y)} \) on Eq. (3.40) we get:

\[
\langle \psi(x) \rangle_{\epsilon} = \sqrt{2} \epsilon v \int d^4y \langle \chi(x) \chi(y) \rangle_{\epsilon} \equiv \sqrt{2} \epsilon v \Delta_\chi(\epsilon,0),
\]

(3.41)

\[
\langle \rho(x) \rho(y) \rangle_{\epsilon} - \langle \chi(x) \chi(y) \rangle_{\epsilon} = \sqrt{2} \epsilon v \int d^4z \langle \chi(z) \chi(x) \rho(y) \rangle_{\epsilon},
\]

(3.42)

where \( \Delta_\chi(\epsilon,0) \) denotes the two-point function at \( p^2 = 0 \) and non-zero \( \epsilon \). Eqs. (3.41) and (3.42) are Ward–Takahashi identities [598, 619, 656]. Note that without the introduction of the \( \epsilon \)-term the r.h.s. of Eq. (3.41) would be identically zero and the asymmetric solution (3.36) would never be obtained.

In momentum space the propagator for the field \( \chi \) has the general form

\[
\Delta_\chi(0,p) = \lim_{\epsilon \to 0} \left[ \frac{Z_\chi}{p^2 - m_\chi^2 + i\epsilon a_\chi} + \text{(continuum contributions)} \right].
\]

(3.43)
$Z_\chi$ and $a_\chi$ are renormalization constants. Due to the presence of $\exp^{-ip(x-y)}$ in $\langle \chi(x)\chi(y) \rangle$, the integration in $d^4y$ in Eq. (3.41) picks up the pole contribution at $p^2 = 0$, and leads to

\[ \tilde{\nu} = \sqrt{2} \frac{Z_\chi}{a_\chi} \nu \quad \Leftrightarrow \quad m_\chi = 0, \quad (3.44a) \]
\[ \tilde{\nu} = 0 \quad \Leftrightarrow \quad m_\chi \neq 0. \quad (3.44b) \]

This is nothing but the Goldstone theorem [289, 291, 492, 493]: if the symmetry is spontaneously broken ($\tilde{\nu} \neq 0$), a massless mode exists, whose interpolating Heisenberg field is $\chi(x)$ (see Section 2.2). This is the NG boson mode: since it is massless it manifests as a long-range correlation mode. Notice that in the present case of a complex scalar field model the NG mode is an elementary field. In other models it may appear as a bound state, e.g., the magnon in ferromagnets [570].

Eqs. (3.44) show that real $\nu$ implies real $\tilde{\nu}$. One can show [450,451] that

\[ \frac{\partial}{\partial \nu} \langle \psi(x) \rangle_\epsilon = \sqrt{2} \epsilon \int d^4y \langle \rho(x)\rho(y) \rangle_\epsilon, \quad (3.45) \]

by using Eqs. (3.41) and (3.42). Because $m_\rho \neq 0$, the r.h.s. of Eq. (3.45) vanishes in the limit $\epsilon \to 0$; therefore $\tilde{\nu}$ is independent of the magnitude of $\nu$: as in ferromagnets, once an external magnetic field is switched on, the system is magnetized independently of the strength of the external field.

When $\nu$ is assumed to be complex, then one can show that the phase of $\nu$ determines the one of $\tilde{\nu}$. We also observe that Eq. (3.42) gives

\[ \Delta^{-1}_\chi(p) - \Delta^{-1}_\rho(p) = \tilde{\nu} \Gamma_{\chi\rho}(0, p, -p), \quad (3.46) \]

which is the usual WT-identity relating propagators and vertex function. Note that, when $\rho$ is massive, it is unstable due to the $\chi\chi\rho$ coupling.

We remark that by assuming that an expansion of asymmetric Green's functions in terms of symmetric ones exists, each term of the expansion should carry a power of asymmetric parameters. Then the expansion would be a power expansion in $\epsilon v$. Thus, each term would approach to zero in the $\epsilon \to 0$ limit, meaning that the expansion would not make any sense. This confirms the impossibility of expanding asymmetric states in terms of symmetric ones (cf. Sections 1.7 and 2.3).
3.7.2 \textit{SU}(2) symmetry

As a physically interesting example we consider the itinerant electron model of ferromagnetism [570,571]. Another interesting example is the one of the isospin vector fields reported in [460].

Let \( \psi(x) \) denote the electron field operator:\(^3\)

\[
\psi(x) = \begin{pmatrix} \psi_\uparrow(x) \\ \psi_\downarrow(x) \end{pmatrix},
\]

with \( \uparrow \) and \( \downarrow \) denoting the field spin up or down, respectively. Under \( SU(2) \) \( \psi(x) \) transforms as

\[
\psi(x) \rightarrow \psi'(x) = \exp(i\theta_i \tau_i(x))\psi(x), \quad i = 1, 2, 3,
\]

with \( \tau_i = \frac{\sigma_i}{2} \), \( \sigma_i \) the Pauli matrices, and \( \theta_i \) a triplet of real continuous group parameters (the rotation angles in the spin-space).

We do not need to specify the explicit form of the Lagrangian. We only require that it is invariant under the \( SU(2) \) group of rotations (3.48) in the spin space. We denote by \( S^{(i)}(x), i = 1, 2, 3, \) the \( SU(2) \) generators:

\[
[S^{(i)}(x), S^{(j)}(x)] = i\epsilon_{ijk} S^{(k)}(x).
\]

The explicit form of the generators \( S^{(i)}(x) \) in terms of the anticommuting fields \( \psi(x) \) can be given for example by \( S^{(i)}_\psi(x) = \psi^\dagger(x) \frac{\sigma_i}{2} \psi(x) \). Most of our conclusions will be, however, independent of the specific form of \( S^{(i)}(x) \). In the case of localized spins, we may introduce \( S^{(i)}(x_l) \), where \( x_l \) denotes the \( l^{th} \) lattice site, and the (total) \( SU(2) \) generators

\[
S^{(i)} = \sum_l S^{(i)}(x_l), \quad i = 1, 2, 3,
\]

\[
[S^{(i)}, S^{(j)}] = i\epsilon_{ijk} S^{(k)}.
\]

The invariance of the Lagrangian under \( SU(2) \) implies: \( \mathcal{L}[\psi(x)] = \mathcal{L}[\psi'(x)]; \) the ground state, which we denote by \( |0\rangle \), is, however, assumed to be not invariant under the full \( SU(2) \) group but only under the subgroup \( U(1) \) of the rotations around the 3rd axis in the spin-space.

The Green’s function generating functional is

\[
Z[J, j, n] = \mathcal{N} \int D\psi D\psi^\dagger \exp \left[ i \int dt \left( \mathcal{L}[\psi(x)] + J^\dagger(x)\psi(x) + \psi^\dagger(x) J(x) \\
+ j^\dagger(x) S^{(\uparrow)}_\psi(x) + S^{(\downarrow)}_\psi(x) j(x) + S^{(3)}_\psi(x) n(x) - i\epsilon S^{(3)}_\psi(x) \right) \right],
\]

\[
\mathcal{N}^{-1} = \int D\psi D\psi^\dagger \exp \left[ i \int dt \left( \mathcal{L}[\psi(x)] - i\epsilon S^{(3)}_\psi(x) \right) \right].
\]

\(^3\)Throughout this and the following Chapter, the same symbols will often be used to denote both Heisenberg field operators and c-number fields. Which one of the two cases applies will be clear from the context.
Here the spin densities, made of $\psi(x)$, are $S_{\psi}^{(\alpha)}(x)$, $\alpha = +, -, 3$, with $S_{\psi}^{(\pm)}(x) \equiv S_{\psi}^{(1)}(x) \pm i S_{\psi}^{(2)}(x)$. The electron fields $\psi$, $\psi\dagger$ and their sources $J$, $J\dagger$ anticommute; the sources $j, j\dagger, n$ are commuting c-numbers. The $\epsilon$-term has been discussed above and the limit $\epsilon \rightarrow 0$ has to be taken at the end of the computation. We then introduce a notation similar to the one introduced in (3.38) and recall that in the functional integral formalism the functional average $\langle F[\psi] \rangle$ agrees with the ground state expectation value of $T(F[\psi])$ where $T$ denotes the time-ordered products of the Heisenberg fields $\psi$ and $\psi\dagger$:

$$\langle F[\psi] \rangle = \langle 0 | T(F[\psi]) | 0 \rangle.$$ (3.52)

The ground state expectation values of time-ordered products of $\psi$ and $\psi\dagger$, i.e., the Green’s functions, are now obtained by repeated functional derivatives of $Z[J, j, n]$ with respect to the respective sources $\frac{\partial}{\partial J}$ and $\frac{\partial}{\partial j}$ followed by the limits of $J$, $j$ and $n$ going to zero. We observe that the presence of the source terms with $j$ and $n$ allows the study of the behavior of the spin densities without specifying the dependence of $S_{\psi}^{(i)}$ on $\psi$.

For $\theta_i$ infinitesimal, $S_{\psi}^{(i)}$ transforms as

$$S_{\psi}^{(i)}(x) \rightarrow S_{\psi}^{(i)\prime}(x) = S_{\psi}^{(i)}(x) - \epsilon_{ijk} \theta_j S_{\psi}^{(k)}(x).$$ (3.53)

Let us now put $J = 0 = n$ and perform the change of variables (3.48) in the numerator of (3.51). Since a change of variables does not change the integration, we have

$$\frac{\partial Z}{\partial \theta_l} = 0.$$ (3.54)

By operating with $\frac{\delta}{\delta j(y)}$ on this and putting $j = 0$ we then obtain

$$\langle \epsilon_{1lk} + i \epsilon_{2lk} \rangle \langle S_{\psi}^{(k)}(y) \rangle_\epsilon = - \epsilon \epsilon_{3lk} \int d^4x \langle S_{\psi}^{(k)}(x) S_{\psi}^{(+)}(y) \rangle_\epsilon.$$ (3.55)

Similarly, operating with $\frac{\delta}{\delta j\dagger(y)}$ and putting $j = 0$ leads to

$$\langle \epsilon_{1lk} - i \epsilon_{2lk} \rangle \langle S_{\psi}^{(k)}(y) \rangle_\epsilon = - \epsilon \epsilon_{3lk} \int d^4x \langle S_{\psi}^{(k)}(x) S_{\psi}^{(-)}(y) \rangle_\epsilon.$$ (3.56)

These last two equations lead to

$$\epsilon_{1lk} \langle S_{\psi}^{(k)}(y) \rangle_\epsilon = - \epsilon \epsilon_{3lk} \int d^4x \langle S_{\psi}^{(k)}(x) S_{\psi}^{(1)}(y) \rangle_\epsilon.$$ (3.57)

$$\epsilon_{2lk} \langle S_{\psi}^{(k)}(y) \rangle_\epsilon = - \epsilon \epsilon_{3lk} \int d^4x \langle S_{\psi}^{(k)}(x) S_{\psi}^{(2)}(y) \rangle_\epsilon.$$ (3.58)
From these equations we have for \( l = 1 \) and \( l = 2 \):

\[
0 = \epsilon \int d^4x \langle S^{(2)}(x)S^{(1)}(y) \rangle \epsilon, \tag{3.59}
\]

\[
\langle S^{(3)}_\psi(y) \rangle \epsilon = \epsilon \int d^4x \langle S^{(1)}_\psi(x)S^{(1)}_\psi(y) \rangle \epsilon, \tag{3.60}
\]

\[
\langle S^{(3)}_\psi(y) \rangle \epsilon = \epsilon \int d^4x \langle S^{(2)}_\psi(x)S^{(2)}_\psi(y) \rangle \epsilon, \tag{3.61}
\]

and for and \( l = 3 \):

\[
\langle S^{(3)}_\psi(y) \rangle \epsilon = 0. \tag{3.62}
\]

We now write

\[
\langle S^{(i)}_\psi(x)S^{(i)}_\psi(y) \rangle \epsilon = i \int \frac{d^4p}{(2\pi)^4} e^{-ip(x-y)} \rho_i(p)
\times \left( \frac{1}{p_0 - \omega_p + i\epsilon a_i} - \frac{1}{p_0 + \omega_p - i\epsilon a_i} \right) + \text{c.c.}, \quad i = 1, 2, 3. \tag{3.63}
\]

Here our notation is \( p(x-y) = p_0(t_x - t_y) - \mathbf{p} \cdot (\mathbf{x} - \mathbf{y}) \) and \( \omega_p \) is the energy of a quasiparticle which is a bound state of electrons. \( a_i \) is a renormalization constant. We will prove that the spectral density \( \rho_i(p) \) is not zero, which proves the existence of such a bound state. The corresponding field will be denoted by \( B(x) \) in Section 4.2.1. The explicit dynamical calculation can be done provided the specific form of the Lagrangian is assigned (see, e.g., [571] and [619]). It is, however, remarkable that our general treatment based on symmetry considerations proves the existence of such a bound state in a model-independent way, since we have not specified the Lagrangian form except for its invariance properties. The continuum contribution ("c.c." in (3.63)) comes from states which contain more than one quasiparticle. The singularities in the Feynman Green's functions are defined as usual by \( \omega_p - i\eta \) with infinitesimal \( \eta \). In (3.63) we have introduced \( a_1 = \frac{2}{\epsilon} \). We note that since \( S^{(i)}_\psi \) are hermitian, \( \rho_i(p) \) cannot be negative.

By operating with \( \left[ \frac{\delta}{\delta y_i(x)} \right] \left[ \frac{\delta}{\delta y_j(y)} \right] \) and \( \left[ \frac{\delta}{\delta y_i(x)} \right] \left[ \frac{\delta}{\delta y_j(y)} \right] \) on (3.54), putting then \( j = 0 \) and subtracting we have

\[
\langle S^{(1)}_\psi(x)S^{(1)}_\psi(y) \rangle \epsilon = \langle S^{(2)}_\psi(x)S^{(2)}_\psi(y) \rangle \epsilon, \tag{3.64}
\]

which gives \( \rho_1(p) = \rho_2(p) \) and \( a_1 = a_2 \). The magnetization is given by \( g\mu_B \langle S^{(3)}_\psi(x) \rangle \epsilon \) with \( \mu_B \) the Bohr magneton. We will use the notation

\[
M(\epsilon) = \langle S^{(3)}_\psi(x) \rangle \epsilon \tag{3.65}
\]

and

\[
M = \lim_{\epsilon \to 0} M(\epsilon). \tag{3.66}
\]
Eqs. (3.60) and (3.61) give
\[ M(\epsilon) = i\epsilon \Delta_i(\epsilon, 0), \quad i = 1, 2, \quad (3.67a) \]
\[ \Delta_i(\epsilon, p) = \rho_i(p) \left( \frac{1}{p_0 - \omega_p + i\epsilon a_i} - \frac{1}{p_0 + \omega_p - i\epsilon a_i} \right), \quad (3.67b) \]
which shows that non-vanishing \( M \) in the \( \epsilon \rightarrow 0 \) limit is allowed only provided \( \omega_p = 0 \) at \( p = 0 \), i.e., only provided a gapless boson exists. We further have
\[ M = \frac{2\rho}{a}, \quad (3.68) \]
where \( \rho = \rho_1 = \rho_2 \) and \( a = a_1 = a_2 \).

In the case of localized spins, the integration of \( p \) is confined to the domain
\[ -\frac{\pi}{d} < p_1 < \frac{\pi}{d}, \quad (3.69) \]
where \( d \) is the lattice length and use of the formula
\[ \frac{v}{(2\pi)^3} \sum_l e^{-i\mathbf{p} \cdot \mathbf{x}_l} = \delta^{(3)}(p), \quad (3.70) \]
with \( v \) the volume of unit lattice, is required in the derivation of Eq. (3.67).

In conclusion, we have shown that Eq. (3.65), along with non-zero \( M \), requires the existence of gapless bosons, i.e., the magnons, which are the NG bosons of the breakdown of the spin \( SU(2) \) symmetry. In practical computations the magnon is a bound state of electrons and is treated by the Bethe–Salpeter equation [619]. As is well known, the magnons are the long-range correlations responsible for ferromagnetic ordering [322, 619, 652]. They are the spin wave quanta. Thus, ordering is originated from the spontaneous breakdown of the \( SU(2) \) symmetry, through the dynamical generation of the NG gapless bound states (the magnons).

We now calculate \( \rho \). \( M \) is the local spin density in the third direction. The total spin in this direction is then \( NM \), where \( N \) is the number of lattice points. Thus, the ground state expectation value of \( S^2 \) is given by
\[ \langle 0 | S^2 | 0 \rangle = NM(NM + 1). \quad (3.71) \]
By assuming \( t_k < t_l \) in Eq. (3.63), with \( i = 1, 2 \), and performing the limit \( t_k \rightarrow t_l \) (same result is obtained by assuming \( t_l < t_k \), we find, using Eq. (3.70), that
\[ \langle 0 | S^i S^i | 0 \rangle = \rho N \quad \text{for} \quad i = 1, 2. \quad (3.72) \]
Therefore, \( \langle 0 | S^2 | 0 \rangle = 2 \rho N + (NM)^2 \) and comparing with (3.71) we obtain
\[
\rho = \frac{1}{2} M, \quad (3.73)
\]
which gives
\[
\frac{M}{2 \rho^{1/2}} = \left( \frac{M}{2} \right)^{1/2}, \quad (3.74)
\]
and \( a = 1 \).

### 3.8 Spontaneous symmetry breaking in local gauge theories

In this Section we study SSB in models where a gauge field is present. In particular, we study the complex scalar field model with \( U(1) \) local gauge symmetry and the chiral gauge model. We show that the Goldstone theorem holds and that the gauge field acquires a mass, a feature which, together with the disappearance of the NG modes from the physical spectrum, which is discussed in Chapter 4, is referred to as the Englert–Brout–Higgs–Guralnik–Hagen–Kibble mechanism [24, 25, 220, 305, 323–325, 370, 490], or sometimes [449, 617, 619] as the Anderson–Higgs–Kibble mechanism. In the following, however, for brevity we adopt the short naming “Higgs mechanism”, which is usually adopted in particle physics literature.

#### 3.8.1 The \( U(1) \) local gauge model

We consider as an example the model with \( U(1) \) local gauge symmetry, where the complex scalar field \( \phi(x) \) is interacting with a gauge field \( A_\mu(x) \) (the so-called Goldstone–Higgs-type model) [24, 325, 370, 449]. The Lagrangian density \( \mathcal{L}[\phi(x), \phi^*(x), A_\mu(x)] \) is invariant under the global and the local gauge transformations:
\[
\phi(x) \to e^{i\theta} \phi(x), \quad A_\mu(x) \to A_\mu(x), \quad (3.75)
\]
\[
\phi(x) \to e^{i\epsilon_0 \lambda(x)} \phi(x), \quad A_\mu(x) \to A_\mu(x) + \partial_\mu \lambda(x), \quad (3.76)
\]
respectively, where \( \lambda(x) \to 0 \) for \( |x_0| \to \infty \) and/or \( |x| \to \infty \).

We also put
\[
\phi(x) = \frac{1}{\sqrt{2}} [\psi(x) + i \chi(x)], \quad \rho(x) = \psi(x) - \langle \psi(x) \rangle, \quad (3.77)
\]
We will use the Lorentz gauge:

$$\partial_\mu A_H^\mu(x) = 0,$$  \hspace{1cm} (3.78)

where $A_H^\mu(x)$ is the Heisenberg operator gauge field.$^4$ SSB is introduced through the condition

$$\langle 0|\phi_H(x)|0\rangle \equiv \tilde{v} \neq 0,$$  \hspace{1cm} (3.79)

with $\tilde{v}$ constant and $\phi_H(x)$ the Heisenberg field operator for $\phi(x)$. Notice that here and in the following, whenever no confusion may arise, we use the same symbols $\phi$, $A_\mu$ for the Heisenberg field operators as well as for the corresponding c-number fields appearing in the functional integral.

The generating functional is $^{[449]}$

$$Z[J,K] = \mathcal{N} \int DA_\mu D\phi D\phi^* DB \exp \left[i \int d^4x \left(\mathcal{L}(x) + B(x)\partial_\mu A_\mu(x) + K^* (x)\phi(x) + K(x)\phi^*(x) + J^\mu(x)A_\mu(x) + i\epsilon|\phi(x) - v|^2\right)\right],$$  \hspace{1cm} (3.80a)

$$\mathcal{N}^{-1} = \int DA_\mu D\phi D\phi^* DB \exp \left[i \int d^4x \left(\mathcal{L}(x) + i\epsilon|\phi(x) - v|^2\right)\right].$$  \hspace{1cm} (3.80b)

$B(x)$ is an auxiliary field which does not appear in the Lagrangian and which is introduced$^5$ in order to guarantee the gauge condition (3.78). The gauge constraint is implemented by means of the identity:

$$\int DB \exp \left[i \int d^4xB(x)\partial_\mu A_\mu(x)\right] \propto \delta[\partial_\mu A_\mu(x)].$$  \hspace{1cm} (3.81)

Below we obtain the Ward–Takahashi identities by exploiting the properties of the functional integration as already done in the previous examples.

**Ward–Takahashi identities**

Since the functional integral is unaltered by the change of variable (3.75), then $\partial Z[J,K]/\partial \theta = 0$. This leads to

$$i \int d^4x \langle K_2(x)\psi(x) - K_1(x)\chi(x)\rangle_{\epsilon,J,K} = \sqrt{2}\epsilon v \int d^4x \langle \chi(x)\rangle_{\epsilon,J,K},$$  \hspace{1cm} (3.82)

where we have put $K(x) = \frac{1}{\sqrt{2}} [K_1(x) + iK_2(x)].$

$^4$Here and in the following Chapter, symbols carrying subscripts “in” and “H” denote always field operators.

$^5$The $B(x)\partial_\mu A_\mu$ term was first introduced by Nakanishi \[486, 487\] in the operator formalism of gauge theories.
By acting on the above relation with $\frac{\delta}{\delta K_2(x)}$ and $\frac{\delta^2}{\delta K_1(x) K_2(y)}$, we obtain:

$$\langle \psi(x) \rangle_\epsilon = \sqrt{2} \epsilon v \int d^4 y \langle \chi(x) \chi(y) \rangle_\epsilon = \sqrt{2} \epsilon v \Delta_\epsilon(\epsilon,0), \quad (3.83)$$

$$\langle \rho(x) \rho(y) \rangle_\epsilon - \langle \chi(x) \chi(y) \rangle_\epsilon = \sqrt{2} \epsilon v \int d^4 z \langle \chi(z) \chi(x) \rho(y) \rangle_\epsilon. \quad (3.84)$$

Similarly, the invariance under the transformations (3.76) gives

$$i \int d^4 x (\partial^2 B(x) - \partial^\mu J_\mu(x) + e_0 (K_2(x) \psi(x) - K_1(x) \chi(x)) \chi, J, K \lambda(x) \rangle_\epsilon, J, K = 0.$$  

The invariance under the transformation $B(x) \rightarrow B(x) + \lambda(x)$ gives

$$\langle \partial^\mu A_\mu(x) \rangle_\epsilon, J, K = 0. \quad (3.86)$$

Another identity is obtained when the global phase transformations are performed in the Green's function $\langle 0 \langle \partial^2 B(x_1) \ldots \partial^2 n B(x_n) \rangle \rangle_\epsilon, J, K$:  

$$i \int d^4 x (\partial^2_1 B(x_1) \ldots \partial^2 n B(x_n) \rangle \langle \partial^2 B(x) - \partial^\mu J_\mu(x) \rangle_\epsilon, J, K \lambda(x) \rangle_\epsilon, J, K \lambda(x) \rangle_\epsilon, J, K = 0. \quad (3.87)$$

Operating with $\delta / i \delta K_2(y)$ and $\delta / i \delta J_\mu(y)$ on Eq. (3.85), we get

$$i \partial_n^2 (B(x) \chi(y))_\epsilon + e_0 (\psi(x), \epsilon)(x-y) = \sqrt{2} \epsilon v e_0 (\chi(x) \chi(y))_\epsilon, \quad (3.88a)$$

$$i \partial_n^2 (B(x) A^\mu(y))_\epsilon - \partial_n^2 (x-y) = \sqrt{2} \epsilon v e_0 (\chi(x) A^\mu(y))_\epsilon. \quad (3.88b)$$

Eq. (3.87) with $n = 1$ and $J = K = 0$ gives

$$i \partial_n^2 (B(x) \chi(y))_\epsilon = \sqrt{2} \epsilon v e_0 \partial_n^2 (B(x) \chi(y))_\epsilon \quad (3.89)$$

and, from Eq. (3.86)

$$\langle \partial_\mu A^\mu(x) \chi(y) \rangle_\epsilon = 0, \quad (3.90)$$

$$\langle \partial_\mu A^\mu(x) A_\nu(y) \rangle_\epsilon = 0. \quad (3.91)$$

Because of the invariance under $(\chi, A_\mu, B) \rightarrow (-\chi, -A_\mu, -B)$, all the other two-point functions vanish:

$$\langle \rho(x) B(y) \rangle_\epsilon = \langle \rho(x) \chi(y) \rangle_\epsilon = \langle \rho(x) A^\mu(y) \rangle_\epsilon = 0. \quad (3.92)$$
Pole structure of two-point functions

Eq. (3.83) leads us again to the Goldstone theorem, as discussed in Section 3.7.1. Moreover, the above relations allow us to extract information on the pole structure of the remaining two-point functions. We obtain [449]:

\[
\langle \chi(x)\chi(y) \rangle = \lim_{\epsilon \to 0} i \int \frac{d^4p}{(2\pi)^4} e^{-ip(x-y)} \frac{Z_\chi}{p^2 + i\epsilon a_\chi} + \text{cont. contr.,} \tag{3.93}
\]

\[
\langle B(x)\chi(y) \rangle = -i \lim_{\epsilon \to 0} \int \frac{d^4p}{(2\pi)^4} e^{-ip(x-y)} \frac{e_0\tilde{v}}{p^2 + i\epsilon a_\chi}, \tag{3.94}
\]

\[
\langle B(x)A^\mu(y) \rangle = i \partial^\mu_x \int \frac{d^4p}{(2\pi)^4} e^{-ip(x-y)} \frac{1}{p^2}, \tag{3.95}
\]

\[
\langle B(x)B(y) \rangle = -i \lim_{\epsilon \to 0} \int \frac{d^4p}{(2\pi)^4} e^{-ip(x-y)} \left( \frac{e_0\tilde{v}}{Z_\chi} \right)^2 \frac{1}{p^2 + i\epsilon a_\chi} - \frac{1}{p^2}. \tag{3.96}
\]

Use of Eq. (3.93) in Eq. (3.83) shows that the field \( \chi \) is the NG massless mode. In the present case, Eq. (3.96) shows that the model also contains a massless negative norm state (ghost) (in this connection see also [488]). The absence of cut singularities in the last three of these propagators suggests that \( B(x) \) obeys a free field equation.

Summarizing, the above discussion leads us to the following results:

Eqs. (3.93)–(3.96) imply the existence of two asymptotic fields: the NG field \( \chi_{in} \) and the negative norm (ghost) field \( b_{in} \). They satisfy the free field equations:

\[
\partial^2 \chi_{in}(x) = 0, \tag{3.97a}
\]

\[
\partial^2 b_{in}(x) = 0. \tag{3.97b}
\]

The field operator \( B_H(x) \) is then given by

\[
B_H(x) = e_0\tilde{v} Z_\chi^{-\frac{1}{2}} [b_{in}(x) - \chi_{in}(x)], \tag{3.98}
\]

and the field equations for \( B_H \) and \( A_{\mu H} \) are

\[
\partial^2 B_H(x) = 0, \tag{3.99}
\]

\[
-\partial^2 A_{\mu H}(x) = j_{\mu H}(x) - \partial_\mu B_H(x), \tag{3.100}
\]

where the equation for \( A_{\mu H}(x) \) is the one compatible with Eq. (3.80) and \( j_{\mu H}(x) = \delta L(x)/\delta A_{\mu H}(x) \) has been used (here \( L(x) \) is the Lagrangian written for the field operators).

We also assume that a (massive) stable asymptotic field \( \rho_{in} \) corresponding to \( \rho(x) \) does exist (see comment in Section 3.7.1). We therefore include it in the list of the in-fields. The corresponding free field equation is

\[
(\partial^2 + m^2_{\rho})\rho_{in}(x) = 0. \tag{3.101}
\]

We are now ready to consider the gauge field.
The massive vector field

Eqs. (3.90), (3.92) and (3.95) show that in the dynamical map for $A_{\mu H}$ there are no terms linear in $\chi_{in}$ or $\rho_{in}$; instead, the term $Z_3^2/(e_0\tilde{v})\partial_{\mu}b_{in}(x)$ appears. In full generality, we may also assume that an asymptotic massive vector field $U_{in}^\mu(x)$ exists. As we will see, this is indeed the case. The dynamical map then takes the form:

$$A_{\mu}^H(x) = \frac{Z_3^2}{e_0\tilde{v}}\partial_{\mu}b_{in}(x) + Z_3^4U_{in}^\mu(x) + \ldots.$$ (3.102)

We examine whether the renormalization factor $Z_3$ vanishes or not. The (Proca) equations for $U_{in}^\mu$ are

$$(\partial^2 + m_Y^2)U_{in}^\mu(x) = 0,$$ (3.103a)

$$\partial_\mu U_{in}^\mu(x) = 0.$$ (3.103b)

Let us define

$$\langle A_\mu(x)A_\nu(y) \rangle = i \int \frac{d^4p}{(2\pi)^4} e^{-ip(x-y)}\Delta_{\mu\nu}(p).$$ (3.104)

Eq. (3.102) implies the following structure for the propagator $\Delta_{\mu\nu}(p)$:

$$\Delta_{\mu\nu}(p) = -\frac{Z_X^2}{(e_0\tilde{v})^2} p_\mu p_\nu p^2 + Z_3^4 g_{\mu\nu} + m_Y^2 p_\mu p_\nu p^2 - m_Y^2 + \ldots.$$ (3.105)

Here dots stand for cut contributions. From the identity (3.91), written as

$$p^\mu \Delta_{\mu\nu}(p) = 0,$$ (3.106)

it follows that $Z_3 \neq 0$ and

$$m_Y^2 = \frac{Z_3^4}{Z_X^2}(e_0\tilde{v})^2.$$ (3.107)

Eq. (3.107) shows that the non-vanishing value of the mass of the vector boson field is due to the SSB condition, Eq. (3.79) [449]. This, together with the fact that NG and ghost modes do not appear in the physical particle spectrum, which is discussed in Chapter 4, is called the Higgs mechanism [24, 25, 220, 305, 323–325, 370, 490].
The dynamical maps

The discussion presented above, allows us to anticipate the expressions of dynamical maps in their partial form [449]:

\[ \chi_H(x) = Z_\chi^\frac{1}{2} \chi_{in}(x) + \ldots, \quad (3.108a) \]

\[ \rho_H(x) \equiv \psi_H(x) - \tilde{v} = Z_\rho^\frac{1}{2} \rho_{in}(x) + \ldots, \quad (3.108b) \]

\[ B_H(x) = e_0 \tilde{v} Z_\chi^{-\frac{1}{2}} [b_{in}(x) - \chi_{in}(x)] + \ldots, \quad (3.108c) \]

\[ A_\mu_H(x) = Z_\chi^\frac{1}{2} e_0 \tilde{v} \partial_\mu b_{in}(x) + Z_3^\frac{1}{2} U_{in}^\mu(x) + \ldots, \quad (3.108d) \]

where dots denote higher order normal product terms. We will present the complete form of the dynamical maps in Chapter 4, where we also discuss the macroscopic effects due to the condensation of the NG particles.

3.8.2 The chiral gauge model

We turn to the chiral gauge model, which is a generalization of the Nambu–Jona–Lasinio model [449, 492, 493]. We have now the spin-$\frac{1}{2}$ field $\varphi(x)$ and a chiral gauge field $A_\mu(x)$. The Lagrangian is invariant under the chiral transformations:

\[ \varphi(x) \rightarrow e^{i\theta \gamma_5} \varphi(x), \quad A_\mu(x) \rightarrow A_\mu(x), \quad (3.109) \]

\[ \varphi(x) \rightarrow e^{i\epsilon_0 \lambda(x) \gamma_5} \varphi(x), \quad A_\mu(x) \rightarrow A_\mu(x) + \partial_\mu \lambda(x), \quad (3.110) \]

where $\lambda(x) \rightarrow 0$ for $|x_0| \rightarrow \infty$ and/or $|x| \rightarrow \infty$.

We put

\[ \psi(x) = \bar{\varphi}(x) \varphi(x), \quad (3.111a) \]

\[ \chi(x) = i \bar{\varphi}(x) \gamma_5 \varphi(x), \quad (3.111b) \]

\[ \phi(x) = \frac{1}{\sqrt{2}} [\psi(x) + i \chi(x)], \quad (3.111c) \]

where $\bar{\varphi} = \varphi^\dagger \gamma_0$. When $\varphi(x)$ undergoes the transformations (3.109) and (3.110), $\phi$ changes as

\[ \phi(x) \rightarrow e^{2i\theta} \phi(x), \quad (3.112a) \]

\[ \phi(x) \rightarrow e^{2i\epsilon_0 \lambda(x)} \phi(x), \quad (3.112b) \]

respectively.

We use the Lorentz gauge:

\[ \partial_\mu A_\mu_H(x) = 0, \quad (3.113) \]
and SSB is introduced through the condition
\[
\langle 0 | \phi_H(x) \phi_H(x) | 0 \rangle \equiv \sqrt{2} \tilde{v} \neq 0 ,
\] (3.114)
with real \( \tilde{v} \), i.e.,
\[
\langle 0 | \phi_H(x) | 0 \rangle \equiv \tilde{v} . \tag{3.115}
\]
The similarity with the \( U(1) \) gauge model previously considered suggests to us that we can formulate the chiral model in a similar way, provided the following changes are made [449]:
- the constant \( v \) in the generating functional is now \( \frac{1}{\sqrt{2}} v \).
- \( e_0 \) should be replaced by \( 2 e_0 \) in the relations involving \( A_\mu, \phi \) or \( B(x) \).
- there exists a fermion in-field \( \varphi_{in}(x) \).
- the existence of an asymptotic \( \rho_{in}(x) \) field, corresponding to a scalar bound state, is not required in general; we shall assume that it does not exist in our model.
- The NG particle \( \chi_{in}(x) \) appears as a fermion-antifermion bound state.
- The in-field expansion for the fermion \( \varphi_H \) field and the \( S \)-matrix are:
\[
\varphi_H(x) =: \exp \left\{ \frac{Z_{\chi}^\perp}{\tilde{v}} \chi_{in}(x) \gamma_5 \right\} [ \tilde{v} + F[\varphi_{in}, U_{in}^\mu, \partial(\chi_{in} - b_{in})] ] :, \tag{3.119}
\]
\[
\mathcal{S} = : S[\varphi_{in}, U_{in}^\mu, \partial(\chi_{in} - b_{in})] :. \tag{3.120}
\]
Eq. (3.120) shows that the NG field and the ghost field enter the \( \mathcal{S} \)-matrix only through the term \( \partial(\chi_{in} - b_{in}) \) where \( \partial \) denotes at least first order.
derivative. The $S$-matrix, due to the presence of the derivative in such a term, is not affected by their homogeneous condensate (described by a constant c-number). Moreover, also due to such a derivative, the $S$-matrix is independent of soft (small momentum) NG fields and ghost fields. This is called the low energy theorem and its meaning is that the $S$-matrix is stable against NG field and ghost field fluctuations. Notice, however, that although the NG field (and the ghost field) disappears from the observable spectrum and does not participate to observable reactions, its role is crucial for the internal consistency between the invariance of the theory and the SSB, as the dynamical maps derived above show. See the following Chapter for further comments on the role of the NG boson field in local gauge theories.

3.9 Finite volume effects

In the proof of the Goldstone theorem presented in Section 3.7, the system is considered without boundaries, i.e., its volume is considered to be infinite. This is a reasonable working assumption since observations are always local and therefore the volume $V$ of the system may be taken to be infinite. This is also the case with the so-called thermodynamic limit, where the limit to the infinite number of degrees of freedom and to the infinite volume is taken in a way that the density remains finite. The spatial integration domain thus extends to infinity and this is crucial in picking up the zero-momentum contribution in the two-point Green’s function (cf. Eqs. (3.41)–(3.44)). In Chapter 4 we will see that the dynamical rearrangement of the symmetry occurs since terms of the order of $\frac{1}{V}$ are missing in local observations.

Sometimes it is, however, interesting to consider the effects of boundaries on the dynamics. For example, in some cases it is necessary to consider how the ordering induced by the NG condensation gets distorted in the vicinity of the system boundaries and how “defects” (non-homogeneous condensation) appear. In this Section we study the effect of finite volume and show that the NG particle acquires an effective non-zero mass due to finite volume effects. Such a non-zero mass reflects on the correlation length and thus it is directly related to the size of the ordered domain. We also relate volume effects with temperature effects.

We consider the $U(1)$ complex field model. However, our conclusions apply to many systems in a wide range of energy scales.
For large but finite volume, the order parameter is expected to be constant inside the bulk far from the boundaries. However, as already mentioned, it might present distortions near the boundaries: near the boundaries non-homogeneities in the order parameter may thus appear, \( \tilde{v} = \tilde{v}(x) \) (or even \( \tilde{v} \to 0 \)), which are “smoothed out” in the \( V \to \infty \) limit.

Consider Eq. (3.41). Restrict now the space integration over the finite (but large) volume \( V \equiv \eta^{-3} \) and use for each component of \( \mathbf{p} \):

\[
\delta_{\eta}(p) = \frac{1}{2\pi} \int_{-\frac{\pi}{\eta}}^{\frac{\pi}{\eta}} dx \, e^{ipx} = \frac{1}{\pi p} \sin \frac{p}{\eta},
\]

which approaches \( \delta(p) \) as \( \eta \to 0 \): \( \lim_{\eta \to 0} \delta_{\eta}(p) = \delta(p) \). Consider that

\[
\lim_{\eta \to 0} \int dp \, \delta_{\eta}(p) \, f(p) = f(0) = \lim_{\eta \to 0} \int dp \, \delta(p - \eta) \, f(p).
\]

Then, using \( \delta_{\eta}(p) \simeq \delta(p - \eta) \) for small \( \eta \), one obtains

\[
\tilde{v}(y, \epsilon, \eta) = i\epsilon v e^{-iy\chi} \Delta_{\chi}(\epsilon, \eta, p_0 = 0),
\]

where

\[
\Delta_{\chi}(\epsilon, \eta, p_0 = 0) = \frac{Z_{\chi}}{-\omega_{p=\eta}^2 + i\epsilon a_{\chi} + \text{cont. contr.}},
\]

and \( \omega_{p=\eta}^2 = \eta^2 + m_{\chi}^2 \). Thus, \( \lim_{\epsilon \to 0} \lim_{\eta \to 0} \tilde{v}(y, \epsilon, \eta) \neq 0 \) only if \( m_{\chi} = 0 \), otherwise \( \tilde{v} = 0 \). Note that the Goldstone theorem is recovered in the infinite volume limit (\( \eta \to 0 \)).

On the other hand, suppose \( m_{\chi} = 0 \), but \( \eta \) is given a finite non-zero value (i.e., volume is finite, namely we are in the presence of boundaries), then \( \omega_{p=\eta} \neq 0 \) and it acts as an “effective mass” for the \( \chi \) bosons. Therefore, in such a case, the order parameter \( \tilde{v} \) is different from zero, provided \( \epsilon \) is kept as non-zero.

As in the case of localized spins (cf. Eqs. (3.69) and (3.70)), each component of \( \mathbf{p} \) is confined to the domain \(-\frac{\pi}{2} < p_i < \frac{\pi}{2}\) also when the volume is finite, and thus the formula (3.70) needs to be used. We do not analyze further the consequences of the discretized momentum in the finite volume systems. See [221,456], where such a a problem is considered in connection with systems of trapped atoms in the Bose–Einstein condensates (BEC). We only remark that one should first perform the infinite volume limit (\( \eta \to 0 \)) and then the \( \mathbf{p} \to 0 \) limit. In Chapter 4 we will come back to the non-commutativity of the two limits \( \eta \to 0 \) and \( \epsilon \to 0 \). The above discussion also sheds some light on the fact that the Goldstone theorem holds in QFT (i.e., for infinite volume), but not in QM (finite volume systems).
In conclusion, near the boundaries ($\eta \neq 0$) the NG bosons acquire an effective mass $m_{\text{eff}} \equiv \omega_{p=\eta}$. They will then propagate over a range of the order of $\xi \equiv \frac{1}{\eta}$, which is the linear size of the condensation domain.

We stress that if $\eta \neq 0$, then the order parameter is different from zero provided $\epsilon$ is kept non-zero: $\tilde{\nu} \neq 0$ (at least locally). In such a case, the breakdown of symmetry is sustained because $\epsilon \neq 0$: $\epsilon$ acts as the coupling with an external field (the pump) providing energy. Energy supply is required in order to condensate modes of non-zero lowest energy $\omega_{p=\eta}$.

In summary, boundary effects are in competition with the breakdown of symmetry [15, 17, 637]. They may preclude its occurrence or, if symmetry is already broken, they may reduce to zero the order parameter (symmetry restoration).

In Chapter 5 we will see that temperature may have similar effects on the order parameter, namely a critical temperature $T_C$ may exist, such that, for $T > T_C$, the order parameter goes to zero, i.e., symmetry is restored. Since the order parameter goes to zero when NG modes acquire non-zero effective mass (unless, as seen, external energy is supplied), we may then represent the effect of thermalization in terms of finite volume effects and put, e.g., $\eta \propto \sqrt{\frac{T-T_C}{T_C}}$. In this way temperature fluctuations around $T_C$ may produce fluctuations in the size $\xi$ of the condensed domain (the size of ordered domain and/or of the domain where non-homogeneous condensation occurs, namely of the defect). The converse is also true: fluctuations in the finite system size may manifest as thermal fluctuations.

### 3.10 Space-time dimensionality

In the next Chapter we will see that NG particles of very low energy are responsible for the rearrangement of the symmetry. In this Section we show that when their influence becomes too strong the ordered state is destroyed, i.e., the order parameter becomes zero. This effect occurs in low dimensions (one or two spatial dimensions, see below).

It is known that there is a critical dimension $D_c$ such that no SSB is possible for any short-range Hamiltonian at $T \neq 0$. The dimension is $D_c = 1$ for discrete symmetries while $D_c = 2$ for continuous symmetries. In fact, the absence of ferromagnetism in one- and two-dimensional isotropic Heisenberg model was originally observed by Mermin and Wagner [472]. Hohenberg [330] and Mermin [470] generalized this result into a statement about the non-existence of a long-range order in the one- and two-dimensional
systems with continuous symmetry. Coleman [164] reached similar conclusion in the framework of QFT for (1+1)-spacetime dimensional systems in the absence of gauge fields. Infrared NG bosons are also known to destroy one-dimensional superconductivity [422]. Here we will assume that the order parameter is non-zero and we will show that the effects of the infrared NG bosons cause the order parameter to vanish under specified conditions of temperature and dimensionality. We follow closely the discussion presented in [453].

We decompose the NG field, say \( \chi_{in} \), in a “hard” part \( \chi_{in,t}(x) \) and a “soft” or infrared part \( \chi_{in,\eta}(x) \) with \( \eta \) infinitesimal, \( \chi_{in} = \chi_{in,t}(x) + \chi_{in,\eta}(x) \). \( \chi_{in,t}(x) \) contains only momenta larger than \( \eta \), while momenta in \( \chi_{in,\eta}(x) \) are smaller than, or equal to \( \eta \) and \( \chi_{in,\eta}(x) \) can be written as [453]

\[
\chi_{in,\eta}(x) = \frac{1}{2} \eta \int_{-\infty}^{+\infty} dt e^{-\eta |t|} \chi_{in}(x,t),
\]

which for \( \eta \to 0 \) gives

\[
\chi_{in,\eta}(x) \to \frac{\eta}{2\sqrt{2\pi}} \int \frac{d^3k}{\sqrt{2k}} \frac{\eta}{k^2 + \eta^2} (a_k e^{ik \cdot x} + a_k^{\dagger} e^{-ik \cdot x}).
\]

Therefore \( \chi_{in,\eta} \) is of order of \( \eta \) and independent of \( x \) in the limit \( \eta \to 0 \). Derivatives of \( \chi_{in,\eta} \) can thus be neglected.

Let us consider as an example the chiral gauge model considered in Section 3.8.2. We have (cf. Eq. (3.114))

\[
\sqrt{2\tilde{v}} = \langle 0 | \bar{F}_t | \varphi_{in}, U_{in}^\mu, \chi_{in,t}, b_{in,t} : 0 \rangle : \bar{F}_t | \varphi_{in}, U_{in}^\mu, \chi_{in,t}, b_{in,t} : 0 \rangle \times \langle 0 | \exp \left\{ Z \frac{\chi_{in,\eta}(x) \gamma_5}{2\tilde{v}} \right\} : \exp \left\{ Z \frac{\chi_{in,\eta}(x) \gamma_5}{2\tilde{v}} \right\} : 0 \rangle \nabla_t \exp \left[ -\frac{1}{2} \left( Z \frac{\chi_{in,\eta}(x) \gamma_5}{2\tilde{v}} \right)^2 D_\eta(0) \right],
\]

where \( \bar{F}_t \) denotes what remains of the dynamical mapping without the infrared contribution coming from \( \chi_{in,\eta} \) (cf. Eq. (3.119)). In Eq. (3.127)

\[
D_\eta(0) = \langle 0 | \chi_{in,\eta}^2(0) | 0 \rangle \simeq \frac{1}{2(2\pi)^n} \int_{|p|<\eta} d^n p \frac{1}{|p|},
\]
for spacetime dimensions $n + 1$. If the system is at a non-vanishing temperature $T$, instead of Eq. (3.128) we have

$$D_{\eta}(0) = \frac{1}{2(2\pi)^n} \int_{|p|<\eta} d^n p \frac{1}{|p|(1 - e^{-\beta|p|})},$$

$$\simeq \frac{1}{2(2\pi)^n \beta} \int_{|p|<\eta} d^n p \frac{1}{|p|^2},$$

(3.129)

where $\beta = (k_B T)^{-1}$. These expressions show that $D_{\eta}(0) \to \infty$ for $n = 1$ for any $T$ and for $n = 2$ for $T \neq 0$. For $n \geq 3$, $D_{\eta}(0) \to 0$. We note that $\tilde{v}_t$ is the order parameter without the infrared contribution and is a finite quantity after renormalization. Therefore, owing to the infrared effects,

$$\tilde{v} = 0 \quad \text{for} \quad n = 1, \quad \forall \ T,$$

$$\tilde{v} = 0 \quad \text{for} \quad n = 2, \quad \text{at} \ T \neq 0,$$

(3.130a, b)

i.e., SSB is impossible in $1 + 1$ spacetime dimensions always, and in $2 + 1$ dimensions for $T \neq 0$. The same result also holds when no gauge field is present in the chiral model. Moreover, it also holds in the $U(1)$ self-interacting complex field model (the Goldstone model) studied in Section 3.8.1. In this case the order parameter is given by $\tilde{v} = \langle 0|\phi_H(x)|0 \rangle$ and the in-field expansion by

$$\phi_{Ht}(x) = : \exp \left\{ \frac{i}{\tilde{v}} \chi_{in,\eta}(x) \right\} \phi_t(x) :,$$

(3.131)

$$\phi_t(x) = \tilde{v}_t + \ldots \ldots$$

(3.132)

Therefore, $\tilde{v} = \tilde{v}_t$. We must then consider the self-consistent condition which determines $\tilde{v}_t$. The Heisenberg equation of motion for $\phi_H(x)$ is

$$(-\partial^2)\phi_H(x) = -\mu_0^2 \phi_H(x) + \lambda \phi_H(x)\phi_H^\dagger(x)\phi_H(x),$$

(3.133)

which gives

$$-\mu_0^2 \tilde{v}_t = \lambda \langle 0|\phi_t(x)\phi_t^\dagger(x)\phi_t(x)|0 \rangle.$$  

(3.134)

Use of Eq. (3.131) in (3.134) leads to

$$-\mu_0^2 \tilde{v}_t = \lambda \langle 0|\phi_t(x)\phi_t^\dagger(x)\phi_t(x)|0 \rangle \exp \left\{ -\frac{1}{2D_{\eta}(0)} \right\}.$$  

(3.135)

The quantities $\mu_0^2 \tilde{v}_t$ and $\lambda \langle 0|\phi_t(x)\phi_t^\dagger(x)\phi_t(x)|0 \rangle$ will become finite after renormalization. Instead $D_{\eta}(0)$ is infinite for a one-dimensional space and two-dimensional space dimension if $T \neq 0$. Thus, again it is $\tilde{v} = 0$. 


Consider the case where the NG boson satisfies the equation \[ i \frac{\partial}{\partial t} - \omega(-i \nabla) \chi_{in}(x) = 0. \] (3.136)

We then have

\[ D_\eta(0) = \langle 0 | \chi_{in,\eta}^2(x) | 0 \rangle = \int_{|p|<\eta} \frac{d^n p}{(2\pi)^n} \frac{1}{1 - e^{-\beta \omega(p)}} \]

\[ \simeq \frac{1}{\beta} \int_{|p|<\eta} \frac{d^n p}{(2\pi)^n} \frac{1}{\omega(p)}. \] (3.137)

In the case of ferromagnets, \( \omega(p) \sim c p^2 \) for \(|p| \to 0\) and the result obtained above is again valid for \( T \neq 0 \).

In superconductors, the equation of motion is \[ i \frac{\partial}{\partial t} - \omega(-i \nabla^2) \chi_{in}(x) = 0, \] (3.138)

with \( \omega(p^2) \sim c p \) for \(|p| \to 0\), and the above result also holds.

In finite volume systems we must consider the effects of surfaces as explained in the previous Section.

See Appendix J for further discussion on dimensionality and SSB.
Appendix I

The order parameter space

In Section 3.4 we have seen that key concept in the discussion of SSB is the so-called order parameter space. For the reader’s convenience we provide here a mathematical introduction into order parameter spaces.

For definiteness, consider a multiplet of operators $\hat{\Phi} = \{\hat{\Phi}_i; i = 1, \ldots, n\}$ transforming under some $n$-dimensional representation $S$ of $G$:

$$D^{-1}(g)\hat{\Phi}_i D(g) = \sum_{j=1}^n S_{ij}(g)\hat{\Phi}_j. \quad (I.1)$$

Due to Eq. (3.8), for $g \in G/H$

$$\langle 0 | D^{-1}(g)\hat{\Phi}_i D(g)|0 \rangle = \sum_{j=1}^n S_{ij}(g)\Phi_j^0 \neq \Phi_i^0, \quad (I.2)$$

which means that whenever $g \in G/H$ changes, then also $\Phi^0$ is changed: $\Phi^0$ is not invariant under whole $G$ but only under $H$.

Eq. (3.8) implies that for $g_1 \neq g_2$, with $g_1, g_2 \in G/H$, $|0(g_1)\rangle \neq |0(g_2)\rangle$, which in turn implies $\langle 0(g_1)|\Phi_1|0(g_1)\rangle \neq \langle 0(g_2)|\Phi_1|0(g_2)\rangle$, i.e., $\Phi_1^0 \neq \Phi_2^0$. Thus the vacuum manifold can be formally identified with the order parameter space.

We now assume that $G$ acts transitively on $M$, i.e., the action of $G$ on $M$ generates the whole of $M$ from any given point of it. So for any $x_1, x_2 \in M$, there exists $g \in G$, such that

$$gx_1 = x_2. \quad (I.3)$$

Thus the order parameter space is the set of points $M = \{gx; g \in G\}$ for any fixed $x \in M$. We introduce the stability (or little) group $H_x$ consisting of transformations leaving $x$ invariant, i.e.,

$$H_x = \{h \in G: hx = x\}. \quad (I.4)$$
Quantum Field Theory and its Macroscopic Manifestations

It is clear that $H_x$ is a subgroup of $G$, for if $h_1$ and $h_2$ leave $x$ unchanged so does also $h_1 h_2^{-1}$. In general $H_x$ changes with $x \in \mathcal{M}$. Indeed, if $x_2 = g x_1$, since $h x_1 = x_1$ and $gh x_1 = x_2$, we have from (I.3) that $ghg^{-1} x_2 = x_2$, which shows that $gH_x g^{-1} \subset H_{x_2}$. The converse inclusion would follow if we were started with $x_2$ instead. Thus,

$$H_{x_2} = g H_x g^{-1},$$

(I.5)

and $H_{x_1}$ and $H_{x_2}$ are conjugate subgroups of $G$. Since the conjugate subgroups $H_x$ are isomorphic for different $x \in \mathcal{M}$, it is customary to use simply $H$ to denote such groups.

The structure of the order parameter space $\mathcal{M}$ can be related to $G$ and $H$. Indeed, given a reference point $x \in \mathcal{M}$, $g x$ spans the whole of $\mathcal{M}$ as $g$ ranges over $G$. However, in general each point of $\mathcal{M}$ will be traversed many times during this procedure because the map $g \rightarrow g x$ is typically not a bijection from $G \rightarrow \mathcal{M}$. Two different elements $g_1, g_2 \in G$ may yield the same point in $\mathcal{M}$ when $g_1 x = g_2 x$. This happens precisely when $g_1^{-1} g_2 \in H_x$, i.e., when both $g_1$ and $g_2$ belong to the same coset of $H_x$ in $G$ (see Appendix C for the coset definition). As a result, the order parameter space can be considered to be the coset space $G/H_x$ with $x$ being some reference order parameter. Since the isomorphism class of $H_x$ does not depend on $x \in \mathcal{M}$, one can simply write $\mathcal{M} \cong G/H$. The dimension of this space is $\dim G - \dim H$ and so this is also the dimension of the order parameter space.
Appendix J

The Mermin–Wagner–Coleman theorem

We have seen in Section 3.4 that the generators $D_n \in G/H$, $n = 1, 2, \ldots, \dim G/H$, are linear operators in the asymptotic NG fields $\phi^{(n)}_{NG}$:

$$D_n = \int d^3x \, \partial_0 \phi^{(n)}_{NG}(x), \quad n = 1, 2, \ldots, \dim G - \dim H. \quad (J.1)$$

Here $\partial_0 \phi^{(n)}_{NG}$ corresponds to $j_0^{(n)}$ in Eq. (3.10). Let us consider the state

$$|0(\theta)\rangle = \exp \left( -i \sum_n \theta_n \int d^3x \, \partial_0 \phi^{(n)}_{NG}(x) \right) |0\rangle, \quad (J.2)$$

where $\langle 0|\phi^{(n)}_{NG}|0 \rangle = 0$, and the exponential represents the generator of the shifts $\phi^{(n)}_{NG} \rightarrow \phi^{(n)}_{NG} + \theta_n$.

For simplicity, we consider shift only of the $n$-th component $\phi^{(n)}_{NG}$ of the NG multiplet. The overlap of $|0\rangle$ with $|0(\theta_n)\rangle$ is given by (no summation over $n$)

$$\langle 0|0(\theta_n)\rangle = \langle 0|\exp \left( -i \theta_n \int d^3x \, \partial_0 \phi^{(n)}_{NG}(x) \right) |0 \rangle$$

$$= \exp \left( -\theta_n^2 \int d^3x \, d^3y \, \langle 0|\partial_0 \phi^{(n)}_{NG}(x) \partial_0 \phi^{(n)}_{NG}(y)|0 \rangle \right)$$

$$= \exp \left( -\theta_n^2 \langle 0|D_nD_n|0 \rangle \right), \quad (J.3)$$

which is equal to zero due to the translational invariance of the vacuum (cf. Eq. (3.11)).

According to the discussion of Section 3.4, the generators $D_n$ must be regularized (see Eq. (3.15)). As a regulating function $f(x)$, we can take $e^{-x^2/L^2}$ where we set the volume $V = L^3$. Note that $f(x)$ satisfies the equation for the massless field (d’Alambert equation), in the large volume limit. In this case we have

$$D_n = \lim_{L \rightarrow \infty} \int d^3x \, e^{-x^2/L^2} \partial_0 \phi^{(n)}_{NG}. \quad (J.4)$$
Using
\[ \phi^{(n)}_{\text{NG}} = \int \frac{d^3k}{(2\pi)^3} \frac{1}{\sqrt{2\omega_k}} (a_k e^{i\mathbf{k} \cdot \mathbf{x} - i\omega_k x_0} + a_k^\dagger e^{-i\mathbf{k} \cdot \mathbf{x} + i\omega_k x_0}), \]  
with \( \omega_k = 0 \), the overlap (J.3) reads
\[ \langle 0 | 0(\theta_n) \rangle = \lim_{L \to \infty} \exp \left( -\frac{\theta_n^2}{2} \int \frac{d^3k}{(2\pi)^3} d^3x \frac{e^{-x^2/L^2 - y^2/L^2} e^{i\mathbf{k} \cdot (x-y)} \omega_k}} \right) \]
\[ = \lim_{L \to \infty} \exp \left( -\frac{\pi}{2} \theta_n^2 L^4 \right) = 0. \]  

The previous result applies to any two vacuum states \( |0(\theta_1)\rangle \) and \( |0(\theta_2)\rangle \) with \( \theta_1 \neq \theta_2 \). In addition, it is straightforward to show that the generating function \( G(J) = \langle 0(\theta_1) | e^{\phi_{\text{NG}} \cdot J} | 0(\theta_2) \rangle \) is 0 for \( \theta_1 \neq \theta_2 \). This implies that \( \langle 0(\theta_1) | \hat{O} | 0(\theta_2) \rangle \) with an arbitrary local operator \( \hat{O} \) must be zero. Ground states are thus orthogonal in the limit of the large volumes and there are no transitions between them induced by local operators.

In \( n \)-spatial dimensions, the overlap \( \langle 0 | 0(\theta) \rangle \) goes as \( e^{-cL^{n-1}} \), with \( c \) a positive constant. We thus see that only for \( n = 1 \) the vacuum states \( |0(\theta)\rangle \) are not unitarily inequivalent and thus one cannot have physically distinct phases. Consequently one cannot have SSB of continuous symmetries in one spatial dimension (at \( T = 0 \)). This result is known as the Mermin–Wagner–Coleman theorem.
Chapter 4

Dynamical rearrangement of symmetry and macroscopic manifestations of QFT

4.1 Introduction

In this Chapter we study how the invariance of theory manifests itself at the level of the physical (quasiparticle) fields when the symmetry is spontaneously broken. Our aim is to find the symmetry group $G'$ under which the free field equations are invariant. As said in the previous Chapter, when symmetry is spontaneously broken, the group $G'$ is different from the original symmetry group $G$ under which the equations for the Heisenberg fields are invariant. As examples we consider $U(1)$ and $SU(2)$ global and local symmetry models where we explicitly show the phenomenon of the dynamical rearrangement of symmetry. In these examples $G'$ turns out to be the group contraction of $G$ (i.e., of $U(1)$ and $SU(2)$). This means that $G'$ contains a subgroup of transformations which induce translations of the Nambu–Goldstone (NG) boson fields and thus it describes the condensation of the NG modes in the ground state. We provide explicit representations of the contractions of $U(1)$ and $SU(2)$ and discuss their physical meaning with respect to the boson condensation and their relation with low energy theorems. Ordered patterns are generated through the transformations of the contracted groups. These ordered patterns constitute the macroscopic manifestation of symmetry breaking.

Infrared effects of the order of $\frac{1}{V}$, with $V$ the volume, are shown to be responsible for the rearrangement of symmetry and for the origin of the ordered patterns.

The occurrence of group contraction in spontaneously broken symmetry theories is thus a central issue in our discussion in this Chapter.

Here we also discuss local gauge theories and remark how, also in such a context, the NG field plays a crucial role in determining the structure of the
vacuum condensate and making the invariance of the theory under gauge transformations mathematically consistent with the condition of SSB. The occurrence of the Higgs mechanism introduced in the previous Chapter, predicting that the gauge field acquires a mass and the NG field disappears from the physical particle spectrum, does not imply that the NG field have no physical relevance (on this point see also the remarks at the end of Section 3.8.2). Boson condensation of NG fields controls many physically relevant quantities, such as the boson current which enters as a source term in the field equation for the massive vector gauge field. We will obtain indeed such a Maxwell-like equation for field operators and the associated c-number (vacuum expectation value) fields. These equations are actually the classical Maxwell equations for the massive vector field (Proca equations). They are macroscopic manifestations of the microscopic dynamics.

Following the path of our discussion, we consider then non-homogeneous boson condensation. This is generated by translating an asymptotic boson by a spacetime-dependent function $f(x)$. A space- and/or time-dependent vacuum is obtained as a result of the non-homogeneous condensation. We will prove the boson transformation theorem, which states that when the boson transformation is performed in the dynamical map of the Heisenberg fields, these resulting Heisenberg fields satisfy the same field equations they satisfied before the transformation was performed. The same Heisenberg field equations may thus describe homogeneous and non-homogeneous ground states. When $f(x)$ carries some singularity (divergence or topological singularities) the boson condensation may give rise to the formation of topologically non-trivial extended objects (also called defects), such as vortices, monopoles, etc. These aspects will be treated in more detail in Chapters 7 and 8.

Finally, we discuss, by means of an explicit model, how the stability of the macroscopic structures originated from the group contraction, which ultimately describes the boson condensation mechanism, is protected against quantum fluctuations.

In conclusion, we discuss the occurrence of macroscopic (classically behaving) quantities and how the microscopic dynamics manifests itself into macroscopic quantum systems, namely systems whose behavior cannot be understood without recourse to the underlying quantum dynamics.
4.2 Dynamical rearrangement of symmetry

The dynamical rearrangement of symmetry has been studied in several cases of physical interest [182, 619]. In the following we consider the examples of $SU(2)$ symmetry in ferromagnets and the global and local $U(1)$ symmetry, whose breakdown has been discussed in Chapter 3.

4.2.1 $SU(2)$ symmetry

The dynamical rearrangement consists in the change of the continuous symmetry group $G \equiv SU(2)$, under which the equations for the Heisenberg electron field operator $\psi(x)$ are invariant, into $G'$, the symmetry group for the quasiparticle field operator equations:

$$\psi(x) \rightarrow \psi'(x) = \Psi [g[\phi(x), B(x)]] \quad \text{as} \quad g \in G'.$$

Here $\psi'(x)$ is the transformed of $\psi(x)$ under $SU(2)$ (cf. Eq. (3.48))

$$\psi(x) \rightarrow \psi'(x) = \exp(i\theta_i \lambda_i) \psi(x), \quad i = 1, 2, 3,$$

with $\lambda_i = \frac{\sigma_i}{2}$, $\sigma_i$ the Pauli matrices, and $\theta_i$ a triplet of real continuous group parameters (the rotation angles in the spin-space). In Eq. (4.1) $\phi(x)$ is the quasielectron field operator and $B(x)$ is the magnon field operator (the NG field operator), whose existence has been shown in Section 3.7.2.\footnote{As already done in the previous Chapter, here we use $\phi$ and $B(x)$ instead of $\phi_{in}$ and $B_{in}(x)$ and/or $\phi_{out}$ and $B_{out}(x)$, as far as no misunderstanding arises. Note that symbols carrying subscripts “in” and “H” denote always field operators.}

In the present discussion we omit considering other fields such as the electromagnetic field. We want to know which one is the group $G'$. The boson field operator for the magnons is introduced as

$$B(x) = \int \frac{d^3k}{(2\pi)^3/2} B_k e^{i \mathbf{k} \cdot \mathbf{x} - i\omega_k t}, \quad (4.3a)$$

$$B^\dagger(x) = \int \frac{d^3k}{(2\pi)^3/2} B_k^\dagger e^{-i \mathbf{k} \cdot \mathbf{x} + i\omega_k t}, \quad (4.3b)$$

with commutation relations

$$[B(x), B^\dagger(y)]_{t_x = t_y} = \delta(x - y), \quad (4.4a)$$

$$[B(x), B(y)] = [B^\dagger(x), B^\dagger(y)] = 0. \quad (4.4b)$$

The fields (4.3) satisfy the equations

$$K(\hat{\partial}) B^\dagger(x) = 0, \quad B(x) K(\hat{\partial}) = 0, \quad (4.5)$$
with
\[ K(\overrightarrow{\partial}) = -\left( i\overrightarrow{\partial}_t + \omega \right). \] (4.6)

In explicit model computations $B(x)$ is found to be a gapless bound state of the electron field [570, 619]. The free field equations for the quasielectron are
\[ \Lambda(\overrightarrow{\partial})\phi(x) = 0, \quad \phi^\dagger(x)\Lambda(\overrightarrow{\partial}) = 0, \] (4.7)
where $\Lambda(\overrightarrow{\partial})$ denotes the partial derivative operator, including the quasielectron mass term, which is appropriate for the model specified by the Lagrangian one considers. In the present discussion we do not need to specify the Lagrangian, except for its symmetry properties under the $SU(2)$ group. For the explicit form of $\Lambda(\overrightarrow{\partial})$ in the model of the itinerant-electron ferromagnet see [571, 619].

In the following it is convenient to work with the Heisenberg spin operator densities $S^{(i)}(x)$, $i = 1, 2, 3$, which, for infinitesimal $\theta_i$, transform under $SU(2)$ as (cf. Eq. (3.53))
\[ S^{(i)}(x) \rightarrow S_{\psi}^{(i)}(x) = S^{(i)}(x) - \epsilon_{ijk} \theta_j S^{(k)}_{\psi}(x). \] (4.8)

We look for the expressions of the $S$-matrix and spin densities in terms of $\phi$ and $B$ fields: $S(\phi, \phi^\dagger, B, B^\dagger)$ and $S^{(i)}(x, \phi, \phi^\dagger, B, B^\dagger)$, respectively. For that we resort to functional formalism together with the Lehmann–Symanzik–Zimmermann (LSZ) formula. We have\(^2\) [570]
\[ S(\phi, \phi^\dagger, B, B^\dagger) = \langle \exp[-iA(\phi, \phi^\dagger, B, B^\dagger)] \rangle, \] (4.9)
\[ S^{(i)}(\phi, \phi^\dagger, B, B^\dagger) = \langle S^{(i)}_{\psi}(x) : \exp[-iA(\phi, \phi^\dagger, B, B^\dagger)] : \rangle, \] (4.10)
where $i = 1, 2, 3$ and

\[
A(\phi, \phi^\dagger, B, B^\dagger) = \int d^4x \left[ \rho^{-1/2}B(x)K(\overrightarrow{\partial})S^{(-)}_{\psi}(x) \right.
+ \rho^{-1/2}S^{(+)}_{\psi}(x)K(-\overrightarrow{\partial})B^\dagger(x) + Z^{-1/2}\phi^\dagger(x)\Lambda(-\overrightarrow{\partial})\psi(x)
\left. + Z^{-1/2}\psi^\dagger(x)\Lambda(-\overrightarrow{\partial})\phi(x) \right]. \] (4.11)

Here $Z$ is the wave function renormalization of the electron and $\rho$ is given by Eq. (3.73): $\rho = \frac{1}{2}M$. The symbol : \cdot : denotes normal product ordering and \langle \cdot \rangle denotes functional average as defined in Section 3.7.2 with $\psi(x)$ and $\psi^\dagger(x)$ the functional integration variables (cf. Eqs. (3.51) and

\(^2\)The same symbols are used to denote both operators and c-number fields; one can see from the context which one of the two cases applies.
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(3.52). Our task is to find the transformations for \( \phi, \phi^\dagger, B, B^\dagger \) in (4.9) and (4.10) which leave invariant their field equations and such that the transformation (4.8) of \( S^{(i)}(\phi, \phi^\dagger, B, B^\dagger) \) is induced. Let \( \phi_{\theta}, \phi_{\theta}^\dagger, B_{\theta}, B_{\theta}^\dagger \) denote the transformed fields. We require they satisfy the free equations:

\[
K(\bar{\partial})B_{\theta}^\dagger(x) = 0, \quad B_{\theta}(x)K(\bar{\partial}) = 0, \tag{4.12}
\]

\[
\Lambda(\bar{\partial})\phi_{\theta}(x) = 0, \quad \phi_{\theta}^\dagger(x)\Lambda(\bar{\partial}) = 0, \tag{4.13}
\]

and that

\[
\frac{\partial}{\partial \theta_1}S(\phi_{\theta}, \phi_{\theta}^\dagger, B_{\theta}, B_{\theta}^\dagger) = 0, \tag{4.14}
\]

\[
\frac{\partial}{\partial \theta_1}S^{(i)}(x, \phi_{\theta}, \phi_{\theta}^\dagger, B_{\theta}, B_{\theta}^\dagger) = -\epsilon_{ikl}S^{(k)}(x, \phi_{\theta}, \phi_{\theta}^\dagger, B_{\theta}, B_{\theta}^\dagger). \tag{4.15}
\]

We now use the transformed fields in Eq. (4.11) and obtain equations for these fields implied by (4.14) and (4.15) by following steps which here we omit, but that can be found in great detail in [570]. In such a derivation, the reduction formulas of the LSZ formalism are also used. The equations eventually obtained are:

\[
\frac{\partial}{\partial \theta_1}B_{\theta}(x) = i\sqrt{M/2}, \quad \frac{\partial}{\partial \theta_1}B_{\theta}^\dagger(x) = -i\sqrt{M/2}, \tag{4.16a}
\]

\[
\frac{\partial}{\partial \theta_2}B_{\theta}(x) = -\sqrt{M/2}, \quad \frac{\partial}{\partial \theta_2}B_{\theta}^\dagger(x) = -\sqrt{M/2}, \tag{4.16b}
\]

\[
\frac{\partial}{\partial \theta_3}B_{\theta}(x) = -iB_{\theta}(x), \quad \frac{\partial}{\partial \theta_3}B_{\theta}^\dagger(x) = iB_{\theta}^\dagger(x), \tag{4.16c}
\]

and using the conditions

\[
\phi_{\theta}(x) = \phi(x), \quad B_{\theta}(x) = B(x), \text{ etc., at } \theta = 0, \tag{4.17}
\]

we arrive at

\[
\phi(x) \rightarrow \phi_{\theta}(x) = \phi(x), \quad \phi^\dagger(x) \rightarrow \phi_{\theta}^\dagger(x) = \phi^\dagger(x), \tag{4.18a}
\]

\[
B(x) \rightarrow B_{\theta}(x) = B(x) + i\theta_1\sqrt{M/2}, \tag{4.18b}
\]

\[
B^\dagger(x) \rightarrow B_{\theta}^\dagger(x) = B^\dagger(x) - i\theta_1\sqrt{M/2}, \tag{4.18c}
\]
for $\theta_2 = \theta_3 = 0$, and
\[
\phi(x) \to \phi_\theta(x) = \phi(x), \quad \phi^\dagger(x) \to \phi^\dagger_\theta(x) = \phi^\dagger(x),
\]
\[
B(x) \to B_\theta(x) = B(x) - \theta_2 \sqrt{M/2},
\]
\[
B^\dagger(x) \to B^\dagger_\theta(x) = B^\dagger(x) - \theta_2 \sqrt{M/2},
\] (4.19a)

for $\theta_1 = \theta_3 = 0$, and
\[
\phi(x) \to \phi_\theta(x) = e^{i\theta_3 \lambda_3} \phi(x), \quad \phi^\dagger(x) \to \phi^\dagger_\theta(x) = \phi^\dagger(x) e^{-i\theta_3 \lambda_3},
\]
\[
B(x) \to B_\theta(x) = e^{-i\theta_3} B(x), \quad B^\dagger(x) \to B^\dagger_\theta(x) = e^{i\theta_3} B^\dagger(x),
\] (4.20a)

The transformations (4.18)–(4.20) belong to the $E(2)$ group, which is the Inönü–Wigner group contraction of $SU(2)$ [182, 336, 638]. Eqs. (4.18)–(4.20) express the dynamical rearrangement of symmetry: when the quasiparticle field operators $\phi, \phi^\dagger, B, B^\dagger$ undergo the $E(2)$ transformations (4.18)–(4.20), the $SU(2)$ transformations (4.2) and (4.8) of the Heisenberg field operators $\psi, \psi^\dagger, S^i$ are induced, and vice-versa. Note that (4.20) represents the unbroken rotation around the third axis. In the following we will see that the Inönü–Wigner group contraction [336] is the mathematical mechanism determining the rearranged symmetry group [182, 638].

Consistently with our observation in the previous Chapter, we remark that the c-number translations of the field operator $B(x)$ (and $B^\dagger(x)$) in Eqs. (4.18) and (4.19) must be understood as the limit for $f(x) \to 1$ of the transformations
\[
B(x) \to B_\theta(x) = \lim_{f(x) \to 1} \left[ B(x) + i f(x) \theta_1 \sqrt{M/2} \right],
\]
(4.21a)
\[
B(x) \to B_\theta(x) = \lim_{f(x) \to 1} \left[ B(x) - f(x) \theta_2 \sqrt{M/2} \right],
\] (4.21b)
(and h.c.), respectively. Here the function $f(x)$ is any square-integrable function which satisfies the magnon equation (4.5). As already mentioned in Chapter 3, the role of $f(x)$ is to regularize infrared (infinite volume) divergences acting as an infrared cut-off (much like usual infrared regularization in QFT [112, 558]). Without such a function, terms like $\theta_i \left( \frac{M}{2\theta_i} \right) K(\partial) S_\psi^{(-)}(x)$ would be contained in the quantity $A(\phi_\theta, \phi^\dagger_\theta, B_\theta, B^\dagger_\theta)$ (cf. Eq. (4.11)), contributing, in $S(\phi_\theta, \phi^\dagger_\theta, B_\theta, B^\dagger_\theta)$ and $S^{(i)}(\phi_\theta, \phi^\dagger_\theta, B_\theta, B^\dagger_\theta)$, to Feynman diagrams by energyless and momentumless external lines. Such diagrams can thus contain powers of zero energy singularities. In order to avoid such an infrared catastrophe we substitute $\theta_i$ by $f(x)\theta_i$, $i = 1, 2$, and, since
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$B_\theta(x)$ must satisfy the magnon equation, it is necessary that $f(x)$ satisfy the magnon equation. The limit $f(x) \to 1$ must be taken at the end of the computations. Note that the magnon equations are invariant under (4.21) even before the limit $f(x) \to 1$, thus exhibiting the $E(2)$ invariance.

The introduction of the square-integrable function $f(x)$ is essential in order for the generators (4.22) to be well defined. Moreover, we see that these generators are time-independent since $f(x)$ satisfies the magnon equation.

The generators (4.22) have commutation relations:

$$[s_f^{(1)}, s_f^{(2)}] = iM \int d^3x |f(x)|^2 = (\text{const.}) \mathbb{1},$$

$$[s_f^{(3)}, s_f^{(1)}] = is_f^{(2)}, \quad [s_f^{(3)}, s_f^{(2)}] = -is_f^{(1)},$$

which, in terms of $s_f^{(\pm)} = s_f^{(1)} \pm is_f^{(2)}$, read as

$$[s_f^{(+)}, s_f^{(-)}] = 2M \int d^3x |f(x)|^2 = (\text{const.}) \mathbb{1},$$

$$[s_f^{(3)}, s_f^{(\pm)}] = \pm s_f^{(\pm)}.$$  

The algebra is thus the $e(2)$ algebra and we see that the generators $s_f^{(i)}$, $i = 1, 2$, (or $s_f^{(\pm)}$) exhibit their boson character (compare the above algebra (4.24) with the Weyl–Heisenberg algebra) when expressed in terms of the quasiparticle fields $\phi$ and $B(x)$.

### 4.2.2 Global $U(1)$ symmetry

We now study the dynamical rearrangement of symmetry in the model discussed in Section 3.7.1 for the complex scalar field $\phi(x) = \sqrt{2}(\psi(x) + i\chi(x))$, when the global phase symmetry $\phi(x) \to e^{i\theta}\phi(x)$ is assumed to be spontaneously broken (cf. Eq. (3.36)): $\langle \psi(x) \rangle = \sqrt{2} \langle \phi(x) \rangle = \bar{\nu} \neq 0$. Notice
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that now the notation is different from the one used above. Here $\phi(x)$ does not denote the physical (or quasiparticle) field, but the Heisenberg field, consistently with the notation of Section 3.7.1. In the following, in order to avoid misunderstanding we therefore restore the suffix “in” for physical fields.

We observe that when the field $\rho(x) = \psi(x) - \langle \psi(x) \rangle$ (cf. Eqs. (3.39)) is assumed to be massive it can decay into two $\chi$’s. In this case we do not need to include it in the dynamical map. The results presented below are in any case independent of such an assumption.

In the functional formalism, the $S$-matrix and the dynamical map for the Heisenberg field $\phi$ are introduced as:

$$ S = \langle : \exp[-i A(\chi_{in})] : \rangle, \quad S\phi(x) = \langle \phi(x) : \exp[-i A(\chi_{in})] : \rangle, \quad (4.25) $$

with

$$ A(\chi_{in}) = -Z^2_{\chi} \int d^4 x \chi_{in}(x) \overrightarrow{\partial}^2 \chi(x). \quad (4.26) $$

Here $\chi_{in}$ denotes the physical (or quasiparticle) field operator for the Goldstone boson. The field $\chi$ denotes the Heisenberg interpolating field (cf. Section 2.2) and it acts as the c-number integration variable in the functional integral. $Z$ is the wave function renormalization constant. The LSZ reduction formulas [115, 343, 558] are used in Eqs. (4.25). $\chi_{in}$ satisfies the free field equation

$$ \partial^2 \chi_{in}(x) = 0. \quad (4.27) $$

We want to determine the specific form of the physical field transformation $\chi_{in}(x) \rightarrow \chi_{in}(x, \theta)$ implied by the Heisenberg field global phase transformation (3.35): $\phi(x) \rightarrow e^{i\theta} \phi(x)$. Our procedure is fully analogous to the one followed in the $SU(2)$ case considered above. The following conditions have to be satisfied by $\chi_{in}(x, \theta)$:

$$ \partial^2 \chi_{in}(x, \theta) = 0, \quad S[\chi_{in}(x, \theta)] = S[\chi_{in}(x)]; \quad (4.28) $$

$$ S\phi[\chi_{in}(x, \theta)] = e^{i\theta} S\phi[\chi_{in}(x)]. \quad (4.29) $$

Eqs. (4.28) are consequences of the original invariance of the Heisenberg field dynamics. This implies the invariance also of the physical field equations and of the $S$-matrix. Indeed, as already remarked above, even at the level of the physical fields the original invariance cannot be lost, although at that level it can manifest itself in a different symmetry group structure. Eq. (4.29) is a consequence of the dynamical map.
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We now use the transformed field $\phi[\chi_{in}(x, \theta)]$ in Eq. (4.25) and by imposing the invariance constraints (4.28) and (4.29) we obtain the equation for $\phi[\chi_{in}(x, \theta)]$. By omitting details fully given in [450], we obtain:

$$\chi_{in}(x, \theta) = \chi_{in}(x) + \theta \hat{v} Z_{\chi}^{-\frac{1}{2}}, \quad (4.30)$$

i.e., the physical field $\chi_{in}$ translates by a constant when the Heisenberg field $\phi$ undergoes the global phase transformation, and vice-versa (cf. Eq. (4.29)). The global $U(1)$ invariance group is thus dynamically rearranged into the one-parameter constant translation group, which is the $U(1)$ group contraction.

Again, the translation of a field by a constant, such as in (4.30), must be actually understood as the limit for $f(x) \rightarrow 1$ of the transformation

$$\chi_{in}(x, \theta) = \chi_{in}(x) + \theta \hat{v} Z_{\chi}^{-\frac{1}{2}} f(x), \quad (4.31)$$

with $f(x)$ a square-integrable function satisfying the $\chi_{in}$ field equation: $\partial^2 f(x) = 0$. Eq. (4.26) shows that $\mathcal{S}[\chi_{in}(x, \theta)]$ and $\mathcal{S}[\phi[\chi_{in}(x, \theta)]]$ are not well defined due to infrared singularities contained in Feynman diagrams with many momentumless and energyless lines when $\chi_{in}(x)$ undergoes the transformation (4.30). These infrared divergencies are cured by the introduction of $f(x)$ [450, 460, 570].

4.2.3  Local $U(1)$ symmetry and the emergence of classical Maxwell equations

On the basis of the relations obtained in Section 3.8.1, we may introduce the fields $b_H(x)$ and $U_{\mu H}(x)$ and rewrite the dynamical maps, Eqs. (3.108), as

$$\chi_H(x) = Z_{\chi}^2 \chi_{in}(x) + \ldots, \quad (4.32a)$$
$$\rho_H(x) \equiv \psi_H(x) - \hat{v} = Z_{\rho} \rho_{in}(x) + \ldots, \quad (4.32b)$$
$$b_H(x) \equiv B_H(x) + \frac{e_0 \hat{v}}{Z_{\chi}} \chi_H(x) = \frac{e_0 \hat{v} \rho_{in}(x) + \ldots}{Z_{\chi}^2}, \quad (4.32c)$$
$$U_{\mu H}(x) \equiv A_{\mu H}(x) - \frac{Z_{\chi}}{(e_0 \hat{v})^2} \partial^\mu B_H(x) - \frac{1}{e_0 \hat{v}} \partial^\mu \chi_H(x) = Z_{\chi} U_{\mu in}(x) + \ldots. \quad (4.32d)$$

As in the examples considered in the previous Sections, compact expressions of the dynamical maps are given by use of the functional formalism.
and the LSZ reduction formula [115, 343, 558]. Thus we define

\[ A(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu}) = Z_{\chi}^{-1/2}\chi_{in}(x)(-\partial^2)\chi(x) \]

\[ -\frac{Z_{\chi}^{-1/2}}{\epsilon_{0}v}b_{in}(x)(-\partial^2)b(x) + Z_{\rho}^{-1/2}\rho_{in}(x)(-\partial^2 - m_{\rho}^2)\rho(x) \]

\[ -Z_{3}^{-1/2}U_{in}^{\mu}(x)(-\partial^2 - m_{\nu}^2)U_{\mu}(x), \quad (4.33) \]

where \( Z_{\chi} \) and \( Z_{3} \) are the wave function renormalization constants for the \( \chi \) and \( \rho \) fields, respectively, and we have introduced the fields \( b \) and \( U_{\mu} \) in analogy with Eqs. (4.32):

\[ b(x) = B(x) + \frac{\epsilon_{0}v}{Z_{\chi}}\chi(x), \quad (4.34) \]

\[ U_{\mu}(x) = A_{\mu}(x) - \frac{Z_{\chi}}{\epsilon_{0}v}\partial_{\mu}B(x) - \frac{1}{\epsilon_{0}v}\partial_{\mu}\chi(x). \quad (4.35) \]

Then, the dynamical maps are given by

\[ S = \langle \exp[-i\int d^{4}x A(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu})] \rangle, \quad (4.36a) \]

\[ SA_{\mu}H(x) = \langle A_{\mu}(x) : \exp[-i\int d^{4}y A(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu})] \rangle, \quad (4.36b) \]

\[ S\phi H(x) = \langle \phi(x) : \exp[-i\int d^{4}y A(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu})] \rangle, \quad (4.36c) \]

\[ SB_{H}(x) = \langle B(x) : \exp[-i\int d^{4}y A(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu})] \rangle. \quad (4.36d) \]

We now observe that

\[ \int d^{4}x A(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu}) = \int d^{4}x A^{0}(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu}) \]

\[ -\int d^{4}x \frac{Z_{\chi}}{\epsilon_{0}v}b_{in}(x)(-\partial^2)B(x), \quad (4.37) \]

where

\[ A^{0}(\chi_{in}, b_{in}, \rho_{in}, U_{in}^{\mu}) = Z_{\chi}^{-1/2}(\chi_{in}(x) - b_{in}(x))(-\partial^2)\chi(x) \]

\[ + Z_{\rho}^{-1/2}\rho_{in}(x)(-\partial^2 - m_{\rho}^2)\rho(x) \]

\[ -Z_{3}^{-1/2}U_{in}^{\mu}(x)(-\partial^2 - m_{\nu}^2)U_{\mu}(x). \quad (4.38) \]

We then introduce the sources

\[ J_{\mu}(x) = Z_{3}^{-1/2}U_{in}^{\mu}(x)(-\partial^2 - m_{\nu}^2), \quad (4.39a) \]

\[ K_{1}(x) = -Z_{\rho}^{-1/2}\rho_{in}(x)(-\partial^2 - m_{\rho}^2), \quad (4.39b) \]

\[ K_{2}(x) = -Z_{\chi}^{-1/2}(\chi_{in}(x) - b_{in}(x))(-\partial^2), \quad (4.39c) \]
and rewrite Eqs. (4.36) as
\[ S = \langle : \exp \left\{ i \int d^4x \frac{Z_{\chi}^{1/2}}{e_0 v} b_{in}(x)(-\partial^2)B(x) \right\} : \rangle_{J,K}, \]  
\[ SG(x) = \langle G(x) : \exp \left\{ i \int d^4y \frac{Z_{\chi}^{1/2}}{e_0 v} b_{in}(y)(-\partial^2)B(y) \right\} : \rangle_{J,K}, \]  
where \( G \) is any of the Heisenberg fields \( A_{\mu H}, \phi_H, B_H \) or any functional of them. Notice that the fields \( \chi_{in}(x) \) and \( b_{in}(x) \) appear in the sources (4.39) always in the combination \( \chi_{in}(x) - b_{in}(x) \). We may proceed now by introducing a parameter, say \( \sigma \), so to write
\[ A^\sigma(\chi_{in}, b_{in}, \rho_{in}, U_{in}^\mu) = A^0(\chi_{in}, b_{in}, \rho_{in}, U_{in}^\mu) - \sigma \frac{Z_{\chi}^{1/2}}{e_0 v} b_{in}(x)(-\partial^2)B(x). \]  
We then use \( A^\sigma \) in Eqs. (4.40), differentiate them with respect to \( \sigma \) and put \( \sigma = 1 \) at the end. By use of convenient further derivatives with respect to the sources and other identities obtained in the functional formalism (see [449]) we eventually obtain
\[ S = \langle : \exp \left\{ i \int d^4x A^0 \right\} : \rangle, \]  
\[ SA_{\mu H}(x) = SA_{\mu H}^0(x) + \frac{Z_{\chi}^{1/2}}{e_0 v} : S\partial_{\mu} b_{in}(x) :, \]  
\[ S\phi_H(x) = : \exp \left\{ i \frac{Z_{\chi}^{1/2}}{e_0 v} b_{in}(x) \right\} S\phi_H^0(x) :, \]  
\[ B_H(x) = \frac{e_0 v}{Z_{\chi}^{1/2}} (b_{in}(x) - \chi_{in}(x)) + c, \]  
where \( c \) is a \( c \)-number constant, which is irrelevant since only derivatives of \( B_H(x) \) appear in the Heisenberg equation for \( A_{\mu H}(x) \) (cf. Eq. (3.100)). In Eqs. (4.42)
\[ SA_{\mu H}^0(x) = : \langle A_{\mu}(x) \rangle_{J,K} :, \]  
\[ S\phi_H^0(x) = : \langle \phi(x) \rangle_{J,K} :, \]  
By inspection of the dynamical maps (4.42) we see that the local gauge transformations of the Heisenberg fields
\[ \phi_H(x) \rightarrow e^{ie_0 \lambda(x)} \phi_H(x), \]  
\[ A_{\mu H}^\mu(x) \rightarrow A_{\mu H}^\mu(x) + \partial^\mu \lambda(x), \]  
\[ B_H(x) \rightarrow B_H(x), \]
are induced by the in-field transformations

\[ \chi_{in}(x) \rightarrow \chi_{in}(x) + c_0 \tilde{v} Z_{\chi}^{-\frac{1}{2}} \lambda(x), \]  
(4.45a)

\[ b_{in}(x) \rightarrow b_{in}(x) + c_0 \tilde{v} Z_{\chi}^{-\frac{1}{2}} \lambda(x), \]  
(4.45b)

\[ \rho_{in}(x) \rightarrow \rho_{in}(x), \quad U_{in}^\mu(x) \rightarrow U_{in}^\mu(x). \]  
(4.45c)

Note that under the above in-field transformations the \( S \)-matrix, \( S\rho_{in}^0 \), and \( S\phi_{H}^0 \) are invariant.

The global transformation \( \phi_{H}(x) \rightarrow e^{i\theta} \phi_{H}(x) \) is induced by

\[ \chi_{in}(x) \rightarrow \chi_{in}(x) + \theta \tilde{v} Z_{\chi}^{-\frac{1}{2}} f(x), \]  
(4.46a)

\[ b_{in}(x) \rightarrow b_{in}(x), \quad \rho_{in}(x) \rightarrow \rho_{in}(x), \quad U_{in}^\mu(x) \rightarrow U_{in}^\mu(x), \]  
(4.46b)

with \( \partial^2 f(x) = 0 \) and the limit \( f(x) \rightarrow 1 \) to be performed at the end of the computation. We use indeed the transformations (4.46) in the sources (4.39) and obtain

\[ J_{\mu} \rightarrow J_{\mu}, \quad K_1 \rightarrow K_1, \quad K_2 \rightarrow K_2 - \theta \tilde{v} Z_{\chi}^{-\frac{1}{2}} f(x)(-\partial^2). \]  
(4.47)

We then compute the derivatives with respect to \( \theta \) of the \( S \)-matrix, \( S\rho_{in}^0 \), and \( S\phi_{H}^0 \) and get [449]

\[ \frac{\partial}{\partial \theta} \rho_{in}^0(x) = 0, \]  
(4.48a)

\[ \frac{\partial}{\partial \theta} \phi_{H}^0(x) = i \phi_{H}^0(x), \]  
(4.48b)

\[ \frac{\partial}{\partial \theta} A_{\mu H}^0(x) = 0. \]  
(4.48c)

Moreover, from the fourth of Eqs. (4.42) we see that \( B_{H} \) is changed by an irrelevant \( c \)-number under Eqs. (4.46). From Eqs. (4.48) we see that the global transformation of \( \phi_{H}(x) \) is indeed induced by the in-field transformation (4.46). Under these the \( S \)-matrix and \( A_{\mu H}(x) \) are instead left invariant. Eqs. (4.48) also imply that

\[ S = : S[\rho_{in} U_{\mu in}, \partial(\chi_{in}(x) - b_{in}(x))] : , \]  
(4.49a)

\[ \phi_{H}^0(x) = : \exp \left\{ \int \left[ \frac{Z_{\chi}^{-\frac{1}{2}}}{\tilde{v}} (\chi_{in}(x) - b_{in}(x)) \right] \left\{ \tilde{v} + Z_{\chi}^{-\frac{1}{2}} \rho_{in} \right. \right. + F_{\mu in}(\rho_{in} U_{\mu in}, \partial(\chi_{in}(x) - b_{in}(x))) \right\} : , \]  
(4.49b)

\[ A_{\mu H}^0(x) = Z_{\chi}^{\frac{1}{2}} U_{\mu in} + : F_{\mu in}(\rho_{in} U_{\mu in}, \partial(\chi_{in}(x) - b_{in}(x))) : , \]  
(4.49c)
where $\partial(\chi_{in}(x) - b_{in}(x))$ stands for at least first order derivative of the combination $(\chi_{in}(x) - b_{in}(x))$. These relations used in Eqs. (4.42) then give

$$S = :S[\rho_{in}, U_{in}^\mu, \partial(\chi_{in} - b_{in})] :,$$

$$\phi_H(x) = : \exp \left\{ \frac{Z_1}{\bar{v}} \chi_{in}(x) \right\} \times \left( \bar{v} + Z_\rho \rho_{in}(x) + F[\rho_{in}, U_{in}^\mu, \partial(\chi_{in} - b_{in})] \right) :, \quad (4.50a)$$

$$A_H^\mu(x) = Z_{U}^\mu \rho_{in}(x) + Z_\beta^\mu \partial^\mu b_{in}(x) + : F^\mu[\rho_{in}, U_{in}^\mu, \partial(\chi_{in} - b_{in})] :. \quad (4.50c)$$

The various functionals $F$ appearing in Eqs. (4.49) and (4.50) are to be determined within a particular model and are at least bilinear in their arguments. From Eqs. (4.50) we see that the global transformations of the Heisenberg fields are also induced by

$$\chi_{in}(x) \to \chi_{in}(x) + \theta \bar{v} Z^{-\frac{1}{2}} \alpha f(x), \quad (4.51a)$$

$$b_{in}(x) \to b_{in}(x) + \theta \bar{v} Z^{-\frac{1}{2}} \beta f(x), \quad (4.51b)$$

with $\beta$ any real constant and $f(x) \to 1$.

Since the $S$-matrix involves the NG field $\chi_{in}(x)$ and the ghost field $b_{in}(x)$ only through the combination $\chi_{in}(x) - b_{in}(x)$, these fields do not participate to any observable reaction. However, the discussion in the previous and in the present Section shows they are crucial in maintaining the invariance of the theory when SSB occurs. Moreover, their transformations control the boson condensation in the ground state.

The disappearance of the NG and ghost fields from the observable spectrum and the appearance of the massive vector field $U_{in}(x)$ is called the Higgs mechanism.

We remark that under the transformations (4.45), Eqs. (3.78) and (3.79) change into

$$\langle 0 | \partial_\mu A_H^\mu(x) | 0 \rangle = \partial^2 \lambda(x), \quad (4.52)$$

$$\langle 0 | \phi_H(x) | 0 \rangle = e^{ic_0 \lambda(x) \bar{v}}, \quad (4.53)$$

respectively. Therefore the condition (3.79) is not sufficient to determine the physical content of the theory: the gauge should also be specified.

Finally, we recall that the dynamical rearrangement of symmetry for the chiral gauge model has the same form as in the $U(1)$ gauge model (cf. Section 3.8.2).
The classical Maxwell equations and the physical state condition

The field equation for $A_{\mu H}(x)$ is given by Eq. (3.100):

$$-\partial^2 A_{\mu H}(x) = j_{\mu H}(x) - \partial_{\mu} B_{H}(x),$$  \quad (4.54)

with $j_{\mu H}(x) = \delta L(x)/\delta A_{\mu H}(x)$. From the second of Eqs. (4.42) we see that

$$\partial^2 A_{\mu H}(x) = \partial^2 A_{\mu H}^0(x),$$  \quad (4.55a)

$$\partial_{\mu} A_{\mu H}^0(x) = 0,$$  \quad (4.55b)

and we define

$$F_{\mu\nu H} \equiv \partial_{\mu} A_{\nu H}(x) - \partial_{\nu} A_{\mu H}(x) = \partial_{\mu} A_{\nu H}^0(x) - \partial_{\nu} A_{\mu H}^0(x).$$  \quad (4.56)

Then Eq. (4.54) can be written as

$$-\partial^2 A_{\mu H}^0(x) = j_{\mu H}(x) - \partial_{\mu} B_{H}(x),$$  \quad (4.57)

and we can use $A_{\nu H}^0(x)$ as the vector potential in the Lorentz gauge. Use of the fourth of Eqs. (4.42) and the third of Eqs. (4.49) in Eq. (4.57) gives the dynamical map of $j_{\mu H}(x)$:

$$j_{\mu H}(x) = Z_3^+ m^2 \gamma U_{\text{in}}^{*}(x) - : \partial^2 F_{\mu}^0 : + \frac{e_0 \tilde{v}}{Z_\chi} \partial_{\mu} (b_{\text{in}} - \chi_{\text{in}}),$$  \quad (4.58)

which shows that the current $j_{\mu H}(x)$ depends on $b_{\text{in}}$ and $\chi_{\text{in}}$ only through the difference $b_{\text{in}} - \chi_{\text{in}}$. The correspondence with the classical Maxwell equations requires that, for any pairs of physical states $|a\rangle$ and $|b\rangle$, we must have (see also [488])

$$-\partial^2 \langle a|A_{\mu H}^0(x)|b\rangle = \langle a|j_{\mu H}(x)|b\rangle.$$  \quad (4.59)

Eq. (4.57) shows that this is equivalent to impose the condition:

$$\langle b|\partial_{\mu} B_{H}(x)|a\rangle = 0,$$  \quad (4.60)

namely the Gupta–Bleuler-like condition on the physical states

$$\left[\chi_{\text{in}}^{-}(x) - b_{\text{in}}^{-}(x)\right]|a\rangle = 0.$$  \quad (4.61)

Here $\chi_{\text{in}}^{-}$ and $b_{\text{in}}^{-}$ are the positive-frequency parts (the annihilator operators) of the corresponding fields. This means that the physical states contain an equal number of $\chi_{\text{in}}^{-}$ and $b_{\text{in}}^{-}$ modes.

Under the transformation $\chi_{\text{in}}(x) \rightarrow \chi_{\text{in}}(x) + \tilde{v} Z_{\chi}^{-\frac{1}{2}} f(x)$ (cf. Eqs. (4.46)), $A_{\mu H}^0(x)$ in Eqs. (4.49) is invariant and $B_{H}(x)$ changes as (cf. the fourth of Eqs. (4.42))

$$B_{H}(x) = e_0 \tilde{v} Z_{\chi}^{-\frac{1}{2}} [b_{\text{in}}(x) - \chi_{\text{in}}(x)] \rightarrow B_{H}(x) - \frac{e_0 \tilde{v}^2}{Z_{\chi}} f(x),$$  \quad (4.62)
where $\partial^2 f(x) = 0$. The physical state condition (4.61) and the field equation for $A_{\mu}^0 H(x)$, Eq. (4.59), are then violated. In order to restore them, we must compensate the change in $B_H(x)$ by another transformation. We observe that the $S$-matrix and the various Heisenberg fields other than $B_H(x)$, Eqs. (4.50), contain $U_{\mu}^\nu(x)$ and $B(x)$ in the combination

$$
\int d^4x \left[ Z_3^{-1/2} U_{\mu}^\nu(x)(-\partial^2 - m_V^2)A_\mu(x) + B(x)\partial^\mu A_\mu(x) \right].
$$

(4.63)

Thus, transforming the field $U_{\mu}^\nu(x)$ as

$$
U_{\mu}^\nu(x) \rightarrow U_{\mu}^\nu(x) + w^\mu(x), \quad \partial^\mu u_\mu(x) = 0,
$$

(4.64)

with $u_\mu(x)$ a $c$-number Fourier transformable function, is equivalent to transform $B(x)$ in the generating functional (neglecting irrelevant surface terms which do not affect the motion equations), as

$$
B(x) \rightarrow B(x) + \lambda(x),
$$

(4.65)

with $\lambda(x)$ satisfying the equation

$$
Z_3^{-1/2}(-\partial^2 - m_V^2)u_\mu(x) = -\partial^\mu \lambda(x),
$$

(4.66)

and $\partial^2 \lambda(x) = 0$, since $\partial^\mu u_\mu(x) = 0$. Note that, if we assume $u_\mu(x)$ solution of the Proca equation, then $\partial^\mu \lambda(x) = 0$; in such a case, (4.64) is a transformation which leaves invariant the $U_{\mu}^\nu(x)$ field equation. Here we consider $\partial^\mu \lambda(x) \neq 0$. We see that the combined transformations of $U_{\mu}^\nu(x)$, Eq. (4.64), and $B_H(x)$, Eq. (4.62), compensate each other provided we set

$$
\lambda(x) = \frac{e_0\bar{v}^2}{Z_3} f(x),
$$

(4.67)

(compare Eqs. (4.62) and (4.65)). Thus we obtained that under the combined transformations (4.62) and (4.64) the physical state condition (4.61) and the classical Maxwell equation for $A_{\mu}^0 H(x)$, Eq. (4.59), are not violated.

**The classical equation for the massive vector potential and the classical ground state current**

By using Eq. (4.67), Eq. (3.107), i.e., $m_V^2 = \frac{e_0\bar{v}}{Z_2^2} (e_0\bar{v})^2$, and setting

$$
a_\mu(x) \equiv Z_3^{1/2} u_\mu(x),
$$

(4.68)

Eq. (4.66) becomes

$$
(-\partial^2 - m_V^2)a_\mu(x) = \frac{m_V^2}{e_0}\partial^\mu f(x),
$$

(4.69)
which is the classical Maxwell (Proca) equation for the massive vector potential \( a_\mu \) \cite{449,452}. The classical ground state current \( j_{\mu,cl} \) turns out to be

\[
j_{\mu,cl}(x) \equiv \langle 0 | j_\mu H(x) | 0 \rangle = m_V^2 a_\mu(x) - \frac{1}{e_0} \partial_\mu f(x) \]. \tag{4.70}
\]

The term \( m_V^2 a_\mu(x) \) is the Meissner current, \( \frac{m_2}{e_0} \partial_\mu f(x) \) is the boson current.

The macroscopic vector field and current are thus given in terms of the variations of the boson transformation function \( \partial_\mu f(x) \). Eq. (4.69) shows that \( \partial_\mu f \) is a regular function since \( a_\mu \) is a regular function (\( u_\mu \) has been assumed to be a Fourier transformable function).

Under the combined transformations Eq. (4.64) and Eq. (4.46) (or Eq. (4.62)), \( A^{0\mu}_{H}(x) \) changes into

\[
A^{0\mu}_{H}(x) = a_\mu(x) + Z_3^{1/2} U_{\mu in}
+ F_\mu^0 \left[ \rho_{in}, U_{\mu in} + u_\mu, \partial(\chi_{in}(x) - b_{in}(x)) + \frac{\bar{v}}{Z_3^2} \partial f(x) \right] \] \tag{4.71}

\( A^{0\mu}_{H}(x) \) and \( a_\mu(x) \) remain unchanged under the gauge transformations (4.45). Remarkably, the classical equation (4.69) and the classical ground state current (4.70) are invariant under the gauge transformations

\[
a_\mu(x) = a_\mu(x) + \partial_\mu \theta(x) \], \tag{4.72a}
\]

\[
f(x) = f(x) + e_0 \partial_\mu \theta(x) \]. \tag{4.72b}
\]

where \( \theta(x) \) satisfies \( \partial^2 \theta(x) = 0 \).

In conclusion, the boson condensation induced in the ground state by the combined transformations Eq. (4.64) and Eq. (4.66) generates the classical ground state current \( j_{\mu,cl}(x) \equiv \langle 0 | j_\mu H(x) | 0 \rangle \). This is the source of the classical vector potential \( a_\mu(x) = \langle 0 | A^{0\mu}_{H}(x) | 0 \rangle \) which fulfills \( -\partial^2 a_\mu(x) = j_{\mu,cl}(x) \). The condensation of the NG field thus determines the structure of the vacuum condensate and makes the condition of SSB compatible with the invariance of the theory under gauge transformations. The classical field equations appear to be the macroscopic manifestations of the microscopic dynamics.

In Section 4.3.1 we find that \( j_{\mu,cl}(x) \) does actually exist only provided \( f(x) \) is a singular function.

The formalism here developed can be extended also to other gauges, such as the radiation gauge. The reader can find details in \cite{449,452}.
4.3 The boson transformation theorem and the non-homogeneous boson condensation

In the previous Sections, the introduction of the regularizing function \( f(x) \) has been required in order to avoid the infrared catastrophe and obtain a mathematically well defined expression for the generator of NG translations by a constant \( c \)-number. The limit \( f(x) \rightarrow 1 \) is then to be taken at the end of the computations. In this Section we show that translations of fields are, however, very interesting even if such a limit is not performed.

Let \( \chi_{i,in}(x) \), \( i = 1, 2, \cdots \) denote an irreducible set of \( m \) (not necessarily massless) boson field operators satisfying the free field equations
\[
K_i(\partial)\chi_{i,in}(x) = 0. \tag{4.73}
\]
Consider then the transformation
\[
\chi_{i,in}(x) \rightarrow \chi_{i,in}(x) + \alpha_i(x), \tag{4.74}
\]
where the functions \( \alpha_i(x) \) satisfy the field equations for \( \chi_{i,in}(x) \):
\[
K_i(\partial)\alpha_i(x) = 0. \tag{4.75}
\]
Eq. (4.74) is called the boson transformation \([450, 617, 619]\). Eqs. (3.16) and (4.46) are thus examples of boson transformations (with boson transformation function \( \alpha(x) \equiv \theta \tilde{v}/Z_\chi f(x) \)) (see also (4.21)).

Consider the Heisenberg field operator \( \phi_H(x) \), which, for simplicity, in the following we will denote by \( \phi(x) \). Let its field equation be denoted by
\[
\Lambda(\partial)\phi(x) = J[\phi(x)]. \tag{4.76}
\]
where \( J \) denotes terms non-linear in \( \phi \). The dynamical map of \( \phi(x) \) in terms of normal products of \( \chi_{i,in}(x) \) field operators is written as
\[
\phi(x) = \Phi[x; \chi_{i,in}(x)]. \tag{4.77}
\]
Notice that in computing products of \( \phi \) fields one first computes the normal products of the \( \chi_{i,in}(x) \) fields in the dynamical map and then computes the integrations and other operations on the products of \( \phi \) fields.

Let \( \phi' \) denote the transformed field operator obtained through the dynamical mapping when the physical field \( \chi_{i,in}(x) \) undergoes the boson transformation:
\[
\phi'(x) = \Phi[x; \chi_{i,in}(x) + \alpha_i(x)]. \tag{4.78}
\]
The boson transformation theorem then holds, which states that \( \phi' \) is also solution of the Heisenberg field equation for \( \phi \):
\[
\Lambda(\partial)\phi'(x) = J[\phi'(x)]. \tag{4.79}
\]
Let us follow closely [619] in presenting the general proof of the theorem, see also [450, 617]. First, we note that
\[ J[\phi'(x)] = J'[\phi(x)], \]  
where \( F'[\phi(x)] \) denotes that the boson transformation has been applied to the dynamical map of \( F[\phi(x)] \).\(^3\) Next, we observe that any derivative or integration operation, generically denoted by the symbol \( O \), performed on \( \chi'_{i,in}(x) \) fields, commutes with the boson transformation, i.e.,
\[ O(\chi_{i,in}(x) + \alpha_i(x)) = [O\chi_{i,in}(x)]', \]  
where \([O\chi_{i,in}(x)]'\) denotes that the boson transformation has been applied after \( O \) has operated on \( \chi_{i,in}(x) \).

Since in solving the Heisenberg equations one only needs to perform derivatives and/or integrations on normal products of \( \chi_{i,in}(x) \) and/or on product of normal products of \( \chi_{i,in}(x) \), we see that
\[ \Lambda(\partial)\phi'(x) = [\Lambda(\partial)\phi(x)]' = J'[\phi(x)] = J[\phi'(x)], \]  
which proves the theorem.

We remark that the boson transformation functions \( \alpha_i \) are not required to be regular (Fourier transformable) functions. They are required to solve the free field equations (4.73) for the \( \chi_{i,in}(x) \) field operators.

Since translation of a boson field describes boson condensation, the boson transformation describes non-homogeneous, i.e., spacetime-dependent, boson condensation. The boson transformation theorem then shows that the same set of Heisenberg field equations may describe homogeneous and non-homogeneous phenomena: as we will see in the following Chapters, this directly leads us to the mechanism of formation of extended objects (defect formation) through non-homogeneous boson condensation.

As an application of the boson transformation theorem, we can mention that the boson-transformed \( S \)-matrix \( S[\chi_{in}(x) + \alpha(x)] \) and field \( S\phi[x;\chi_{in}(x) + \alpha(x)] \) differ from \( S[\chi_{in}(x)] \) and \( S\phi[x;\chi_{in}(x)] \) only by an \( \epsilon \)-dependent factor [452]. For example, in the complex scalar field model (Goldstone-type model) presented in Section 3.7.1, this factor is proportional to (see [619] for details):
\[ C \equiv \lim_{\epsilon \to 0} \exp \left\{ \sqrt{2\epsilon} \frac{Z_v^2}{v} \int d^4 x \alpha(x)\chi(x) \right\}. \]  
\(^3\)For example, if \( F[a] := aa^\dagger a \) and \( a' = a + \alpha \), then \( F'[a] = (a a^\dagger a :)' = a' a^\dagger a' \) and \( F[a'] := a' a^\dagger a' := a^\dagger a' a' \).
Thus, since the two fields $S\phi[x;\chi_{in}(x)]$ and $S\phi[x;\chi_{in}(x)+\alpha(x)]$ differ only by the $\epsilon$-term, they are solutions of the same field equation. Under the boson transformation (4.74), the order parameter $\tilde{v} \equiv \langle 0|\phi[x;\chi_{in}(x)]|0\rangle$ gets spacetime dependence: $\tilde{v}(x) \equiv \langle 0|\phi[x;\chi_{in}(x)+\alpha(x)]|0\rangle$.

When no gauge fields are present, $\tilde{v}(x)$ can be shown to be given by [450]

$$\tilde{v}(x) \equiv \langle 0|\phi[x;\chi_{in}(x)+\alpha(x)]|0\rangle = \exp\left\{ i\frac{Z^\dagger}{\tilde{v}}\alpha(x) \right\} \left[ \tilde{v} + V\left( i\frac{Z^\dagger}{\tilde{v}}\partial_\mu\alpha(x) \right) \right], \quad (4.84)$$

where the expansion $\tilde{v}(x) = \tilde{v} + V(i\frac{Z^\dagger}{\tilde{v}}\partial_\mu\alpha(x))$, with $V(i\frac{Z^\dagger}{\tilde{v}}\partial_\mu\alpha(x)) \to 0$ when $\partial_\mu\alpha(x) \to 0$, is used. Note that, in the limit $\alpha \to \text{const.}$, only the phase is changed.

In the case of a local gauge theory and for regular $\alpha(x)$, the only effect of the boson transformation is the appearance of a phase factor in the order parameter: $\tilde{v}(x) = e^{ic\alpha(x)}\tilde{v}$, with $c$ a constant [449, 452]. Therefore, any spacetime dependence of the $\epsilon$-term can be eliminated by a gauge transformation when $\alpha(x)$ is a regular function. If in local gauge theory the function $\alpha(x)$ carries some divergence and/or topological singularities, then one has to carefully exclude the singularity regions when integrating on space and/or time. For example, if $\alpha(x)$ is singular on the axis of a cylinder (at $r = 0$) one must exclude the singular line $r = 0$ by means of a cylindrical surface of infinitesimal radius. The phase of the order parameter will be singular on that line. This means that SSB does not occur in that region: there we have the “normal” state rather than the ordered one. Provided one uses such a care, the boson transformation can be safely used also in the case of singular $\alpha(x)$.

In Chapter 3, we have seen that changes in the order parameter describe transitions among unitarily inequivalent representations and therefore among physically distinct phases of the system (phase transitions). The conclusions reached above show that, when a gauge field is present in the theory, phase transitions are induced only by boson transformations with singular condensation function $\alpha(x)$.

Summarizing, when a theory allows SSB, there always exist solutions of the field equations with space and/or time-dependent vacuum. They are obtained from the translationally invariant ones by means of boson transformations. In a local gauge theory, regular boson transformation functions can be gauged away unless they carry divergence or topological singularities. Thus changes in the order parameter due to boson condensation may
result in a phase transformation only when the condensation function is singular. On the other hand, in the case we have only global gauge invariance, regular boson transformations can produce non-trivial physical effects (like linear flow in superﬂuidity) [619].

4.3.1 Topological singularities, gapless modes and macroscopic observables

We now show that boson transformation functions carrying topological singularities are only allowed for massless bosons [457, 619, 650, 651]. Thus we may expect topologically non-trivial non-homogeneous boson condensations when massless bosons exist, as it happens in theories with SSB where the existence of gapless NG modes is required (although, in the presence of a gauge field, they do not appear in the physical spectrum).

Let the boson transformation function \( f(x) \) for the field \( \chi_{\text{in}} \) carry a topological singularity. It is then not single-valued and thus path-dependent:

\[
G_{\mu\nu}^\dagger(x) \equiv [\partial_\mu, \partial_\nu] f(x) \neq 0, \quad \text{for certain } \mu, \nu, x. \tag{4.85}
\]

On the other hand, \( \partial_\mu f \), which is related with observables since these may be influenced by gradients in the Bose condensate, is single-valued, i.e., \([\partial_\mu, \partial_\nu] \partial_\mu f(x) = 0 \) (see also the comment after Eq. (4.70)). Let \( \chi_{\text{in}} \) have non-zero mass \( m \) and recall that \( f(x) \) is solution of the \( \chi_{\text{in}} \) equation:

\[
(\partial^2 + m^2) f(x) = 0. \tag{4.86}
\]

From the definition of \( G_{\mu\nu}^\dagger \) and the regularity of \( \partial_\mu f(x) \) it follows, by computing \( \partial^\rho G_{\mu\nu}^\dagger \), that

\[
\partial_\mu f(x) = \frac{1}{\partial^2 + m^2} \partial^\lambda G_{\lambda\mu}^\dagger(x). \tag{4.87}
\]

This leads to \( \partial^2 f(x) = 0 \), which in turn implies \( m = 0 \). Thus we conclude that (4.85) is only compatible with massless \( \chi_{\text{in}} \).

The quantity \( \partial_\mu f(x) \) is given by (4.87) with \( m = 0 \). \( f(x) \) can be determined from this equation. The topological charge is defined as

\[
N_T = \int_C dl^\mu \partial_\mu f = \int_S dS_\rho \epsilon^{\mu\nu\sigma} \partial_\nu \partial_\sigma f = \frac{1}{2} \int_S dS^{\mu\nu} G_{\mu\nu}^\dagger. \tag{4.88}
\]

Here \( C \) is a contour enclosing the singularity and \( S \) a surface with \( C \) as boundary. \( N_T \) does not depend on the path \( C \) provided this does not cross the singularity.

The dual tensor \( G^{\mu\nu} \) is defined as

\[
G^{\mu\nu}(x) \equiv -\frac{1}{2} \epsilon^{\mu\nu\lambda\rho} G_{\lambda\rho}^\dagger(x) \tag{4.89}
\]
and satisfies the continuity equation

$$\partial_\mu G^{\mu\nu}(x) = 0 \Leftrightarrow \partial_\mu G^{\mu\nu}_{\chi\rho} + \partial_\rho G^{\mu\nu}_{\mu\lambda} + \partial_\lambda G^{\mu\nu}_{\rho\mu} = 0.$$  \hspace{1cm} (4.90)

This equation completely characterizes the topological singularity [619, 650, 651].

We are now ready to prove, by considering the local U(1) model in Section 4.2.3, that in the context of gauge theories, all the macroscopic ground state effects do not occur for regular \( f(x) \). In fact, from (4.69) we obtain \( a_\mu(x) = \frac{1}{e_0} \partial_\mu f(x) \) for regular \( f \) since \( \partial^2 f(x) = 0 \) and \( G^{\mu\nu}_{\mu\nu} = 0 \). This implies zero classical current \( (j_{\mu,cl} = 0) \) since the Meissner and the boson current cancel each other, and zero classical field \( (F_{\mu\nu} = \partial_\mu a_\nu - \partial_\nu a_\mu) \).

In conclusion, the vacuum current and the classical gauge field appear only when \( f(x) \) has topological singularities and these can be created only by condensation of massless bosons, e.g., when SSB occurs. On the other hand, the appearance of spacetime order parameter in a gauge theory is no guarantee that persistent ground state currents (and fields) will exist: if \( f \) is a regular function, the spacetime dependence of \( \tilde{v} \) can be gauged away by an appropriate gauge transformation.

Since the boson transformation with regular \( f \) does not affect observable quantities (because it is equivalent to a gauge transformation), the \( S \)-matrix (4.50) must depend on \( U^{\mu}_{\text{in}} \) and \( \chi_{\text{in}} \) through the combination

$$U^{\mu}_{\text{in}} - \frac{1}{m_V} \partial (\chi_{\text{in}} - b_{\text{in}}):$$

\begin{equation}
S = S \left[ \rho_{\text{in}}, U^{\mu}_{\text{in}} - \frac{1}{m_V} \partial (\chi_{\text{in}} - b_{\text{in}}) \right].
\end{equation}

(4.91)

This is in fact independent of the boson transformation with regular \( f \):

$$S \rightarrow S' =: S \left[ \rho_{\text{in}}, U^{\mu}_{\text{in}} - \frac{1}{m_V} \partial (\chi_{\text{in}} - b_{\text{in}}) + Z_3^{-\frac{1}{2}} (a_\mu - \frac{1}{e_0} \partial_\mu f) \right],$$

(4.92)

since \( a_\mu(x) = \frac{1}{e_0} \partial_\mu f(x) \) for regular \( f \). However, \( S' \neq S \) for singular \( f \). Eq. (4.92) shows that \( S' \) includes the interaction of the quanta \( U^{\mu}_{\text{in}} \) and \( \rho_{\text{in}} \) with the classical field and current appearing for singular \( f(x) \) and associated to non-homogeneous condensation (extended objects).

In the following Section we comment on the appearance of macroscopically behaving extended objects (defects), for example vortices, as an observable effect of NG boson condensation.
4.3.2 Defect formation in the process of symmetry breaking phase transitions

The conclusions reached in the previous Sections shed some light on the macroscopic behavior of extended objects, the fact that they are observed in systems exhibiting ordered patterns and their formation occurs during the process of non-equilibrium phase transitions (limited to the case of the existence of the order parameter and in the presence of a gauge field).

Extended objects are described by solutions of classical field equations. These may be seen as the macroscopic dynamical manifestation of the microscopic boson condensation dynamics, in a way similar to the one by which classical field equations and currents have been derived in the previous Section. The extended object appears then as the macroscopic envelope of the non-homogeneous condensate localized over a finite domain and described by the boson transformation function \( f(x) \). This plays the role of “form factor” and carries the topological charge singularity. In Chapters 7 and 8 we will present explicit examples of topological defects described in terms of non-homogeneous boson condensation [449, 452, 619, 637].

The questions concerning the connection between topological defect formation and symmetry breaking can then be addressed considering that the boson transformation function \( f(x) \) is allowed to carry topological singularities only for the case of condensation of massless bosons (see also [617, 619]), such as the NG bosons, whose existence is required by SSB. This explains why topological defects are observed in systems exhibiting ordered patterns, namely in the presence of condensation of NG bosons sustaining the long-range ordering correlation.

We have seen that, in a gauge theory, symmetry breaking phase transitions, characterized by macroscopic ground state current and field (e.g., in superconductors), can occur only when there are non-zero gradients of topologically non-trivial condensation function \( f(x) \), which constitutes, on the other hand, the condition to be met for the formation of topological defects [15]. Thus, we see why topological defects are observed during the process of symmetry breaking phase transitions (“where the defects come from”) (see Section 10.5). Since the picture so obtained is model-independent, it may account for the fact that some features of topological defects are shared by quite different systems, from condensed matter to cosmology. It might help to depict in a unified theoretical scheme the macroscopic behavior of topological defects and their interaction with quanta. For a detailed account see Chapters 7 and 8.
We close this Section with a comment on homotopy groups, which turn out to be useful in the study of topological defects (see Appendix T for essential notions on homotopy). In topologically non-trivial condensation at finite temperature the order parameter \( v(x, \beta) \), with \( \beta \equiv \frac{1}{k_B T} \), provides a mapping between the domain of variation of \( (x, \beta) \) and the space of the unitarily inequivalent representations of the canonical commutation relations, i.e., the set of Hilbert spaces where the field operators are realized. We thus have non-trivial homotopy mappings between the \( (x, \beta) \) variability domain and the group manifold. In the vortex case, for example, one has the mapping \( \pi \) of \( S^1 \), surrounding the \( r = 0 \) singularity, to the group manifold of \( U(1) \) which is topologically characterized by the winding number \( n \in \mathbb{Z} \in \pi_1(S^1) \). It is such a singularity which is carried by the boson condensation function. In the monopole case [440], the mapping \( \pi \) is the one of the sphere \( S^2 \), surrounding the singularity \( r = 0 \), to \( SO(3)/SO(2) \) group manifold, with homotopy classes of \( \pi_2(S^2) = \mathbb{Z} \). The same situation occurs in the sphaleron case [440] (see also Section 8.3.4), provided one replaces \( SO(3) \) and \( SO(2) \) with \( SU(2) \) and \( U(1) \), respectively.

4.4 Group contraction and spontaneous symmetry breaking

We have mentioned in previous Sections that the symmetry group \( G' \) under which physical field equations are invariant is the group contraction [336] of the invariance group \( G \) of the Heisenberg field equations. We now present the explicit proof, in terms of functional integral formalism, of the group contraction occurring in the case of \( G = SU(2) \) and then we list other physical examples in which group contraction occurs. The mathematical mechanism of group contraction [336] thus turns out to account for the dynamical rearrangement of symmetry characterizing the phenomenon of SSB.

4.4.1 The infrared effect

We want to study the origin of the change of the group in the process of the rearrangement of symmetry. We consider the case of \( SU(2) \) with reference to the example of the ferromagnet. Our conclusions will be, however, general. They hold for any continuous compact symmetry group of the Lagrangian. We will show that infrared contributions to the commutations
relations among the generators of the symmetry group are missed in the process of going from the Heisenberg fields to the asymptotic fields. This results in the rearrangement of the symmetry.

Let us decompose the magnon field (cf. Eqs. (4.3)) into the sum of an “hard” part \( B_t(x) \) and a “soft” or infrared part \( B_\eta(x) \) with \( \eta \) infinitesimal (see also Section 3.10)

\[
B(x) = B_t(x) + B_\eta(x) .
\] (4.93)

\( B_t(x) \) contains only momenta larger than \( \eta \), while momenta in \( B_\eta(x) \) are smaller than, or equal to \( \eta \). One possible representation of \( B_\eta(x) \) is [621]

\[
B_\eta(x) = \frac{1}{2} \eta \int_{-\infty}^{+\infty} dt \, e^{-|t|\eta} B(x)
\]

\[
= \frac{1}{2(2\pi)^{1/2}} \eta \int d^3k \, \delta_\eta(k) B_k \, e^{i\mathbf{k} \cdot \mathbf{x}} ,
\] (4.94)

where we have used Eqs. (4.3), \( \omega_k = k \), and

\[
\delta_\eta(\omega_k) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dt \, e^{-|t|\eta - i\omega_k t} .
\] (4.95)

The function \( \delta_\eta(k) \) approaches to \( \delta(k) \) in the limit \( \eta \to 0 \). Therefore \( B_\eta(x) \) is of order of \( \eta \) and independent of \( x \) in the limit \( \eta \to 0 \).

Now we use the field \( B(x) \) written as in Eq. (4.93) in the expression (4.10) and follow the contribution of \( B_\eta(x) \) to \( S^{(i)}(\phi, \phi^\dagger, B, B^\dagger) \). We obtain

\[
S^{(i)}(y, \phi, \phi^\dagger, B, B^\dagger) = \langle S^{(i)}(y) : \exp \left[ -iA(\phi, \phi^\dagger, B_t + B_\eta, B_t^\dagger + B_\eta^\dagger) \right] : \rangle
\]

\[
= s_t^{(i)}(y) - i\rho^{-1/2}B_\eta \int d^4x \, (S^{(i)}(y)K(\tilde{\partial})S^{(-)}(x) : e^{-iA_t} :)
\]

\[
- i\rho^{-1/2}B_\eta^\dagger \int d^4x \, (S^{(i)}(y)S^{(+)}(x)K(-\tilde{\partial}) : e^{-iA^\dagger_t} :) .
\] (4.96)

\( s_t^{(i)}(y) \) is obtained from \( S^{(i)}(y) \) by ignoring the infrared fields \( B_0 \) and \( B_\eta^\dagger \).

\[
s_t^{(i)}(y) = \langle S^{(i)}(y) : e^{-iA_t} : \rangle .
\] (4.97)

\( A_t \) denotes \( A \) with the infrared fields disregarded. By a straightforward computation whose details are given in [570], one then obtains:

\[
S^{(1)}(y) = s_t^{(1)}(y) + \frac{1}{\sqrt{2M}}(B_\eta + B_\eta^\dagger) s_t^{(3)}(y) ,
\] (4.98a)

\[
S^{(2)}(y) = s_t^{(2)}(y) - i\frac{1}{\sqrt{2M}}(B_\eta - B_\eta^\dagger) s_t^{(3)}(y) ,
\] (4.98b)

\[
S^{(3)}(y) = s_t^{(3)}(y)
\]

\[
+ \frac{1}{\sqrt{2M}} \left[ i(B_\eta - B_\eta^\dagger) s_t^{(2)}(y) - (B_\eta + B_\eta^\dagger) s_t^{(1)}(y) \right] .
\] (4.98c)
These are the spin density operators expressed in terms of the quasiparticle fields and we see that when we ignore the infrared contributions coming from the operators \(B_\eta\) and \(B_\eta^\dagger\) we obtain \(s^{(i)}\). We remark that the matrix elements of \(S^{(i)}(y)\) are equal to those of \(s^{(i)}\):

\[
\langle i | S^{(i)}(y) | j \rangle = \langle i | s^{(i)}(y) | j \rangle ,
\]

which shows that taking the matrix elements between physical states, i.e., smeared out (localized) states, causes the missing of the infrared contributions. In other words, the limit \(\eta \to 0\) is automatically implied in the computation of the matrix elements between physical states due to the fact that physical states carry in their definition smearing out functions which act as a cutoff at infinite volume, namely, as a cutoff for infrared momenta.

For \(i = 3\) Eq. (4.99) gives

\[
\langle i | S^{(3)}(y) | j \rangle = \langle i | s^{(3)}(y) | j \rangle = M ,
\]

and therefore we can write

\[
s^{(3)}(y) = M + s^{(3)}(y) .
\]

We conclude that the space integration of \(s^{(i)}(y)\) must give the generators (4.22) with \(B\) and \(B^\dagger\) substituted by \(B_t\) and \(B^\dagger_t\), respectively, since the cutoff \(f(x)\) excludes contributions at infinite volume (the infrared contributions). We eventually get:

\[
S^{(1)}_f = s^{(1)}_f + \frac{1}{\sqrt{2M}} (B_\eta + B_\eta^\dagger) : s^{(3)}_t : ,
\]

\[
S^{(2)}_f = s^{(2)}_f - i \frac{1}{\sqrt{2M}} (B_\eta - B_\eta^\dagger) : s^{(3)}_t : ,
\]

\[
S^{(3)}_f = s^{(3)}_f + \frac{1}{\sqrt{2M}} \left[ i( (B_\eta - B_\eta^\dagger) s^{(2)}_t - (B_\eta + B_\eta^\dagger) s^{(1)}_t ) \right] .
\]

We now show that the spin operators \(S^{(i)}_f\) satisfy the algebra for the \(SU(2)\) group when the limit \(f \to 1\) is taken: \([S^{(i)}, S^{(j)}] = i\epsilon_{ijk} S^{(k)}\). We have

\[
[S^{(1)}_f, B_\eta^\dagger(x)] = \sqrt{\frac{M}{2}} f_\eta(x) ,
\]

and similar commutators for \(S^{(i)}_f\) with \(i = 2, 3\). Here we have used

\[
f(x) = f_t(x) + f_\eta(x) ,
\]

with the same meaning for the notation as in Eq. (4.93). \(f_\eta(x)\) contains only momenta smaller than, or equal to \(\eta\) and thus it has a spatial domain of range \(\frac{1}{\eta}\) and vanishes as \(\eta \to 0\) since \(f(x)\) is square-integrable. To take into
account the locally infinitesimal effect, the space integration must extend to infinity. Therefore, the limit \( f \to 1 \) must be performed before the limit \( \eta \to 0 \) in order to recognize the differences between \( S^{(i)}_f \) and \( s^{(i)}_f \). We find

\[
[S^{(1)}_f, S^{(2)}_f] = iM \int d^3x |f(x)|^2 + \left( \frac{1}{2} \right) \left[ f^*_\eta(x) + f_\eta(x) + f^*_\eta(x) + f_\eta(x) \right] : s^{(3)}_i : - \left( \frac{1}{2M} \right)^{1/2} \left[ i(B_\eta - B^\dagger_\eta) s^{(2)}_i - i(B_\eta + B^\dagger_\eta) s^{(1)}_i \right].
\] (4.105)

We have two limits of the infrared cutoffs \( \eta \) and \( \bar{\eta} \) to be performed successively (no matter in which order) since two generators (i.e., two successive rotations) are involved in the commutator. The \( f \to 1 \) limit then gives

\[
[S^{(1)}_f, S^{(2)}_f] = iS^{(3)} ,
\]

\[
[S^{(3)}_f, S^{(1)}_f] = iS^{(2)} ,
\]

\[
[S^{(3)}_f, S^{(2)}_f] = -iS^{(1)} .
\]

(4.106a, 4.106b)

Therefore we find that

\[
\lim_{\eta, \bar{\eta} \to 0} \lim_{f \to 1} [S^{(i)}_f, S^{(j)}_f] = i\epsilon_{ijk} S^{(k)} .
\] (4.107)

On the other hand,

\[
\lim_{f \to 1} \lim_{\eta, \bar{\eta} \to 0} [S^{(1)}_f, S^{(2)}_f] = iM \lim_{f \to 1} \int d^3x |f(x)|^2 = (\text{const}) I ,
\]

\[
\lim_{f \to 1} \lim_{\eta, \bar{\eta} \to 0} [S^{(3)}_f, S^{(1)}_f] = \lim_{f \to 1} \lim_{\eta, \bar{\eta} \to 0} iS^{(2)} ,
\]

\[
\lim_{f \to 1} \lim_{\eta, \bar{\eta} \to 0} [S^{(3)}_f, S^{(2)}_f] = i \lim_{f \to 1} \lim_{\eta, \bar{\eta} \to 0} iS^{(1)} .
\] (4.108a, 4.108b, 4.108c)

Thus, if the limit \( f \to 1 \) is performed before the limits \( \eta \to 0 \) and \( \bar{\eta} \to 0 \), then the \( SU(2) \) symmetry group is obtained, while the (projective) \( E(2) \) group, the group contraction of \( SU(2) \), is obtained by inverting the order in which the limits are performed: limit \( f \to 1 \) and limit \( \eta \to 0 \) are not commutable. The infrared term, although locally infinitesimal, gives, however, a finite global contribution to the commutators of the generators \( S^{(i)} \). Its locally infinitesimal nature makes it, instead, commutable with any local operator and therefore it does not contribute to the commutators of the generators for the quasiparticle fields, which are directly related to (local) observations (the quasiparticle fields are related to the observable energy levels). The algebra which is related to the experimental observable results is the group contraction algebra: quasiparticles form an irreducible representation of the contraction group.
The result obtained above is an *exact* result, obtained without any approximation in a model-independent derivation, and therefore it must not be confused with the linear approximations used sometimes in the literature, as for example when using the Holstein–Primakoff representation [331] of the $SU(2)$ group. For the reader’s convenience we will also consider such linear approximations in Section 4.4.3.

**Low energy theorems**

The so-called low-energy theorems [9, 10, 210, 657], according to which low momentum NG modes do not affect the $S$-matrix, as indeed observed in solid state physics and in high energy physics, are observable manifestations of the group contraction mechanism. This can be seen in the following way. Translations of the NG modes by a constant quantity implied by the group contraction transformations are invariant transformations for the quasiparticle field equations. Therefore, also the $S$-matrix has to be invariant under such transformations. This implies that the NG modes $B(x)$ always appear with their derivatives in the $S$-matrix, i.e., in the form $\partial_\mu B(x)$, and thus the NG mode interaction disappears in the zero-momentum limit. The Dyson low-energy theorem for magnons in ferromagnets, the Adler theorem in high-energy physics, the soft boson limit of current algebra theory find in this way their root in the invariant properties of $S$-matrix under the transformations belonging to the group contraction.

Other remarkable consequences of the group contraction process are some of the relations in the current algebra formalism, e.g., the partially conserved axial vector currents (PCAC) and the Goldberger–Treiman relations [274, 288, 432, 619].

In conclusion, one reason why the observable symmetry group $G'$ can be different from the Lagrangian invariance group $G$ is based on the fact that macroscopic observations are always a collection of local observations and therefore there always exists a possibility that in each local observation one misses an infinitesimal contribution of the order of magnitude of $\frac{1}{V}$, with the volume $V$ going to infinity. Such missing contributions can be accumulated as a finite amount when integrated over the whole system. This locally infinitesimal effect, called the infrared effect, is responsible for the origin of the difference between the algebra of the generators written in terms of the Heisenberg fields and the one of the generators written in terms of physical fields. These carry, indeed, square integrable functions (with finite spatial support) (see the discussion in Chapter 1).
The occurrence of group contraction in SSB has also been proven by means of projective geometry arguments [183] and the contraction of group representation has been shown to provide non-linear realizations [6, 124, 125, 133, 149, 154, 168, 474, 506, 546] of the $SU(2)$ doublet and $SO(n)$ vector gauge theory models. Non-linear realizations provide a powerful tool of investigation in phenomenological theories where effective Lagrangians are used and SSB occurs. By singling out the NG modes they make explicit the low-energy behavior of the theory [6, 474, 506]. They have been used in the determination of the extrema of the most general renormalizable Higgs potentials in elementary particle physics [124, 125].

**Further examples of group contraction**

In all the cases where a subgroup is preserved in the process of SSB (the stability, or little group, see Section 3.4), it has been found that the group $G'$, contraction of the Lagrangian invariance group $G$, is the one relevant to the observations. The infrared effect is the origin of the rearrangement of $G$ into the Inoñi–Wigner group contraction $G'$. The contraction parameter can thus be taken to be $\frac{1}{V}$ with the volume $V \to \infty$.

Group contraction has been shown to occur in models invariant under $SU(n)$, $SO(n)$, chiral $SU(2) \times SU(2)$, $SU(3) \times SU(3)$, etc. (see [182] and [619] and references quoted therein). The different cases may be classified into three categories $R_i$, $i = 1, 2, 3$ [182]. We always refer to continuous invariance groups and we assume that the stability group is a maximal subgroup [619].

In the case $R_1$, the dynamical groups are Abelian compact groups; the phenomenological groups also have an Abelian algebraic structure, but are non-compact groups. Heisenberg and asymptotic fields provide different realizations of the Abelian algebraic structure. Examples include spontaneous breakdown of phase, chiral phase and scale invariance [450, 614].

In the case $R_2$, the rearrangement of the basic non-Abelian symmetry group leads to its contraction, by which an Abelian subgroup is introduced. Examples are given in [362, 454, 460, 570, 571, 614, 639, 640] and include, e.g., the case of a scalar isotriplet, the ferromagnet discussed above, the chiral $SU(2) \times SU(2)$ symmetry [362] realized by non-linear transformation of the pion field, the $SU(3)$ group in a linear approximation of solid state systems as $T - t$ Jahn-Teller systems [640, 653].

In the case $R_3$, the phenomenological symmetry generators do not form a closed algebra. By enlarging the set of generators, their algebra can be
completed, then resulting in the contraction of the basic symmetry algebra. In [455] such a rearrangement is studied for an SU(2) invariant model.

In Appendix K we briefly discuss the relation of the group contractions $SU(2) \rightarrow E(2)$ and $SO(4) \rightarrow E(3)$ to the loop-antiloop symmetry breaking and to the Virasoro algebra.

The rearrangement of the group of continuous space translations into the group of discrete space translations, leading to lattice structures, has also been studied with particular reference to crystal formation [617, 619], where the NG bosons are the phonons, i.e., the quanta of the elastic waves.

### 4.4.2 Group contraction, boson condensation and macroscopic quantum systems

In SSB, the contraction mechanism offers a powerful tool to compute the number of gapless modes whose existence is required by the Goldstone theorem. For example, it allows us to compute the number of the degrees of freedom of the instanton solutions in a non-Abelian gauge theory (see Chapter 8). Actually, SSB implies that the NG fields must form an irreducible representation of the invariance group of the theory [162, 182, 230, 423, 449, 613].

Notice that while $G$ is in general a compact group, the contraction group $G'$ is not a compact group, since it contains an (Abelian) subgroup of generators of field translations. These are $2(N-1)$ and $N-1$ for the contraction of $G = SU(N)$ and $G = SO(N)$, respectively [182]. The number of gapless modes is given by the number of the generators closing the Abelian subalgebra. They are, indeed, linear in the fields of the NG modes and thus induce their translations by constant quantities. Notice also that the equation for the field $\chi_{in}$, e.g., in the model with global $U(1)$ group (cf. Section 4.2.2), is invariant under the translation of the field by a constant quantity, Eq. (4.30), if and only if $\chi_{in}$ is a massless field, $\partial^2 \chi_{in}(x, \theta) = 0$. Therefore, since the mechanism of group contraction implies translations of fields by a constant and $G'$ is the symmetry group for the physical field equations, it actually implies the existence of massless fields, i.e., the mechanism of group contraction has the same content as the Goldstone theorem [182, 638]. In Chapter 1 the translation of field operators by a constant has been recognized to generate coherent states. Group contraction thus implies that coherent condensation of NG bosons occurs in the system ground state. In Section 4.2.3, such a condensation has been related to the appearance of macroscopic vacuum currents which are controlled by classical equations.
Group contraction thus plays an important role in the passage to the macroscopic phenomena: the basic symmetry is rearranged to a contraction at observable level; in this way Abelian (boson) transformations are introduced, which regulate classical macroscopic phenomena through boson condensation. When a large number of bosons is condensed, observable symmetry patterns appear in ordered states, the quantum fluctuations become very small ($\Delta n \ll 1$) and the system behaves as a classical one [182, 619].

Macroscopic quantum systems thus emerge from the quantum dynamics. As already observed, these are quantum systems not in the trivial sense that they are made, as any other physical system, by quantum components, but in the sense that their macroscopic features, such as ordering and stability, cannot be explained without recourse to the undergoing quantum dynamics. Similarly, the order parameter, which characterizes the macroscopic states of such systems, is a classical field in the sense that its measurable value (far from the critical region of phase transition) is not affected by quantum fluctuations $\Delta n$ in the condensate. These results seem to support the conjecture [182, 547, 565, 638, 658] that the passage from quantum to classical physics involves group contraction phenomena (for reviews on this subject see [240]).

4.4.3 The collective behavior of quantum components and group contraction

In order to better clarify the mechanism of group contraction, we now consider the Holstein–Primakoff boson realization of the $SU(2)$ group, as an example of non-linear realization of the invariance group. It was originally introduced in order to diagonalize the Hamiltonian in the exchange interaction model of a ferromagnet [331]. The approximation used by Holstein and Primakoff was to neglect all terms which are not bilinear in the boson operators. In this way they were able to construct a linear formalism suitable for computations. In Section 4.2.1 we have proven that it is an exact result that the spin operator densities $S^i, i = 1, 2$, are linear in the boson field $B(x)$. Therefore, such a result is not to be confused with the linear approximation used by Holstein and Primakoff. It is nevertheless useful to see how the Holstein–Primakoff $SU(2)$ non-linear boson representation is related to the $E(2)$ contraction. Instead of the ferromagnetic system, we consider a system of $N$ two-level atoms under the action of an external driving field able to excite them. Such a system is physically interesting in a number of problems and in quantum optics. The atom system may be described as a
(fermion-like) system of non-interacting \( N \) electrical dipole doublets under the influence of an electric field. Below we will follow closely [64, 197].

The ground state and the excited state of each of the \( N \) two-level atoms are denoted by \(|0\rangle_i, \) and \(|1\rangle_i, \) \( i = 1, \ldots, N, \) respectively, associated to the eigenvalues \( \mp \frac{1}{2} \) of the operator \( \sigma_3^i = \frac{1}{2}(|1\rangle_i\langle 1| - |0\rangle_i\langle 0|), \) no-summation on \( i. \) The operators \( \sigma_3^i = |1\rangle_i\langle 0| \) and \( \sigma_1^i = (\sigma_3^i)^\dagger \) generate the transitions between the two levels induced by the action of the electric field. The \( N \)-atom system is thus described by \( \sigma_3^\pm = \sum_{i=1}^{N} \sigma_3^i, \) \( \sigma_3 = \sum_{i=1}^{N} \sigma_3^i \) with the fermion-like \( su(2) \) (rotational) algebra

\[
[\sigma_3, \sigma_\pm] = \pm \sigma_\pm, \quad [\sigma_-, \sigma_+] = -2\sigma_3. \tag{4.109}
\]

The interaction \( H = -\mathbf{d} \cdot \mathbf{E} \) of the atoms with the electrical field \( \mathbf{E} \), where \( \mathbf{d} \) is the atomic electric dipole moment, can be written [279] as

\[
H = \hbar \gamma (b^\dagger \sigma^- + b \sigma^+) \tag{4.110}
\]

which is a Jaynes–Cummings-like Hamiltonian [279,353]. The coupling constant \( \gamma \) is proportional to the matrix element of the atomic dipole moment and to the inverse of the volume square root \( V^{-1/2} \), \( b \) is the electric field quantum operator, \( \sigma_\pm \) are the atomic polarization operators.

Suppose that the electric field induces the transition \( |0\rangle_i \rightarrow |1\rangle_i \) for a certain number \( l \) of atoms, originally assumed for simplicity in the ground state (in a realistic system, of course, not all the atoms are initially in their respective ground state; our conclusions, however, do not depend on these more realistic initial conditions). The system state may then be represented as the normalized superposition \(|l\rangle:\)

\[
|l\rangle = \left( \begin{array}{c}
\frac{1}{\sqrt{N}} \ldots \frac{1}{\sqrt{N-l}} \ldots \frac{1}{\sqrt{N-l+1}} |0\rangle_1 \ldots |0\rangle_{N-l} |1\rangle_N \ldots |1\rangle_{l-1} |0\rangle_l |1\rangle_{l+1} \ldots |1\rangle_N
\end{array} \right). \tag{4.111}
\]

The difference between the number of atoms in the excited state and the ones in the ground state is measured by \( \sigma_3: \)

\[
\langle l | \sigma_3 | l \rangle = l - \frac{1}{2} N \tag{4.112}
\]

and its non-zero value (proportional to the system polarization in the case of dipoles) signals that the rotational \( SU(2) \) symmetry is broken. Operating with \( \sigma_\pm \) on \(|l\rangle\) gives:

\[
\sigma^+ |l\rangle = \sqrt{l+1} \sqrt{N-l} |l+1\rangle, \quad \sigma^- |l\rangle = \sqrt{N-(l-1)} \sqrt{l} |l-1\rangle. \tag{4.113}
\]
Eqs. (4.112) and (4.113) show that $\sigma_3$ and $\sigma^\pm$ are represented on $|l\rangle$ by

\begin{align}
\sigma_3 &= S^+ S^- - \frac{1}{2} N, \\
\frac{\sigma^+}{\sqrt{N}} &= S^+ \sqrt{1 - \frac{S^+ S^-}{N}}, \\
\frac{\sigma^-}{\sqrt{N}} &= \sqrt{1 - \frac{S^+ S^-}{N}} S^-, \\
\end{align}

where $S^- = (S^+)^\dagger$, $[S^-, S^+] = 1$, $S^+ |l\rangle = \sqrt{l+1} |l+1\rangle$ and $S^- |l\rangle = \sqrt{l} |l-1\rangle$, for any $l$. Eqs. (4.114) are the Holstein–Primakoff non-linear boson realization of SU(2) [331, 570]. The $\sigma$'s in Eqs. (4.114) still satisfy the su(2) algebra (4.109). However, Eqs. (4.113) give for $N \gg l$

\begin{align}
\frac{\sigma^\pm}{\sqrt{N}} |l\rangle &= S^\pm |l\rangle.
\end{align}

By defining $S_3 \equiv \sigma_3$, the su(2) algebra (4.109) therefore contracts to the (projective) e(2) (or Weyl–Heisenberg) algebra in the large $N$ limit [64,182,336]

\begin{align}
[S_3, S^\pm] &= \pm S^\pm, \\
[S^-, S^+] &= 1,
\end{align}

the contraction parameter being $\frac{1}{\sqrt{N}}$. Thus, for large $N$, $S^\pm$ act as boson operators. They behave as the NG boson modes $B$ and $B^\dagger$ (or $s^\pm_1$, cf. Eq. (4.116) with Eqs. (4.24)) associated to the collective electric dipole wave quanta. The interaction (4.110), written in terms of $S^\pm$, is

\begin{align}
\mathcal{H} = \hbar \sqrt{N} \gamma \left( b^\dagger S^- + b S^+ \right).
\end{align}

In summary, in the large $N$ limit the collection of single two-level (fermion-like) atoms manifests itself as a collective bosonic system (by assuming finite density, the large $N$ limit implies the large volume limit (the thermodynamic limit)). Remarkably, the original coupling of the individual atoms to the field gets enhanced by the factor $\sqrt{N}$ and manifests itself as the coupling of the collective modes $S^\pm$ to the field. For large $N$ the system of atoms thus behaves as a collective whole. The breakdown of symmetry, with the consequent phenomenon of group contraction, thus provides a change of scale [182,638,641,645], from the microscopic quantum dynamics to the macroscopic quantum system behavior. For large $N$, the coupling enhancement by the factor $\sqrt{N}$ implies that for the collective interaction the energy gap is quite large and the time-scale is much shorter (indeed by the factor $\frac{1}{\sqrt{N}}$) than for the short range interactions among the atoms. Hence the macroscopic stability of the system vs quantum fluctuations in the short range interactions among of the microscopic components [197].
We remark that, when the system has a finite size, a persistent polarization cannot survive in the limit of a vanishing electric field [15,17]. In such a limit, the dipole rotational symmetry is restored. More details on the relation between group contraction and the Holstein and Primakoff [331] $su(2)$ non-linear realization can be found in [182, 570].

As a closing remark, we observe that boson condensation and quantum fluctuation of NG modes in the ground state of SSB theories have been described [188] in terms of jump (Poisson) Markovian stochastic processes. The associated classical probability satisfies the Fokker–Planck equation [160,188]. The generators of the contracted group (e.g., $E(2)$ in the case of $SU(2)$ invariance) may be interpreted in terms of probability theory, in the sense that the emission and the absorption of quanta in the coherent ground state are Poisson processes with constant probability and probability rate proportional to the condensed number of quanta, respectively. This sheds further light on the above-mentioned change of scale from the quantum dynamics to the macroscopic (classical) behavior.

### 4.5 Quantum fluctuations and macroscopic stability

We have seen that in gauge theories with SSB the Higgs mechanism plays a crucial role: the gauge field is expelled out of the ordered domains and confined into “normal” regions having a vanishing order parameter, i.e., where long-range correlation modes (the NG modes) responsible for the ordering are damped away. Now we focus our attention on the dynamics governing the radiative gauge field and its role in the onset of phase locking among the e.m. modes and the matter components. In the Higgs mechanism the gauge field removes the order in the regions where it penetrates. Here our purpose is to study the role of the radiative gauge field in sustaining the phase locking in the coherent regions.

In gauge theories, the multitude of quantum configurations of the system is described by the local gauge freedom through the local gauge transformations. The independence of the system observables from the gauge transformations guarantees the stability of the observable properties of the system against the many accessible microscopic configurations: although quantum fluctuations are the dominant feature at the microscopic scale of the quantum components, physical systems, however, are usually remarkably stable at macroscopic spacetime scales. In QFT, one takes into account such a double feature by prescribing that the Lagrangian of the system should be invariant under the local phase transformation of the
quantum component field $\psi(x,t) \rightarrow \psi'(x,t) = \exp(ig\theta(x,t))\psi(x,t)$. Local phase invariance is the QFT solution to the problem of building a stable system out of fluctuating components. In order that the Lagrangian be invariant under local gauge transformation it is necessary, as well known, to introduce the gauge fields, e.g., the electromagnetic (e.m.) field $A_\mu(x,t)$, such that the Lagrangian be also invariant under the gauge field transformation $A_\mu(x,t) \rightarrow A'_\mu(x,t) - \partial_\mu \theta(x,t)$. Such a transformation is devised to compensate terms proportional to $\partial_\mu \theta(x,t)$ arising in the Lagrangian from the kinetic term for the matter field $\psi(x,t)$. In Section 5.6 we will see that the gauge field may be described, indeed, as a compensating “reservoir” against variations in the many accessible microscopic configurations.

Our model system is an ensemble of two-level atoms, say $N$ atoms per unit volume, which may represent rigid rotators endowed with an electric dipole. We consider the interaction of these atoms with the e.m. quantum radiative modes and disregard the static dipole-dipole interaction. Transitions between the atomic levels are radiative dipole transitions. The system is assumed to be spatially homogeneous and to be in a thermal bath kept at a non-vanishing temperature $T$.

The $N$ atoms are collectively described by the complex dipole wave field $\psi(x,t)$. In the previous Section such a system of two-level atoms has been described as a system of $\frac{1}{2}$ spins, according to the known formal equivalence among the two descriptions [311]. In the following, we will use natural units $\hbar = 1 = c$. By denoting with $d\Omega = \sin \theta d\theta d\phi$ the element of solid angle and with $(r, \theta, \phi)$ the polar coordinates of $r$, the dipole wave field $\psi(x,t)$ integrated over the sphere of unit radius $r$ gives:

$$\int d\Omega |\psi(x,t)|^2 = N ,$$

which, in terms of the rescaled field $\chi(x,t) = \frac{1}{\sqrt{N}}\psi(x,t)$, also reads as

$$\int d\Omega |\chi(x,t)|^2 = 1 .$$

The system is invariant under dipole rotations and since the atom density is assumed to be spatially uniform, the only relevant variables are the angular ones. In full generality, the field $\chi(x,t)$ may thus be expanded in the unit sphere in terms of spherical harmonics and we set the amplitudes $\alpha_{l,m}(t) = 0$ for $l \neq 0, 1$, reducing the expansion to the four levels $(l,m) = (0,0)$ and $(1,m), m = 0, \pm 1$. Thermal equilibrium and the dipole rotational invariance imply that there is no preferred direction in the dipole
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orientation. Thus, the amplitudes \( \alpha_{1,m}(t) \) for any \( m \) have in the average the same value, independent of \( m \). We write

\[
\alpha_{0,0}(t) \equiv a_0(t) \equiv A_0(t) \ e^{i\delta_0(t)}, \tag{4.120a}
\]

\[
\alpha_{1,m}(t) \equiv A_1(t) \ e^{i\delta_{1,m}(t)} \ e^{-i\omega_0 t} \equiv a_{1,m}(t) \ e^{-i\omega_0 t}. \tag{4.120b}
\]

In Eqs. (4.120) we have used \( a_{1,m}(t) \equiv A_1(t) \ e^{i\delta_{1,m}(t)}; \ A_0(t), \ A_1(t), \ \delta_0(t) \)
and \( \delta_{1,m}(t) \) are real quantities; \( \omega_0 \equiv I^{-1} \), where \( I \) denotes the moment of inertia of the atom, which gives a relevant scale for the system: \( \omega_0 \equiv k = 2\pi \)
(the eigenvalue of \( \frac{L^2}{2I} \) on the state \((1, m)\) is \( \frac{(l+\frac{1}{2})}{2I} = I^{-1} = \omega_0 \), \( L^2 \) is the squared angular momentum operator). We also put \( \omega t \equiv \delta_{1,0}(t) - \delta_0(t) \).

In the assumed conditions, no permanent polarization may develop for our system. This confirms that the three levels \((1, m), \ m = 0, \pm 1\) are in the average equally populated under normal conditions and that we can safely write \( \sum_m |\alpha_{1,m}(t)|^2 = 3 \ |a_1(t)|^2 \). In full generality, consistently with Eq. (L.2) of Appendix L, we can set the initial conditions at \( t = 0 \) as

\[
|a_0(0)|^2 = \cos^2 \theta_0, \quad |a_1(0)|^2 = \frac{1}{3} \sin^2 \theta_0, \quad 0 < \theta_0 < \frac{\pi}{2}. \tag{4.121}
\]

The values zero and \( \frac{\pi}{2} \) are excluded since it is physically unrealistic for the state \((0,0)\) to be completely filled or completely empty, respectively. We will find that the lower bound for \( \theta_0 \) is imposed by the dynamics in a self-consistent way. The field equations for our system are [279, 317]:

\[
i \frac{\partial \chi(x, t)}{\partial t} = \frac{L^2}{2I} \chi(x, t) \tag{4.122a}
\]

\[
-i \int \sum_{k,r} d \sqrt{\rho} \ \left[ \sqrt{k} / 2 \ (\epsilon_r \cdot x) [u_r(k, t) \ e^{-i\omega t} - u^\dagger_r(k, t) \ e^{i\omega t}] \right] \chi(x, t),
\]

\[
\frac{\partial u_r(k, t)}{\partial t} = i \sqrt{\rho} \ e^{i\omega t} \int d\Omega(\epsilon_r \cdot x) |\chi(x, t)|^2,
\tag{4.122b}
\]

where \( u_r(k, t) = \frac{1}{\sqrt{N}} c_r(k, t) \), and \( c_r(k, t) \) denotes the radiative e.m. field operator with polarization \( r \); \( d \) is the magnitude of the electric dipole moment, \( \rho \equiv \frac{\sqrt{N}}{2} \) and \( \epsilon_r \) is the polarization vector of the e.m. mode (for which we assume the transversality condition \( k \cdot \epsilon_r = 0 \)). Notice the enhancement by the factor \( \sqrt{N} \) appearing in the coupling \( d \sqrt{\rho} \) in Eqs. (4.122) due to the the rescaling of the fields. In obtaining Eqs. (4.122) we have restricted ourselves to the resonant radiative e.m. modes, i.e., those for which \( k = \frac{2\pi}{\lambda_0} = \omega_0 \), and we have used the dipole approximation, i.e., \( \exp(i k \cdot x) \approx 1 \), since we are interested in the macroscopic behavior of the
system. This means that the wavelengths of the e.m. modes we consider, of the order of $\frac{2\pi}{\omega_0}$, are larger than (or comparable to) the system linear size.

From Eqs. (4.122), by using $a_{1,m}(t) \equiv \alpha_{1,m}(t) e^{i\omega_0 t}$, we obtain

$$\dot{a}_0(t) = \Omega \sum_m u_m^*(t) a_{1,m}(t),$$  \hspace{1cm} (4.123a)

$$\dot{a}_{1,m}(t) = -\Omega u_m(t) a_0(t),$$  \hspace{1cm} (4.123b)

$$\dot{u}_m(t) = 2 \Omega a_0^*(t) a_{1,m}(t),$$  \hspace{1cm} (4.123c)

where $\Omega \equiv \frac{2d}{\sqrt{3}} \sqrt{\frac{\rho}{2\pi}} \omega_0 \equiv G \omega_0$ and $u_m$ is the amplitude of the e.m. mode coupled to the transition $(1,m) \leftrightarrow (0,0)$. We introduce the real quantities $U(t)$ and $\varphi_m(t)$ and put

$$u_m(t) = U(t) e^{i\varphi_m(t)}.$$  \hspace{1cm} (4.124)

Notice that Eqs. (4.123) and (4.122), are not invariant under time-dependent phase transformations of the field amplitudes.

Our task is to investigate how the gauge symmetry can be recovered.

In Appendix L, the phases of the amplitudes in Eqs. (4.120) are shown to be independent of $m$. We therefore put $\varphi \equiv \varphi_m$, $\delta_1(t) \equiv \delta_{1,m}(t)$, $\alpha \equiv \alpha_m$ ($\alpha_m$ is given in Eq. (L.8)) and also $u(t) \equiv u_m(t)$, $a_1(t) \equiv a_{1,m}(t)$.

The study of the system ground states for each of the modes $a_0(t)$, $a_1(t)$ and $u(t)$ shows that spontaneous breakdown of the $SO(2)$ symmetry (the phase symmetry) in the plane $(a_0, R(t), a_0, I(t))$ occurs [197] (the indexes $R$ and $I$ denote the real and the imaginary component, respectively, of the field). In the semiclassical approximation [343], one finds [197] that for the mode $a_0(t)$ there is the quasi-periodic mode with pulsation $m_0 = 2\Omega \sqrt{1 + \cos^2 \theta_0}$ (the “massive” mode with real mass $2\Omega \sqrt{1 + \cos^2 \theta_0}$) and a zero-frequency mode $\delta_0(t)$ corresponding to a massless mode playing the role of the NG field. It is remarkable that the value $a_0 = 0$ consistently appears to be the relative maximum for the potential, and therefore an instability point out of which the system (spontaneously) runs away.

One also finds [197] that $a_1(t)$ is a massive field with (real) mass (pulsation) $\sigma^2 = 2 \Omega^2 (1 + \sin^2 \theta_0)$.

For the $u(t)$ field, we derive [197] that the $SO(2)$ cylindrical symmetry around an axis orthogonal to the plane $(u_R(t), u_I(t))$ can be spontaneously broken or not, according to the negative or positive value of the field squared mass $\mu^2 = 2\Omega^2 \cos 2\theta_0$, respectively. For $\mu^2 < 0$, i.e., $\theta_0 > \frac{\pi}{4}$, the potential has a relative maximum at $u_0 = 0$ and a (continuum) set of minima for

$$|u(t)|^2 = \frac{1}{3} \cos 2\theta_0 = -\frac{\mu^2}{6\Omega^2} \equiv v^2(\theta_0), \quad \theta_0 > \frac{\pi}{4}.$$  \hspace{1cm} (4.125)
They represent (infinitely many) possible vacua for the system and they transform into each other under shifts of the field \( \varphi \): \( \varphi \to \varphi + \alpha \). The phase symmetry is broken, the order parameter is given by \( \nu(\theta_0) \neq 0 \) and one specific ground state is singled out by fixing the value of the \( \varphi \) field. We have a “massive” mode, as indeed expected in the Higgs mechanism, with real mass \( \sqrt{2|\mu|^2} = 2\Omega \sqrt{\cos 2\theta_0} \) (a quasi-periodic mode) and the zero-frequency mode \( \varphi(t) \) (the massless NG collective field, also called the “phason” field [424]). The fact that in such a case \( u_0 = 0 \) is a maximum for the potential means that the system dynamically evolves away from it, consistently with the similar situation noticed for the \( a_0 \) mode. We find that dynamical consistency requires \( \theta_0 > \frac{\pi}{4} \).

Provided \( \theta_0 > \frac{\pi}{4} \), a time-independent amplitude \( U(t) \equiv \overline{U} \) is compatible with the system dynamics (e.g., the ground state value of \( A_0 \neq 0 \) implies \( \overline{U} = \text{const.} \)). Eqs. (L.7) and (L.7) show that a time-independent amplitude \( \overline{U} = \text{const.} \) indeed exists, \( U(t) = 0 \), if and only if the phase locking relation

\[
\alpha = \delta_1(t) - \delta_0(t) - \varphi(t) = \frac{\pi}{2}
\]

(4.126)

holds. Then we have

\[
\dot{\varphi}(t) = \dot{\delta}_1(t) - \dot{\delta}_0(t) = \omega,
\]

(4.127)

and this shows that any change in time of the difference between the phases of the amplitudes \( a_1(t) \) and \( a_0(t) \) is compensated by the change of the phase of the e.m. field. When Eq. (4.126) holds we also have \( A_0 = 0 = A_1 \) (cf. Eqs. (L.7), (L.7)). Eq. (4.126) shows that, provided \( \theta_0 > \frac{\pi}{4} \), \( \dot{\alpha} = 0 \). It expresses nothing but the gauge invariance of the theory. Since \( \delta_0 \) and \( \varphi \) are the NG modes, Eqs. (4.126) and (4.127) exhibit the coherent feature of the collective dynamical regime. The system of \( N \) dipoles and of the e.m. field is characterized by the “in phase” dynamics expressed by Eq. (4.126) (phase locking): the gauge invariance is preserved by the dynamical emergence of the coherence between the matter field and the e.m. field.

The link between the phase of the matter field and the gauge of \( A_{\mu} \) is stated by the equation \( A_{\mu} = \partial_{\mu} \varphi \) (\( A_{\mu} \) is a pure gauge field). When \( \varphi(x,t) \) is a regular (continuous differentiable) function then it can be easily shown that \( E = 0 = B \), namely the potentials and not the fields are present in the coherent region. The existence of non-vanishing fields \( E \neq 0 \) and \( B \neq 0 \) is connected to the topological singularities of the gauge function \( \varphi(x,t) \) [15].

The collective dynamical features presented above protect the macroscopic stability of the system vs quantum fluctuations in the short range dynamics of the microscopic components. This has already been observed.
in the previous Section in connection with the enhancement of the coupling by the factor $\sqrt{N}$. For the same reason, for sufficiently large $N$, the collective interaction is protected against thermal fluctuations. Of course, the larger the energy gap, the more robust the protection against thermal fluctuations.

An analysis of energy losses when the system is enclosed in a cavity is presented in [64] in connection with the problem of efficient cooling of an ensemble of $N$ atoms. A problem which we have not considered above is the one related to how much time the system demands to set up the collective regime. This problem is a central one in the domain formation in the Kibble–Zurek mechanism [371, 372, 672] (see also Section 10.5). We finally remark that in the discussion presented above, since the correlation among the elementary constituents is kept by a pure gauge field, the communication among them travels at the phase velocity of the gauge field [197].

### 4.5.1 Quantum mechanical decoherence and stability of macroscopic quantum systems

In recent years it has been recognized that the phenomenon of quantum mechanical decoherence [283, 361, 667, 673, 674] (see also [28, 427–430, 540]) signals the appearance of a classical world in quantum theory [283]. In general, decoherence in Quantum Mechanics (QM) is triggered by the interaction of the system with the environment and it formally consists in suppressing the off-diagonal elements of the reduced density matrix. Quantum superposition in the system wave function is then destroyed and thus, provided the time-scale $\tau_{\text{dyn}}$ characteristic of the dynamics is much greater than the decoherence time-scale $\tau_{\text{dec}}$, $\tau_{\text{dyn}} \gg \tau_{\text{dec}}$, classical behavior may be approached. The reduced density matrix is the one obtained by tracing over the degrees of freedom of the environment (the rest of the Universe).

On the other hand, it is also a fact that macroscopic quantum systems, such as superconductors, ferromagnets, crystals, and in general systems presenting ordered patterns, exhibit coherence over macroscopically large distances which is extraordinarily robust against environment perturbations (see, e.g., the comment on the robustness of coherence in Section 4.4.2). Moreover, as we will see in the following Chapters, there are a number of topologically non-trivial “objects”, such as vortices, domain walls, etc., created by the quantum dynamics, which also behave as macroscopic classical objects [161, 617, 619]. The question of the consistency between the decoherence phenomenon in QM and the existence of macroscopic quantum
systems and their robust stability needs then to be addressed, which we do in the present Section. Our conclusion is that decoherence characterizes QM by designing its borderlines with QFT, besides those with classical mechanics. In other words, our result suggests the use of decoherence as a useful criterion [16] to scan the border between QM and QFT.

As an example of a macroscopic quantum system, we consider the crystal. The Lagrangian for a gas of atoms (or molecules), which below a critical temperature may be arranged in a crystal phase, is invariant under the continuous space translations. However, the crystalline phase of such a system of atoms is not invariant under continuous space translations, but under discrete translations of the length of the lattice spacing or of its multiples. The continuous space translations are spontaneously broken. The Goldstone theorem then predicts the existence of massless NG boson particles, which in the crystal case are the phonons. These quanta are of dynamical origin, namely they are not found in the symmetric or normal phase. The phonons are the quanta of the long-range correlation among the system components (atoms, or molecules), sitting in the crystal lattice sites, which is responsible for the crystal ordering. They are collective modes. It is in this way that the crystal order is generated by the quantum dynamics and appears as a macroscopic property of the system. In the ordered phase the system components get, so to speak, “trapped” by the long-range correlation: they cannot behave as individual particles. Some of their degrees of freedom get frozen by the NG long-range correlation and this manifests itself as the system macroscopically observable ordered pattern: in this specific sense the crystal is a macroscopic quantum system. Since the phonons are massless their coherent condensation in the lowest energy mode does not add energy to the ground state and the observed high stability of the crystal phase is thus explained. The formalism of the many-body theory of crystals is given in [619] and therefore we do not report it here. We only recall that in systems such as the crystal, degenerate ground states, each corresponding to a physically different phase, are described by unitarily inequivalent representations of the canonical commutation relations. Thus one cannot express the ground state of a specific phase in terms of the ground state of another different phase: the crystal ground state cannot be expressed in terms of the amorphous ground state (and vice-versa).

We now consider decoherence in QM. One finds [16] that the result implied by QM decoherence prevents the formation of the crystal, in clear contradiction with the familiar commonly observed process of the formation of a crystal out of an ionic solution. The reason is that the computed
decoherence time for the ions in the solution is much too short with respect to the time one has to wait before the crystal gets formed in usual observations. This does not mean that the QM decoherence formulas are wrong, neither, of course, does it mean that our system (the crystal) is a classical one. In fact, once one starts with the ionic solution phase, decoherence tells us that no other phase (the crystal phase) is reachable, which indeed is in perfect agreement with what the von Neumann theorem states in QM. What is wrong is to blindly apply QM decoherence formulas to the ions in solution, in order to study the process of phase transition, to the crystal phase (the crystal formation). What one needs is not QM but QFT, since the crystal state is generated by the SSB which cannot occur in QM.

To be specific, we focus on the formation of the binary crystals such as NaCl, KCl, AgBr, etc. [16]. We stress that the system we study is not the already formed crystal: we study the solution of ions out of which one observes that the crystal is formed. Thus, according to the standard chemical recipe, we consider a solution (typically, water is the solvent) of the constituent elements (e.g., a solution of Na\(^+\) ions and Cl\(^-\) ions) and wait, in specific conditions of temperature, density, etc., till the crystallization occurs. This happens when the saturation of the solution is reached. At the crystallization point, the saturation concentrations can be quite different in different cases, depending on the crystal one wants to obtain, ranging, for example, from 1 ion of K\(^+\) for 4 molecules of water for KF, or 1 ion of Na\(^+\) for 10 molecules of water for NaCl, to 1 ion of Ag\(^+\) for 10\(^8\) molecules of water for AgBr, to 1 ion of Pb\(^+\) for 10\(^{15}\) molecules of water for PbS [401]. The ions in the solution are normally bound to water molecules by Coulomb forces. For example the Na\(^+\) ion is surrounded by four water molecules. The shielding of the ionic charge by the surrounding water molecules lowers the intensity of the Coulomb interaction among ions. Sometimes one adds a “germ”, namely a small crystal of the same kind of the one to be formed. Such a germ acts as a catalytic agent making more favorable the aggregation, in the wanted crystal structure, of the ions in the solution. Sometimes the nucleation is simply produced by some “defect” or “impurity”, e.g., on the walls of the bowl or container of the solution. One observes the crystal formation in the vicinity of these defects. At the crystallization point, lowering the temperature of the solution normally helps the crystal formation, which occurs within a short lapse of time (from fractions of a second to several seconds) or in a longer one (from minutes to hours).

The Coulomb type interaction among the ions in the solution controls the ion-ion collisions and the interactions with distant ions. These are
two possible sources of decoherence. Other sources of decoherence are, e.g., the interaction with the environment (the water in our case), with the crystal germ or with the defects or impurities, or else with dipole and higher moments of charge distribution. However, one can show [16] that the decoherence effects from ion-ion collisions and distant ion interactions are so strong that we can neglect any other decoherence source. Moreover, one finds [16] that the decoherence time does not strongly depend on the different concentrations of the different ionic solutions mentioned above.

The final result [16] is that the computed decoherence time is so short that there would be no possibility for the formation of the crystals to occur, in contradiction with common experience. These contradictions find their origin in the fact that the QM is not adequate for the description of the crystal formation and its observed stability: these must be studied by the use of QFT. The binding of the atoms in the crystalline lattice is due to the long-range correlation mediated by the phonons (the NG bosons) [619]. The decoherence mechanism thus points to the borderline between QM and QFT.
Appendix K

Group contraction and Virasoro algebra

Loop algebras and Virasoro algebra play a central role in conformal field theories. It is therefore interesting to point out a relation between Euclidean algebras, obtained in the contraction procedure, and loop algebras.

In connection with the locality of observations, implying the missing of infrared effects, we recall the known picture of the group contraction $SU(2) \rightarrow E(2)$ in terms of the projection of the $SU(2)$ sphere on the plane tangent to one of the poles. The radius $\rho$ of the sphere acts as a “scale”: the $E(2)$ translations in the tangent plane are good approximations to rotations for distances much smaller than $\rho$ (namely, in the limit $\rho \rightarrow \infty$). The physical meaning of this is that the $SU(2)$ contraction to $E(2)$ manifests itself in local, with respect to the $\rho$ scale, observations [182]. In the local observation process on the tangent plane, the orientation of the $x_3$ axis is “locked”, which amounts to the loss of symmetry under the $x_3 \rightarrow -x_3$ (breakdown of the loop-antiloop symmetry). As a matter of fact, specifying the direction of the $x_3$ axis produces topologically inequivalent configurations [468].

Also in the case of $SO(4) \rightarrow E(3)$, such a contraction manifests itself in local observations and the $x_4$ axis orientation gets “locked”. Again, the breakdown of the $x_4 \rightarrow -x_4$ symmetry is built in the geometrical structure of the $E(3)$ group (breakdown of the loop-antiloop symmetry).

The breakdown of the loop-antiloop symmetry then leads us to investigate the relation between the Euclidean algebras and the loop algebras. For the case of the Virasoro algebra this goes as follows [18].

Let us first recall that the $e(3)$ algebra has six generators $P_i$ and $M_i$, $i = 1, 2, 3$, corresponding to the translation and to the rotation generators, respectively. The commutation relations are:

$$[P_i, P_j] = 0, \quad [M_i, M_j] = \epsilon_{ijk} M_k, \quad [P_i, M_j] = \epsilon_{ijk} P_k; \quad (K.1)$$

In the contraction process, the $SO(3)$ subgroup generated by the $M_i$s is left unchanged. The algebra $e(3)$ has two invariants, $P^2 = \Sigma P_i^2$ and $\Sigma P_i \cdot M_i$. 
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By means of the so-called graded contraction method \cite{190,481}, it is possible to map the Virasoro algebra into a sort of generalization of the Euclidean algebra $e(3)$. The commutation relations of the Virasoro algebra $\mathcal{L}$ of central charge $c$ (commuting with all the $T$'s) are

$$[T_n, T_m] = (n - m)T_{n+m} + \frac{c}{12}(n^3 - n)\delta_{n+m,0}, \quad m, n \in \mathbb{Z}. \quad (K.2)$$

The $\mathbb{Z}_2$-grading of the algebra consists in dividing the set of the $T_n$ generators into an even set $L_0 \equiv \{A_n, c\}$ and an odd set $L_1 \equiv \{B_n\}$, with

$$A_n = \frac{1}{2}\left(T_{2n} + \frac{c}{8}\delta_{n,0}\right), \quad B_n = \frac{1}{2}T_{2n+1}, \quad (K.3)$$

so that $\mathcal{L} = L_0 \oplus L_1$ and

$$[L_0, L_0] \subseteq L_0, \quad [L_0, L_1] \subseteq L_1, \quad [L_1, L_1] \subseteq L_0. \quad (K.4)$$

The commutation relations of the graded generators are given by \cite{390}

$$[A_n, A_m] = (n - m)A_{n+m} + \frac{2c}{12}(n^3 - n)\delta_{n+m,0}, \quad (K.5a)$$

$$[B_n, B_m] = (n - m)A_{n+m+1} + \frac{2c}{12}(n - \frac{1}{2})(n + \frac{1}{2})(n + \frac{3}{2})\delta_{n+m+1,0}, \quad (K.5b)$$

$$[A_n, B_m] = (n - m - \frac{1}{2})B_{n+m}. \quad (K.5c)$$

Eqs. (K.5) show that $\{A_n, c\}$ is again a Virasoro algebra but with central charge $2c$. We can then consider the $\mathbb{Z}_2$-graded contraction of the algebra (K.5) \cite{390} (see also \cite{190,481}):

$$[A_n, A_m] = (n - m)A_{n+m} + \frac{2c}{12}(n^3 - n)\delta_{n+m,0}, \quad (K.6a)$$

$$[B_n, B_m] = 0, \quad (K.6b)$$

$$[A_n, B_m] = (n - m - \frac{1}{2})B_{n+m}. \quad (K.6c)$$

Note now that, in the centerless case ($c = 0$), the $A_0$ and $A_{\pm 1}$ generators close the algebra isomorphic to $so(3) \sim su(2)$ and the set of these three generators and $B_{-\frac{1}{2}}, B_{\frac{1}{2}}, B_{-\frac{3}{2}}$ close the $e(3)$ isomorphic algebra \cite{18}. The commutation relations (K.1) are then obtained by setting:

$$M_+ \equiv A_1, \quad M_- \equiv A_{-1}, \quad M_3 \equiv iA_0,$$

$$P_+ \equiv B_{\frac{1}{2}}, \quad P_- \equiv B_{-\frac{1}{2}}, \quad P_3 \equiv iB_{-\frac{1}{2}}. \quad (K.7)$$

This result has a general extension, i.e., the algebra

$$\mathcal{E}_n \equiv \{A_0, A_{\pm n}\} \oplus \{B_{-\frac{1}{2}}, B_{\pm n-\frac{1}{2}}\}, \quad (K.8)$$
reproduces the $e(3)$ algebra for each integer value of $n$, provided the following positions are assumed:

$$
M_+ \equiv \frac{1}{n} A_n , \quad M_- \equiv \frac{1}{n} A_{-n} , \quad M_3 \equiv \frac{i}{n} A_0 ,$$

$$
P_+ \equiv B_{n-\frac{1}{2}} , \quad P_- \equiv B_{-n-\frac{1}{2}} , \quad P_3 \equiv i B_{-\frac{1}{2}} . \tag{K.9}
$$

As a final remark we notice that the $e(2)$ algebra can be obtained [18] as a subalgebra of (K.9) by choosing $A_{\pm n} = 0$, for non-zero values of $n$.

We conclude that the extension of the Virasoro algebra by means of its $\mathbb{Z}_2$-grading with the subsequent step of the $\mathbb{Z}_2$-graded contraction appears as a $n$-graded hierarchy of Euclidean algebras. This establishes the relation between the contraction to the Euclidean groups and the Virasoro algebras.
Appendix L

Phase locking in the N atom system

Under the conditions mentioned in Section 4.5, the field \( \chi(x,t) \) may be expanded in the unit sphere in terms of spherical harmonics:

\[
\chi(x,t) = \sum_{l,m} \alpha_{l,m}(t) Y_{l}^{m}(\theta,\phi),
\]

which, by setting \( \alpha_{l,m}(t) = 0 \) for \( l \neq 0, 1 \), reduces to the expansion in the four levels \((l,m) = (0,0) \) and \((1,m), m = 0, \pm 1 \). Their populations are given by \( N|\alpha_{l,m}(t)|^2 \) and at thermal equilibrium, in the absence of interaction, they follow the Boltzmann distribution. The normalization condition (4.119) gives

\[
Q \equiv |\alpha_{0,0}(t)|^2 + \sum_{m} |\alpha_{1,m}(t)|^2 = |a_{0}(t)|^2 + 3 |a_{1}(t)|^2 = 1, \quad \forall t
\]

and therefore \( \dot{Q} = 0 \) (the dot as usual denotes time derivative), i.e.,

\[
\frac{\partial}{\partial t}|a_{1}(t)|^2 = -\frac{1}{3} \frac{\partial}{\partial t}|a_{0}(t)|^2.
\]

As explained in Section 4.5, the amplitudes do not depend on \( m \). The conservation law \( \dot{Q} = 0 \) (and Eq. (L.3)) expresses nothing but the conservation of the total number \( N \) of atoms; it also means that, due to the rotational invariance, the rate of change of the population in each of the levels \((1,m), m = 0, \pm 1 \), equally contributes, in the average, to the rate of change in the population of the level \((0,0)\), at each time \( t \).

When the initial conditions (4.121) are used, one can properly tune the parameter \( \theta_{0} \) in its range of definition. For example, \( \theta_{0} = \frac{\pi}{4} \) describes the equipartition of the field modes of energy \( E(k) \) among the four levels \((0,0) \) and \((1,m), |a_{0}(0)|^2 \simeq |a_{1,m}(0)|^2, m = 0, \pm 1 \), as given by the Boltzmann distribution when the temperature \( T \) is high enough, \( k_B T \gg E(k) \).
Eqs. (4.123) are of course consistent with the conservation law $\dot{Q} = 0$ and they also show that
\[
\frac{\partial}{\partial t}|u_m(t)|^2 = -2 \frac{\partial}{\partial t}|a_{1,m}(t)|^2 ,
\]
from which we see that $|u_m(t)|$ does not depend on $m$ since $|a_{1,m}(t)| = |a_{1,m}(t)|$ does not depend on $m$. Also, another conservation law holds, i.e.,
\[
|u(t)|^2 + 2|a_1(t)|^2 = \frac{2}{3} \sin^2 \theta_0 , \quad \forall \ t ,
\]
where $|u(t)| \equiv |u_m(t)|, |a_1(t)| \equiv |a_{1,m}(t)|$, the initial condition (4.121) has been used and we have set $|u(0)|^2 = 0$.

By using Eqs. (4.120) and (4.124), Eqs. (4.123) give
\[
\begin{align*}
\dot{A}_0(t) &= \Omega U(t) A_1(t) \cos \alpha_m(t) , \quad \text{(L.7a)} \\
\dot{A}_1(t) &= -\Omega U(t) A_0(t) \cos \alpha_m(t) , \quad \text{(L.7b)} \\
\dot{U}(t) &= 2\Omega A_0(t) A_1(t) \cos \alpha_m(t) , \quad \text{(L.7c)} \\
\dot{\varphi}_m(t) &= 2\Omega A_0(t) A_1(t) U(t) \sin \alpha_m(t) , \quad \text{(L.7d)}
\end{align*}
\]
where
\[
\alpha_m \equiv \delta_{1,m}(t) - \delta_0(t) - \varphi_m(t).
\]

Equations for $\dot{\delta}_{1,m}$ and $\dot{\delta}_0$ can be derived in a similar way. Eqs. (L.7) show that phases turn out to be independent of $m$. Indeed, the r.h.s. of these equations have to be independent of $m$ since their l.h.s. are independent of $m$, so either $\cos \alpha_m(t) = 0$ for any $m$ at any $t$, or $\alpha_m$ is independent of $m$ at any $t$. In both cases, Eq. (L.7) shows that $\varphi_m$ is then independent of $m$, which in turn implies, together with Eq. (L.8), that $\delta_{1,m}(t)$ is independent of $m$. We therefore put $\varphi \equiv \varphi_m$, $\delta_1(t) \equiv \delta_{1,m}(t)$, $\alpha \equiv \alpha_m$, $u(t) \equiv u_m(t)$ and $a_1(t) \equiv a_{1,m}(t)$. Use of Eqs. (L.7) leads to the phase locking Eq. (4.126).

In general, one can always change the phases by arbitrary constants. However, if they are equal in one frame they are unequal in a rotated frame and gauge invariance is lost. The independence of $m$ of the phases is here of dynamical origin and the phase locking among $\delta_0(t)$, $\delta_1(t)$ and $\varphi(t)$ has indeed the meaning of recovering the gauge symmetry.
Chapter 5

Thermal field theory and trajectories in the space of the representations

5.1 Introduction

In this and in the next Chapter we present some essential aspects of finite temperature QFT formalism. We will see that the characteristic feature of QFT, the existence of infinitely many unitarily inequivalent representations of the canonical (anti-) commutation relations, perfectly fits the non-zero temperature formalism, each representation being labeled by a definite value of the temperature. Variations of the temperature, and the consequent process of phase transition, if any, are thus described by “trajectories” or paths through the set of unitarily inequivalent representations.

Our discussion also shows that in full generality the algebraic structure underlying the space of the inequivalent representations is actually the one of the deformed Hopf algebra. The representations are labeled by the deformation parameter, which can be temperature-dependent, so that, in this sense, QFT appears to be an “intrinsically” thermal field theory. This clarifies and reinforces the known connection between the QFT formalism and the one of statistical mechanics [300, 508, 509, 511].

Such an intrinsic thermal nature of QFT contrasts with the still prevailing feeling that QFT is nothing but zero temperature formalism developed in order to describe particle physics, despite the fact that QFT has revealed itself to be the theoretical framework necessary to study also condensed matter physics. Even in high energy physics there are many situations where the zero temperature approximation is inadequate. Examples include cosmology, astrophysics and quark-gluon plasma. More generally, in all cases where one studies systems near the critical temperature (and so neither low or high temperature expansions properly describe the basic features) the finite temperature treatment is necessary.
The introduction of temperature into QFT was originally pioneered by Matsubara in 1955 [446]. Soon after that, Ezawa, Tomozawa and Umezawa [228] applied the Matsubara approach, also called the imaginary-time formalism, to a statistical model of multiple pion production. They observed that, in the frame of the Matsubara approach, the Fourier representation involved a summation over the discrete frequency spectrum which is usually referred to as summation of the Matsubara frequencies (see Section 6.5). The same observations were independently made by Abrikosov, Gor’kov and Dzyaloshinski [5] in their application of the Matsubara method to the theory of superconductivity.

In the Matsubara method, the evaluation of thermal averages is performed by replacing the time $t$ by the imaginary time $i\beta$, according to the formal analogy between imaginary time and inverse temperature first noticed by F. Bloch. Time integration is restricted to a finite domain along the imaginary axis, from 0 to $i\beta$. Therefore, time does not appear explicitly as a parameter in the Matsubara Green’s functions. In order to consider time-dependent phenomena one must perform analytic continuation on the complex time plane. The extension of the domain of time integration to the complex plane, thus generalizing the Matsubara method to the so-called closed time-path (CTP) formalism, has been considered in [171, 367, 475, 560]. In this generalization, the choice of the integration path is constrained by the requirement that the imaginary part of the complex time variable must be monotonically decreasing. The integration path must contain a section which lies along the real axis in order to compute the real-time Green’s functions. We will discuss the CTP formalism in the following Chapter.

The Matsubara method and its generalization is by its nature a theory of Green’s functions. On the other hand, the axiomatic field theory, in its $C^*$–algebra formulation extended to the interacting field with the introduction of the Kubo–Martin–Schwinger conditions, shows that the effect of temperature may be taken into account by doubling the field degrees of freedom [31, 32, 309]. Inspired by this last specific feature of $C^*$–algebra, in 1975 Takahashi and Umezawa formulated the so-called Thermo Field Dynamics (TFD) [600, 617, 619], where the doubling of the field degrees of freedom plays a central role and there is no need of extension to the complex time plane. Subsequently, Ojima [505] clarified the relation between the $C^*$–algebra formalism and TFD. An early formulation of real-time formalism, although not yet in a systematic form, was applied to superconductivity [422]. TFD has been successfully applied since then.
to a number of physical problems at non-zero temperature [617, 619] (see also [14,151,153,444,615,641] and references quoted therein), in condensed matter physics and in particle physics, nuclear physics and cosmology (see, e.g., [369]). The advantages of TFD over previous methods rely on the fact that in TFD one can study algebraic features of the theory as well as Green’s function method and Feynman diagrams. Also, the concept of finite temperature vacuum is available. The relation of TFD with the CTP formalism has been analyzed in detail and, at least for the case of thermal equilibrium, a full equivalence seems to be established between the two formalisms [369,628]. The formalism for non-equilibrium TFD (NETFD) has also been developed in detail [34–38,49,118,227,314,333,410,523] and the relation of TFD with the renormalization group theory has been investigated, leading to a generalization of the renormalization group techniques [447]. However, in this book we will not enter into the presentation of these topics.

The study of topologically non-trivial soliton solutions and extended objects which are formed in the processes of phase transition has also been developed in the frame of TFD [617, 619]. This will be discussed in the following Chapters.

In this Chapter, before presenting some essential aspects of TFD, we will discuss the occurrence of the doubling of the system degrees of freedom in the Wigner function formalism and in the density matrix formalism in Quantum Mechanics. We will show that QFT is structurally related with the doubling of the field degrees of freedom, and this will lead us to recognize that the quantum deformed Hopf algebra is the basic algebraic structure of QFT. We will also discuss the Kählerian nature of the space of the inequivalent representations and show that the trajectories in such a space are classical trajectories which may have chaotic character. We also discuss temperature effects on boson condensation and thermal features of gauge theories.

In this book we do not give a complete account of the formalism of thermal field theory and TFD. Their detailed presentation may be found in several textbooks. We introduce only essential notions in order to better depict the general structural aspects of QFT. Also, we do not discuss renormalization at finite temperature. A procedure has been developed [448] which shows that ultraviolet divergences at finite temperature may be eliminated by counter-terms prepared at zero temperature, provided the theory is renormalizable at zero temperature, and that finite renormalization relates theories at different temperatures.
5.2 Doubling the degrees of freedom

In the present Section we consider the doubling of the degrees of freedom of the system under study. This is not simply a mathematical tool useful to describe our system. It appears to be an essential feature of QFT [633]. In the following Sections we will see that the formalism of TFD is built on the doubling of the field degrees of freedom.

As a preliminary discussion, we show that such a doubling is also present in the standard QM formalism of the density matrix [239, 560] and the associated Wigner function [237]. To see this, by following closely [576], see also [633], we observe that the Wigner function formalism suggests that the $x(t)$ coordinate of a quantum particle may be split into two coordinates $x_+(t)$ (going forward in time) and $x_-(t)$ (going backward in time). Indeed, the standard expression for the Wigner function is [237],

$$W(p, x, t) = \frac{1}{2\pi\hbar} \int \psi^* \left(x - \frac{y}{2}, t\right) \psi \left(x + \frac{y}{2}, t\right) e^{-i\frac{py}{\hbar}} dy, \quad (5.1)$$

where

$$x_\pm = x \pm \frac{1}{2} y. \quad (5.2)$$

The density matrix associated to the Wigner function (5.1), which appears in the mean value of a quantum operator $A$

$$\bar{A}(t) = \langle \psi(t) | A | \psi(t) \rangle = \int \int \psi^* (x_-, t) \langle x_- | A | x_+ \rangle \psi (x_+, t) dx_+ dx_-$$

$$= \int \int \langle x_+ | \rho(t) | x_- \rangle \langle x_- | A | x_+ \rangle dx_+ dx_- , \quad (5.3)$$

is [237]

$$W(x_+, x_-, t) \equiv \langle x_+ | \rho(t) | x_- \rangle = \psi^* (x_-, t) \psi (x_+, t). \quad (5.4)$$

The evolution of the density matrix $W(x_+, x_-, t)$ follows two copies of the Schrödinger equation, the forward in time motion and the backward in time motion, controlled by the two Hamiltonian operators $H_\pm$, respectively:

$$i\hbar \frac{\partial \psi(x_\pm, t)}{\partial t} = H_\pm \psi(x_\pm, t), \quad (5.5)$$

i.e.,

$$i\hbar \frac{\partial \langle x_+ | \rho(t) | x_- \rangle}{\partial t} = \mathcal{H} \langle x_+ | \rho(t) | x_- \rangle, \quad (5.6)$$

where

$$\mathcal{H} = H_+ - H_- . \quad (5.7)$$
Using two copies of the Hamiltonian (i.e., $H_{\pm}$) operating on the outer product of two Hilbert spaces $F_+ \otimes F_-$ has been implicitly required in QM since the very beginning of the theory. For example, from Eqs. (5.6), (5.7) one finds immediately that the eigenvalues of $H$ are directly the Bohr transition frequencies $\hbar \omega_{nm} = E_n - E_m$, which was the first clue to the explanation of spectroscopic structure.

The notion that a quantum particle has two coordinates $x_{\pm}(t)$ moving at the same time is therefore central [576]. The density matrix and the Wigner function require the introduction of a “doubled” set of coordinates, $(x_{\pm}, p_{\pm})$ (or $(x, p_x)$ and $(y, p_y)$).

The mathematical role and the physical meaning of the doubling of the degrees of freedom fully appears in dealing with phase transitions, with equilibrium and non-equilibrium thermal field theories and with dissipative, open systems [632,633,636]. In these cases the doubling of the degrees of freedom appears to be a structural feature of QFT since it strictly relates with the existence of the unitarily inequivalent representations of the canonical commutation relations (CCR) in QFT. In Chapter 9 we will show that the doubling of the degrees of freedom is related with quantum noise (the vacuum quantum fluctuations). We thus conclude that any microscopic system is in fact an intrinsically open system permanently interacting with the vacuum quantum fluctuations.

It is instructive to see how the doubling of the coordinates works in the remarkable QM example of the two-slit diffraction experiment. We will shortly summarize the discussion reported in [107] in the following subsection.

5.2.1 The two-slit experiment

We want to derive the diffraction pattern observed in the two-slit experiment. The density matrix in terms of the wave function $\psi_0(x)$ of the particle when it “passes through the slits” at time zero is [107]

$$\langle x_+ | \rho_0 | x_- \rangle = \psi_0^*(x_-) \psi_0(x_+).$$

The probability density for the electron to be found at position $x$ at the detector screen at a later time $t$ is written as

$$P(x,t) = \langle x | \rho(t) | x \rangle = \psi^*(x,t) \psi(x,t).$$

Here $\psi(x, t)$ is the solution to the free particle Schrödinger equation,

$$\psi(x,t) = \left( \frac{M}{2\pi \hbar t} \right)^{1/2} \int_{-\infty}^{\infty} e^{i\frac{A}{\hbar}(x-x',t)} \psi_0(x') dx'.$$
where

\[ A(x - x', t) = \frac{M(x - x')^2}{2t} \]  

(5.11)
is the Hamilton-Jacobi action for a classical free particle to move from \( x' \) to \( x \) in a time \( t \). Eqs. (5.8)–(5.11) imply that

\[
P(x,t) = \frac{M}{2\pi\hbar}\int_{-\infty}^{\infty}\int_{-\infty}^{\infty} e^{i\frac{M}{\hbar\beta t}[(x-x_+)^2-(x-x_-)^2]}\langle x_+|\rho_0|x_-\rangle dx_+dx_-.
\]

(5.12)

From Eq. (5.12) we see that if \( x_+ = x_- \), \( P(x,t) \) would not oscillate in \( x \), i.e., there would not be the usual quantum diffraction. In Eq. (5.12), in order to have quantum interference the forward in time action \( A(x - x_+, t) \) must be different from the backward in time action \( A(x - x_-, t) \): the non-trivial dependence of the density matrix on the difference \( x_+ - x_- \) crucially determines the quantum nature of the phenomenon.

In the quantum diffraction experiment the experimental apparatus is prepared so that \( w \ll d \ll D \), with \( w \) the opening of the slits which are separated by a distance \( 2d \). \( D \) is the distance between the slits and the screen (Fig. 5.1). By defining \( K = \frac{Md\beta}{\hbar} \), \( \beta = \frac{w}{\varpi} \), with \( v = D/t \) the velocity of the incident electron, Eq. (5.12) with \( |x| \gg |x_\pm| \) leads [107] to the usual diffraction pattern result

\[
P(x,D) \approx \frac{4}{\pi\beta Kx^2} \cos^2(Kx)\sin^2(\beta Kx),
\]

(5.13)
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where the initial wave function

$$\psi_0(x) = \frac{1}{\sqrt{2}} \left[ \phi(x - d) + \phi(x + d) \right],$$  \hspace{1cm} (5.14)

with $\phi(x) = \frac{1}{\sqrt{w}}$ if $|x| \leq \frac{w}{2}$ and zero otherwise, has been used. From Eqs. (5.8) and (5.14) we have

$$\langle x_+ | \rho_0 | x_- \rangle = \frac{1}{2} \left\{ \phi(x_+ - d)\phi(x_- - d) + \phi(x_+ + d)\phi(x_- + d) \right. \\
\left. + \phi(x_+ - d)\phi(x_- + d) + \phi(x_+ + d)\phi(x_- - d) \right\}. \hspace{1cm} (5.15)$$

In the r.h.s. of Eq. (5.15) the first and the second terms describe the classical processes of the particle going forward and backward in time through slit 1 and going forward and backward in time through slit 2, respectively. In these processes it is $x_+(t) = x_-(t)$ and in such cases no diffraction is observed on the screen. The third term and the fourth term describe the particle going forward in time through slit 1 and backward in time through slit 2, or forward in time through slit 2 and backward in time through slit 1, respectively. These are the terms generating quantum interference since $|x_+(t) - x_-(t)| > 0$.

In conclusion, when forward in time and backward in time motions are (at the same time) unequal $x_+(t) \neq x_-(t)$, then the system is behaving in a quantum mechanical fashion and interference patterns are observed. If, on the contrary, $x(t) \equiv x_+(t) \equiv x_-(t)$, then the system behavior appears to be a classical one. This confirms that the system quantum behavior is strictly dependent on the doubling of the degrees of freedom.

5.3 Thermo Field Dynamics: A brief introduction

In this Section we present essential notions of TFD [369, 600, 617, 619] and in this connection we discuss the doubling of the degrees of freedom. In Section 5.4 we will show that the $q$-deformed Hopf algebras for bosons and for fermions naturally provide the algebraic structure on which the TFD formalism is based.

In the following we follow closely [600] where TFD was originally presented. The central point in the TFD formalism is the possibility to express the statistical average $\langle A \rangle$ of an observable $A$ as the expectation value in the temperature-dependent vacuum $|0(\beta)\rangle$:

$$\langle A \rangle \equiv \frac{Tr[|A e^{-\beta H}|]}{Tr[e^{-\beta H}]} = \langle 0(\beta)|A|0(\beta) \rangle,$$  \hspace{1cm} (5.16)
where, in general, $H$ includes also the term $\mu N$, with $\mu$ the chemical potential and $N$ the number operator.

**The thermal vacuum**

The first problem is therefore to construct a suitable temperature-dependent state $|0(\beta)\rangle$ which satisfies Eq. (5.16), namely

$$\langle 0(\beta)|A|0(\beta)\rangle = \frac{1}{\text{Tr}[e^{-\beta H}]} \sum_n \langle n|A|n\rangle e^{-\beta E_n},$$

(5.17)

with

$$H|n\rangle = E_n|n\rangle, \quad \langle n|m\rangle = \delta_{nm}.$$ 

(5.18)

Here $E_n \equiv \omega - \mu$. However, in the following we neglect to consider the chemical potential $\mu$ for simplicity. Such a state cannot be constructed as long as one remains in the original Fock space $\{|n\rangle\}$. By following [600], one can write $|0(\beta)\rangle$ in terms of the states $|n\rangle$ as

$$|0(\beta)\rangle = \sum_n f_n(\beta)|n\rangle.$$ 

(5.19)

Then, use of this equation into (5.17) gives

$$f_n^*(\beta)f_m(\beta) = \frac{1}{\text{Tr}[e^{-\beta H}]} e^{-\beta E_n}\delta_{nm},$$

(5.20)

which is impossible to be satisfied by c-number functions $f_n(\beta)$. However, Eq. (5.20) can be regarded as the orthogonality condition in a Hilbert space in which the expansion coefficient $f_n(\beta)$ is a vector. In order to realize such a representation it is convenient to introduce a system identical to the one under study, namely to double the given system. The quantities associated with the doubled system are denoted by the tilde in the usual notation of TFD [600]. Thus the tilde-system is characterized by the Hamiltonian $\tilde{H}$ and the states are denoted by $|\tilde{n}\rangle$, with

$$\tilde{H}|\tilde{n}\rangle = E_n|\tilde{n}\rangle, \quad \langle \tilde{n}|\tilde{m}\rangle = \delta_{nm}.$$ 

(5.21)

where $E_n$ is by definition the same as the one appearing in Eq. (5.18). It is also assumed that non-tilde and tilde operators are commuting (anticommuting) boson (fermion) operators. One then considers the space spanned by the direct product $|n\rangle \otimes |\tilde{m}\rangle \equiv |n,\tilde{m}\rangle$. The matrix element of a Bose-like operator $A$ is thus

$$\langle \tilde{m}, n|A|n', \tilde{m}'\rangle = \langle n|A|n'|\delta_{mm'}.$$ 

(5.22)
and the one of the corresponding $\tilde{A}$ is

$$\langle \tilde{m}, n | \tilde{A} | n', \tilde{m}' \rangle = \langle \tilde{m} | \tilde{A} | \tilde{m}' \rangle \delta_{nn'} .$$

(5.23)

It turns out to be convenient to identify

$$\langle m | A | n \rangle = \langle \tilde{n} | \tilde{A}^\dagger | \tilde{m} \rangle .$$

(5.24)

Eq. (5.20) is satisfied if one defines

$$f_n(\beta) = \frac{1}{\sqrt{\text{Tr}[e^{-\beta H}]}} e^{-\frac{\beta E_n}{2}} | \tilde{n} \rangle ,$$

(5.25)

and Eq. (5.17) is obtained by using the definition (5.25) in (5.19):

$$| 0(\beta) \rangle = \frac{1}{\sqrt{\text{Tr}[e^{-\beta H}]}} \sum_n e^{-\frac{\beta E_n}{2}} | n, \tilde{n} \rangle .$$

(5.26)

The vectors $| n \rangle$ and $| \tilde{n} \rangle$ thus appear as a pair in $| 0(\beta) \rangle$. We remark that the formal role of the “doubled” states $| \tilde{n} \rangle$ is merely to pick up the diagonal matrix elements of $A$. In this connection, thinking of the role of the environment, which is able to reduce the system density matrix to its diagonal form in the QM decoherence processes [673, 674] (cf. Section 4.5.1), it is remarkable that the doubled degrees of freedom in TFD are indeed susceptible to being interpreted as the environment degrees of freedom, as better specified in the following.

It is useful to consider, as an example, the case in which the operator $A$ is the number operator $N = a^\dagger a$. Here and in the following, for notational simplicity, provided no misunderstanding arises, we are omitting the momentum index $k$ and related summations over $k$ and denote by $a^\dagger$ and $a$ the operators $a_k^\dagger$ and $a_k$, respectively. For definiteness we consider the boson case. The statistical average of $N$ is the Bose–Einstein distribution $f_B(\omega)$, where $\omega$ denotes the energy of the quantum $a$,

$$\langle N \rangle \equiv \frac{\text{Tr}[N e^{-\beta H}]}{\text{Tr}[e^{-\beta H}]} = \langle 0(\beta) | N | 0(\beta) \rangle = \frac{1}{e^{\beta \omega} - 1} = f_B(\omega) ,$$

(5.27)

where

$$H = \omega a^\dagger a .$$

(5.28)

We now introduce the bosonic ladder operators $\tilde{a}, \tilde{a}^\dagger$ for the tilde states. The commutation relations are:

$$[a, a^\dagger] = 1 = [\tilde{a}, \tilde{a}^\dagger] ,$$

(5.29)

with all other commutators vanishing and $a$ and $\tilde{a}$ commuting among themselves. One then can show [600] that, by setting $| 0(\beta) \rangle$, vanishing $u$ and $v$ commuting among themselves. One then can show [600] that, by setting

$$u(\beta) \equiv \sqrt{1 + f_B(\omega)} , \quad v(\beta) \equiv \sqrt{f_B(\omega)} ,$$

(5.30)
so that

\[ u(\beta) = \cosh \theta(\beta) , \quad v(\beta) = \sinh \theta(\beta) , \]  

and defining

\[ G = -i(a^\dagger \tilde{a}^\dagger - a \tilde{a}) , \]

the state \( |0(\beta)\rangle \) is formally given (at finite volume) by

\[ |0(\beta)\rangle = e^{i\theta G} |0\rangle = \frac{1}{u(\beta)} \exp \left( \frac{v(\beta)}{u(\beta)} \right) a^\dagger \tilde{a}^\dagger |0\rangle . \]

Here and in Eq. (5.32), \( \theta(\beta) \) is the Bogoliubov parameter and we will simply write \( \theta \) instead of \( \theta(\beta) \) whenever no misunderstanding arises. We also put \( |0(\theta(\beta))\rangle \equiv |0(\beta)\rangle \) and we will write in the following \( |0(\theta)\rangle \) instead of \( |0(\theta(\beta))\rangle \). In TFD it is customary to use the notation \( f = e^{-\beta \omega} \), so that \( \langle N \rangle = f^{-1} \) (cf. Eq. (5.27)) and the density matrix is \( \rho = f a^\dagger a \).

It is clear that the state \( |0(\theta)\rangle \) is not annihilated by \( a \) and \( \tilde{a} \). However, it is annihilated by the “new” set of operators \( a(\theta) \) and \( \tilde{a}(\theta) \),

\[ a(\theta)|0(\theta)\rangle = 0 = \tilde{a}(\theta)|0(\theta)\rangle , \]

with

\[ a(\theta) = \exp(i\theta G) \ a \ \exp(-i\theta G) = a \ \cosh \theta - \tilde{a}^\dagger \ \sinh \theta , \]  

\[ \tilde{a}(\theta) = \exp(i\theta G) \ \tilde{a} \ \exp(-i\theta G) = \tilde{a} \ \cosh \theta - a^\dagger \ \sinh \theta , \]

\[ [a(\theta), a^\dagger(\theta)] = 1 = [\tilde{a}(\theta), \tilde{a}^\dagger(\theta)] . \]

All other commutators are equal to zero and \( a(\theta) \) and \( \tilde{a}(\theta) \) commute among themselves. Eqs. (5.36) are nothing but the Bogoliubov transformations of the \((a, \tilde{a})\) pair into a new set of creation, annihilation operators. We will show in Section 5.4 that the Bogoliubov-transformed operators \( a(\theta) \) and \( \tilde{a}(\theta) \) are linear combinations of the deformed coproduct operators.

The state \( |0(\theta)\rangle \) is not the vacuum (zero energy eigenstate) of \( H \) and of \( \tilde{H} \). It is, however, the zero energy eigenstate for the “Hamiltonian” \( \hat{H} \),

\[ \hat{H} |0(\theta)\rangle = 0 , \]

with

\[ \hat{H} \equiv H - \tilde{H} = \omega (a^\dagger a - \tilde{a}^\dagger \tilde{a}) . \]

The state \( |0(\theta)\rangle \) is called the thermal vacuum.

When the proper field notation is restored, \( a \) and \( \tilde{a} \) carry dependence on the momentum \( k \). Then the Bogoliubov transformation should be thought of as inner automorphism of the algebra \( su(1,1)_k \) (or \( su(2)_k \) for fermions,
see below). This shows that one is globally dealing with $\oplus_k \mathfrak{su}(1,1)_k$ (or $\oplus_k \mathfrak{su}(2)_k$). Therefore one is led to consider $k$-dependence also for the $\theta$ parameter. For many degrees of freedom the generator $\mathcal{G}$ is,
\begin{equation}
\mathcal{G} = -i \sum_k \theta_k \left( a_k^\dagger a_k^\dagger - a_k a_k \right). \tag{5.39}
\end{equation}

The (bosonic) thermal operators and the thermal vacuum are
\begin{align}
a_k(\theta) &= e^{iG} a_k e^{-iG} = a_k \cosh \theta_k - a_k^\dagger \sinh \theta_k, \tag{5.40a} \\
\tilde{a}_k(\theta) &= e^{iG} \tilde{a}_k e^{-iG} = \tilde{a}_k \cosh \theta_k - \tilde{a}_k^\dagger \sinh \theta_k, \tag{5.40b}
\end{align}

\begin{equation}
|0(\theta)\rangle = \prod_k \frac{1}{\cosh \theta_k} \exp \left( \tanh \theta_k \ a_k^\dagger \ a_k^\dagger \right) |0\rangle, \tag{5.41}
\end{equation}
with $\langle 0(\theta) | 0(\theta) \rangle = 1$, $\forall \theta$. Note that the thermal vacuum $|0(\theta)\rangle$ is a $SU(1,1)$ generalized coherent state [519].

Using the continuous limit relation $\sum_k \to \frac{V}{(2\pi)^3} \int d^3k$, in the infinite volume limit we have (for $\int d^3k \ln \cosh \theta_k$ finite and positive)
\begin{equation}
\langle 0(\theta) | 0 \rangle \to 0 \quad \text{as } V \to \infty \quad \forall \, \theta \equiv \{\theta_k\} \neq 0, \tag{5.42}
\end{equation}
and in general, $\langle 0(\theta) | 0(\theta') \rangle \to 0$ as $V \to \infty$ $\forall \theta$, $\theta' \neq \theta$. For each $\theta \equiv \{\theta_k\}$ a representation $\{0(\theta)\}$ of the CCR is defined and it turns out to be unitarily inequivalent to any other representation $\{0(\theta')\}$, $\forall \theta' \neq \theta$. For each $\theta$ one has a copy $\{a_k(\theta), a_k^\dagger(\theta), \tilde{a}_k(\theta), \tilde{a}_k^\dagger(\theta) ; |0(\theta)\rangle | \forall \, k\}$ of the original algebra induced by the Bogoliubov generator which can thus be thought of as a generator of the group of automorphisms of $\oplus_k \mathfrak{su}(1,1)_k$ parametrized by $\theta_k$ (we have a realization of the operator algebra at each $\theta$, which can be implemented by Gel’fand–Naimark–Segal construction in the $C^*$-algebra formalism [123,505]). Notice that the various copies become unitarily inequivalent in the infinite volume limit, as shown by Eqs. (5.42): the space of the states splits into unitarily inequivalent representations of the CCR, each one labeled by the parameter $\theta$. As usual, one works at finite volume and only at the end of the computations the limit $V \to \infty$ is performed.
The state $|0(θ)⟩$ in Eq. (5.41) is a condensate of pairs of particles $a_k$ and $\tilde{a}_k$, so that the so-called [617, 619] thermal vacuum condition holds
\[ (a_k^\dagger a_k - \tilde{a}_k^\dagger \tilde{a}_k)|0(θ)⟩ = 0. \]
(5.45)
Since the Hamiltonian (5.38) is invariant under the $SU(1,1)$ transformations, but the vacuum $|0,0⟩$ is not invariant, as Eq. (5.43) shows, we have spontaneous breakdown of the $SU(1,1)$ symmetry. In particular, the vacuum is not invariant under the transformation induced by $\exp (iθG)$. The role of the NG particle is played in this case by the couple of $a_k$ and $\tilde{a}_k$ particles condensed in the vacuum $|0(θ)⟩$.

We also observe that since $a_k(θ)|0(θ)⟩ = 0 = \tilde{a}_k(θ)|0(θ)⟩$, creation or annihilation of an $a_k$ particle in the state $|0(θ)⟩$ is equivalent, up to a c-number factor, to the annihilation or creation, respectively, of a tilde $\tilde{a}_k$ particle in the same state (cf., e.g., Eq. (5.36)). The $\tilde{a}_k$ particle can thus be thought of as the “hole”, or the anti-particle, of the $a_k$ particle. When considering non-equilibrium systems or dissipative systems, the energy flowing out of the $a$-system can be shown to be flowing into the $\tilde{a}$-system [153, 617, 619]. This last one may therefore represent the thermal bath or the environment into which the $a$-system is embedded.

In conclusion, in the infinite volume limit $|0(θ)⟩$ becomes orthogonal to $|0,0⟩$ and we have that the whole Hilbert space $\{|0(θ)⟩\}$, constructed by operating on $|0(θ)⟩$ with $a_k^\dagger(θ)$ and $\tilde{a}_k^\dagger(θ)$, is asymptotically (i.e., in the infinite volume limit) orthogonal to the space generated over $\{0,0⟩\}$. In general, for each value of $θ(β)$, i.e., for each value of the temperature $T = \frac{1}{k_B β}$, one obtains in the infinite volume limit a representation of the CCR unitarily inequivalent to the other ones, associated with different values of $T$. In other words, the parameter $θ(β)$ (or the temperature $T$) acts as a label for the inequivalent representations [153].

A similar construction [600] can be carried out for fermion operators, here denoted as $α$, $\tilde{α}$. Their anticommutators are
\[ \{α_k, α_p^\dagger\} = δ_{kp}, \quad \{\tilde{α}_k, \tilde{α}_p^\dagger\} = δ_{kp}, \]
(5.46)
with all the other anticommutators vanishing. The thermal Bogoliubov transformations are now:
\[ α_k(θ) = e^{iG_F^θ} a_k e^{-iG_F^θ} = a_k \cos θ_k - \tilde{a}_k^\dagger \sin θ_k, \]
(5.47a)
\[ \tilde{α}_k(θ) = e^{iG_F^θ} a_k e^{-iG_F^θ} = a_k \cos θ_k + \tilde{a}_k^\dagger \sin θ_k, \]
(5.47b)
with generator $G_F$ given by
\[ G_F = -i \sum_k θ_k \left( \alpha_k^\dagger \tilde{α}_k^\dagger - \tilde{α}_k \alpha_k \right). \]
(5.48)
The fermionic thermal vacuum has the form of a SU(2) generalized coherent state [519]:

\[ |0(\theta)\rangle = e^{iG_F} |0\rangle = \prod_k \left( \cos \theta_k + \sin \theta_k \alpha_k^\dagger \alpha_k \right) |0\rangle , \tag{5.49} \]

with

\[ \alpha_k(\theta)|0(\theta)\rangle = \tilde{\alpha}_k(\theta)|0(\theta)\rangle = 0. \tag{5.50} \]

We also have

\[ N_{\alpha_k}(\theta) = \langle 0(\theta)|\alpha_k^\dagger \alpha_k|0(\theta)\rangle = \sin^2 \theta_k = \frac{1}{e^{\beta \omega_k} + 1} , \tag{5.51} \]

with a similar result for the tilde particles.

Let us now omit again the momentum suffices for simplicity. It is interesting to observe that, for bosons, the operator \( N - \tilde{N} \equiv a^\dagger a - \tilde{a}^\dagger \tilde{a} \) is invariant under the Bogoliubov transformations (5.36), i.e.:

\[ a^\dagger a - \tilde{a}^\dagger \tilde{a} = a^\dagger(\theta)a(\theta) - \tilde{a}^\dagger(\theta)\tilde{a}(\theta) , \quad \forall \theta . \tag{5.52} \]

Thus, \( \frac{\delta}{\delta \theta}(N(\theta) - \tilde{N}(\theta)) = 0 \), with \( N(\theta) - \tilde{N}(\theta) \equiv a^\dagger(\theta)a(\theta) - \tilde{a}^\dagger(\theta)\tilde{a}(\theta) \), consistently with the fact that \( \frac{1}{4}(N - \tilde{N})^2 \) is the Casimir operator of the su(1,1) algebra closed by the generators

\[ J_1 \equiv \frac{1}{2}(a^\dagger \tilde{a} + a\tilde{a}) , \quad J_2 \equiv \frac{1}{2}G , \quad J_3 \equiv \frac{1}{2}(N + \tilde{N} + 1) . \tag{5.53} \]

In the fermion case,

\[ J_{F1} \equiv \frac{1}{2}G_F , \quad J_{F2} \equiv \frac{1}{2}(\alpha^\dagger \tilde{\alpha} + \alpha\tilde{\alpha}) , \quad J_{F3} \equiv \frac{1}{2}(N_F + \tilde{N}_F - 1) , \tag{5.54} \]

close the algebra su(2). Also in this case \( \frac{\delta}{\delta \theta}(N_F(\theta) - \tilde{N}_F(\theta)) = 0 \), with \( N_F(\theta) - \tilde{N}_F(\theta) \equiv \alpha^\dagger(\theta)\alpha(\theta) - \tilde{\alpha}^\dagger(\theta)\tilde{\alpha}(\theta) = N_F - \tilde{N}_F \), again consistently with the fact that \( \frac{1}{4}(N_F - \tilde{N}_F)^2 \) is related to the su(2) Casimir operator.

**The normal ordering**

We have seen that the thermal vacuum \( |0(\theta(\beta))\rangle \) is not annihilated by \( a_k \) and \( \tilde{a}_k \). Therefore, the normal ordered product of, say, the operators \( a_k \)’s does not have zero expectation value in the state \( |0(\theta(\beta))\rangle \), as Eq. (5.43) shows. Indeed, use of Eq. (5.36) (where the subscript \( k \) is introduced) gives

\[ :a_k a_k^\dagger : = a_k a_k^\dagger = a_k(\theta)^\dagger a_k(\theta) \cosh \theta \cos \theta_k + a_k(\theta)^\dagger a_k(\theta) \cosh \theta \sinh \theta_k + a_k(\theta)^\dagger a_k(\theta) \sinh \theta \cosh \theta_k + \tilde{a}_k(\theta)^\dagger \tilde{a}_k(\theta) \sinh \theta \cosh \theta_k . \tag{5.55} \]
As a matter of fact, normal ordering is defined with respect to a specific representation [90, 438]: thus, normal ordering with respect to the representation built on the vacuum \( |0 \rangle \) is not normal ordering with respect to the one built on \( |0(\theta(\beta)) \rangle \):

\[
\langle 0 | : a_k a_q^\dagger : |0 \rangle = 0, \tag{5.56a}
\]

\[
\langle 0(\theta) | : a_k a_q^\dagger : |0(\theta) \rangle = \sinh^2 \theta_k \cdot \delta(k - q), \tag{5.56b}
\]

We will denote by : \( A \) : and by : \( A :_{\theta(\beta)} \) normal ordering of any product \( A \) of \( a \) (or \( \tilde{a} \)) operators with respect to \( |0 \rangle \) and \( |0(\theta(\beta)) \rangle \), respectively:

\[
: a_k(\theta)a_k^\dagger(\theta) :_{\theta(\beta)} = a_k^\dagger(\theta)a_k(\theta). \tag{5.57}
\]

Thus, we obtain

\[
: a_k a_k^\dagger : = : a_k a_k^\dagger :_{\theta(\beta)} + \sinh^2 \theta_k \cdot \delta(k - q). \tag{5.58}
\]

We finally observe that due to Eq. (5.52) the two operations : : and : : \( \theta(\beta) \) give the same result for combinations of the form \( a_k a_k^\dagger - \tilde{a}_k \tilde{a}_k^\dagger \):

\[
: a_k a_k^\dagger - \tilde{a}_k \tilde{a}_k^\dagger : = a_k^\dagger(\theta)a_k(\theta) - \tilde{a}_k(\theta)^\dagger \tilde{a}_k(\theta) = : a_k a_k^\dagger - \tilde{a}_k \tilde{a}_k^\dagger :_{\theta(\beta)} \tag{5.59}
\]

for any \( \theta \). Normal ordering of mixed product of \( a_k \) and \( \tilde{a}_k \) is also to be defined according to the reference vacuum, since results are in general different for different \( \theta(\beta) \)’s (see also Appendix M).

**The tilde-conjugation rule**

We now recall the so-called “tilde-conjugation rules” which are defined in TFD. In the following, again we omit for simplicity the subscript \( k \).

For any two bosonic (respectively, fermionic) operators \( \mathcal{O} \) and \( \mathcal{O}' \) and any two \( c \)-numbers \( \alpha \) and \( \beta \) the tilde-conjugation rules of TFD are postulated to be the following [369, 600, 617, 619]:

\[
(\mathcal{O}\mathcal{O}')^\sim = \tilde{\mathcal{O}}\tilde{\mathcal{O}'}, \tag{5.60a}
\]

\[
(\alpha\mathcal{O} + \beta\mathcal{O}')^\sim = \alpha^*\tilde{\mathcal{O}} + \beta^*\tilde{\mathcal{O}'}, \tag{5.60b}
\]

\[
(\mathcal{O}^\dagger)^\sim = \tilde{\mathcal{O}}^\dagger, \tag{5.60c}
\]

\[
(\tilde{\mathcal{O}})^\sim = \mathcal{O}. \tag{5.60d}
\]

According to (5.60) the tilde-conjugation does not change the order among operators. Furthermore, it is required that tilde and non-tilde operators are mutually commuting (or anti-commuting) operators and that the thermal vacuum \( |0(\theta) \rangle \) is invariant under tilde-conjugation:

\[
[\mathcal{O}, \tilde{\mathcal{O}}^\dagger]_\mp = 0 = [\mathcal{O}, \tilde{\mathcal{O}}^\dagger]_\mp, \tag{5.61}
\]
|0(θ)\rangle = |0(θ)\rangle. \quad (5.62)

It is useful to introduce the label $\sigma$ defined by $\sqrt{\sigma} \equiv +1$ for bosons and $\sqrt{\sigma} \equiv +i$ for fermions. We shall therefore simply write commutators as $[O, O']_{-\sigma} \equiv O O' - \sigma O' O$, and $(1 \otimes O)(O' \otimes 1) \equiv \sigma(O' \otimes 1)(1 \otimes O)$, without further specification of whether $O$ and $O'$ (which are equal products of $a, a^\dagger$ in all possible ways) are fermions or bosons.

Upon identifying from now on $a_1 \equiv a, a_1^\dagger \equiv a^\dagger$, one easily checks that the TFD tilde-operators (consistent with (5.60) – (5.62)) are straightforwardly recovered by setting $a_2 \equiv \tilde{a}, a_2^\dagger \equiv \tilde{a}^\dagger$. According to such identification, it is the action of the $1 \leftrightarrow 2$ permutation $\pi$: $\pi a_i = a_j, \; i \neq j, \; i, j = 1, 2$, that realizes the operation of “tilde-conjugation” defined in (5.60):

\[
\pi a_1 = \pi(a \otimes 1) = 1 \otimes a = a_2 \equiv \tilde{a} \equiv (a), \quad (5.63a)
\]
\[
\pi a_2 = \pi(1 \otimes a) = a \otimes 1 = a_1 \equiv a \equiv (\tilde{a}). \quad (5.63b)
\]

In particular, since the permutation $\pi$ is involutive, i.e., $\pi^2 = 1$, tilde-conjugation also turns out to be involutive, as in fact required by the rule (5.60). Notice that, as $(\pi a_i)^\dagger = \pi(a_i^\dagger)$, it is also $((a_i^\dagger)) = ((a_i^\dagger)^\dagger)$, i.e., tilde-conjugation commutes with hermitian conjugation. Furthermore, from (5.63), one has

\[
(ab)^\dagger = [(a \otimes 1)(b \otimes 1)]^\dagger = (ab \otimes 1)^\dagger = 1 \otimes ab = (1 \otimes a)(1 \otimes b) = \tilde{a} \tilde{b}. \quad (5.64)
\]

Rules (5.60) are thus obtained. (5.61) is insured by the $\sigma$-commutativity of $a_1$ and $a_2$. The vacuum of TFD, $|0(θ)\rangle$, is a condensed state of an equal number of tilde and non-tilde particles [369,600,617,619], thus (5.62) requires no further conditions: Eqs. (5.63) are sufficient to show that the rule (5.62) is satisfied. Finally, the tilde-rule (5.60) can also be recovered [141] as we will mention in the following Section. There we discuss the $q$-deformed algebraic structure underlying TFD.

5.3.1 The propagator structure in TFD

Let us now consider the simplest situation of a (real) scalar boson field in thermal equilibrium. This is sufficient to illustrate the propagator structure of a thermal theory. For fermion fields see [617,619]. We have:

\[
\phi(x) = \int \frac{d^3k}{(2\pi)^2(2\omega_k)^2} \left[ a_k(t) e^{ikx} + a_k^\dagger(t) e^{-ikx} \right], \quad (5.65a)
\]
\[
\tilde{\phi}(x) = \int \frac{d^3k}{(2\pi)^2(2\omega_k)^2} \left[ \tilde{a}_k(t) e^{-ikx} + \tilde{a}_k^\dagger(t) e^{ikx} \right], \quad (5.65b)
\]
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where $a_k(t) = e^{-i\omega_k t}a_k$. $\phi(x)$ and $\tilde{\phi}(x)$ commute and

\begin{align}
[\phi(t, x), \partial_t \phi(t', x')] &= i\delta(x - x') , \\
[\tilde{\phi}(t, x), \partial_t \tilde{\phi}(t', x')] &= -i\delta(x - x') .
\end{align}

Here we consider on-shell energy for our fields

$$\omega_k = \sqrt{k^2 + m^2} ,$$

where $m$ is the particle mass. As we will see in the next Section, at finite temperature a perturbative approach based on (on-shell) free fields does not hold: nevertheless, we assume that the temperature is low enough so that we can consider excitations approximatively described by free fields.

In TFD, and more generally in a thermal field theory (TFT) [408], the two-point functions (propagators) have a matrix structure, arising from the various possible combinations of physical and tilde fields in the (thermal) vacuum expectation value. Notice that in TFD, although the physical and tilde particles are not coupled in the Hamiltonian $\hat{H}$, nevertheless they do couple in the vacuum state $|0(\theta)\rangle$. The finite temperature causal propagator for a free boson field $\phi(x)$ is

$$D^0_{\alpha\beta}(x, x') = -i\langle0(\theta)|T[\phi^\alpha(x)\phi^\beta(\tau x')]|0(\theta)\rangle ,$$

where $D_0$ is the free field propagator, $T$ denotes time ordering and the $a, b$ indices refer to the thermal doublet $\phi^1 = \phi$, $\phi^2 = \tilde{\phi}^\dagger$. In the present case of a real field, we will use the above definition with $\phi^1 = \phi$.

A remarkable feature of the above propagator is that it can be cast (in momentum representation) in the following form [619]:

$$D^0_{\alpha\beta}(k_0, k) = \left( B_k^{-1} \frac{1}{k_0^2 - (\omega_k - i\epsilon_3)^2} B_k \tau_3 \right)^{\alpha\beta} ,$$

where $\tau_3$ is the Pauli matrix diag$(1, -1)$. The internal, or “core” matrix, is diagonal (cf. next Section) and coincides with the zero temperature Feynman propagator. Thus the thermal propagator is obtained from the zero temperature one by the action of the Bogoliubov matrix:

$$B_k = \frac{1}{\sqrt{1 - f_k}} \begin{pmatrix} 1 & -\sqrt{f_k} \\ -\sqrt{f_k} & 1 \end{pmatrix} \begin{pmatrix} \cosh \theta_k & -\sinh \theta_k \\ -\sinh \theta_k & \cosh \theta_k \end{pmatrix} ,$$

where, at the equilibrium, $f_k = e^{-\beta\omega_k}$ (the Boltzmann factor). The Bogoliubov matrix does affect only the imaginary part of $D_0(k)$; for example the

\footnote{Thermal propagators are here defined with a “-i” factor, in contrast with the definition given in Chapter 6.}
$D_{01}^{11}(k) = \left[k_0^2 - (\omega_k - i\epsilon)^2\right]^{-1} - 2\pi i n_k \delta(k_0^2 - \omega_k^2)$, where $n_k$ is the number of the $a_k$ excitations.

Another fundamental property of the matrix propagator (5.68) is that only three elements are independent, since the linear relation holds:

$$D^{11} + D^{22} - D^{12} - D^{21} = 0.$$  \hspace{1cm} (5.71)

This relation can be verified easily by using the annihilation of the thermal operators on $|0(\beta)\rangle$. Note also that the above relation has a more general validity, being true also for a different (gauge) parametrization of the thermal Bogoliubov matrix (see next Section).

### 5.3.2 Non-hermitian representation of TFD

The statistical average of a generic observable $A$ can be written by means of the density matrix $\rho$, as \cite{319}

$$\langle A \rangle = \frac{\text{Tr}[A\rho]}{\text{Tr}[\rho]} = \frac{\text{Tr}[\rho^{(1-\alpha)}A\rho^\alpha]}{\text{Tr}[\rho^{(1-\alpha)}\rho^\alpha]},$$  \hspace{1cm} (5.72)

where the cyclic property of the trace and the positiveness of $\rho$ have been used. The parameter $\alpha$ is in the range $\alpha = [0, 1]$. The operator $\rho$ can be seen as a vector of a (doubled) Hilbert space, called Liouville space (see \cite{319, 548, 628} for a detailed description of the Liouville space). The thermal average is then written as expectation value in the Liouville space as

$$\langle A \rangle = \frac{\llangle \rho^L | A | \rho^R \rrangle}{\llangle \rho^L | \rho^R \rrangle},$$  \hspace{1cm} (5.73)

where, for a single oscillator, the left and right statistical states are coherent states given by

$$\llangle \rho^R \rrangle = \exp\left( f^{\alpha} a^\dagger \tilde{a}^\dagger \right) |0, 0\rangle,$$  \hspace{1cm} (5.74a)

$$\llangle \rho^L \rrangle = \llangle 0, 0 \rrangle \exp\left( f^{(1-\alpha)} a\tilde{a} \right).$$  \hspace{1cm} (5.74b)

Here $f$ is a statistical weight factor and $|0, 0\rangle$ is the vacuum state of Liouville space, annihilated by the $a, \tilde{a}$ operators. Note that the time evolution in Liouville space is controlled by $\hat{H} = \omega (a^\dagger a - \tilde{a}^\dagger \tilde{a})$. In thermal equilibrium $f = e^{-\beta(\omega - \mu)}$ and for $\alpha = 1/2$, we recover the picture of Section 5.3.1: in particular the states $|\rho^R\rangle$ and $|\rho^L\rangle$ become hermitian conjugates. The choice $\alpha = 1/2$ is called in TFD the symmetric gauge.
Let us now introduce the thermal transformation as
\[
\begin{pmatrix}
\hat{\xi} \\
\hat{\xi}^\dagger
\end{pmatrix} = B \begin{pmatrix}
\hat{a} \\
\hat{a}^\dagger
\end{pmatrix}, \quad \begin{pmatrix}
\hat{\xi}^\dagger \\
-\sigma \hat{\xi}
\end{pmatrix}^T = \begin{pmatrix}
\hat{a}^\dagger \\
-\sigma \hat{a}
\end{pmatrix}^T B^{-1},
\]
where \(\sigma = 1\) for bosons and \(\sigma = -1\) for fermions. The \(\xi\) operators satisfy canonical commutation relations
\[
\begin{align*}
[\xi, \xi^\dagger]_\sigma &= \xi \xi^\dagger - \sigma \xi^\dagger \xi = 1, \\
[\hat{\xi}, \hat{\xi}^\dagger]_\sigma &= 1, \\
[\hat{\xi}, \hat{\xi}^\dagger]_\sigma &= 0, \\
[\hat{\xi}, \hat{\xi}^\dagger]_\sigma &= 0,
\end{align*}
\]
and the thermal state condition:
\[
\begin{align*}
\xi \langle \rho^R \rangle &= 0, & \hat{\xi} \langle \rho^R \rangle &= 0, & \langle \rho^L \rangle \xi^\dagger &= 0, & \langle \rho^L \rangle \hat{\xi}^\dagger &= 0.
\end{align*}
\]
Again, in case of thermal equilibrium and in the symmetric gauge \(\alpha = 1/2\), the above Bogoliubov matrix \(B\) coincides with that of Eq. (5.70), the \(\xi\) operators with the thermal operators \(a(\theta)\) of Eq. (5.36), and the \(\dagger\) conjugation reduces to the usual hermitian conjugation.

An important parametrization of the Bogoliubov matrix is that arising in the so-called linear gauge, corresponding to \(\alpha = 1\) (actually, the Bogoliubov matrix also has a phase factor, which here is fixed conveniently). This is an essential choice in case of non-equilibrium systems [319], and in the following Sections we will therefore adopt \(\alpha = 1\). In this gauge the Bogoliubov matrix reads
\[
B = \begin{pmatrix}
1 + \sigma n & -n \\
-\sigma & 1
\end{pmatrix},
\]
where \(n = \frac{1}{\beta} = f^1 - f^2\) is the number density. With this choice of the Bogoliubov matrix the propagator defined in (5.68) still satisfies Eq. (5.71).

### 5.3.3 TFD for fields with continuous mass spectrum
In the previous Sections we have seen how to incorporate in an (operatorial) QFT framework, the statistical properties of a thermal system, and we have considered the case of a free neutral boson field in thermal equilibrium.

For interacting fields, however, a field theory at finite temperature requires additional considerations. It has indeed been stated that a perturbation theory in terms of asymptotically stable quasiparticle fails at finite temperature (and/or density) [495].

The point is that the spacetime symmetry group for \(T > 0\) is not anymore the Poincaré group, as for \(T = 0\): rather, the spacetime symmetry
restricts to $SO(3) \otimes T_4$, i.e., the semidirect product of the rotation group and the four-dimensional translation group. Thus, while in the vacuum the representations of the Poincaré group are (stable) particles characterized by one continuous parameter ($0 \leq p < \infty$), at finite temperature the symmetry group admit representations labeled by two continuous parameters ($0 \leq p < \infty$ and $0 \leq E < \infty$). This means that for $T \neq 0$ the excitations do not live on the mass-shell $\omega_k = \sqrt{k^2 + m^2}$, rather they have a continuous distribution of their energy around this value, i.e., they have a spectral width.

A formalism able to deal with such a situation has been developed [407] in terms of generalized free fields, containing an appropriate spectral function. Here we present a very short summary of such a formalism. The reader may find the details and the mathematical derivations in [319, 407].

For scalar uncharged bosons, generalized free fields have the following expansion [319]

$$\phi(x) = \int \frac{d^3k}{(2\pi)^{3/2}} \left( a_k^\dagger(t)e^{-ikx} + a_k(t)e^{ikx} \right), \quad (5.79)$$

with a similar expression for $\tilde{\phi}$ and

$$\begin{pmatrix} a_k(t) \\ \tilde{a}_k(t) \end{pmatrix}^T = \int_0^{\infty} dE \left[ A_B^+(E, \mathbf{k}) \right]^{1/2} B^{-1}(n_B(E)) \begin{pmatrix} \xi_{E\mathbf{k}} \\ \tilde{\xi}_{E\mathbf{k}} \end{pmatrix} e^{-iEt}, \quad (5.80a)$$

$$\begin{pmatrix} a_k^\dagger(t) \\ -\tilde{a}_k(t) \end{pmatrix}^T = \int_0^{\infty} dE \left[ A_B^+(E, \mathbf{k}) \right]^{1/2} \begin{pmatrix} \xi_{E\mathbf{k}}^2 \\ -\tilde{\xi}_{E\mathbf{k}} \end{pmatrix}^T B(n_B(E))e^{iEt}, \quad (5.80b)$$

where the Bogoliubov matrix is given, in linear gauge, by

$$B(n_B(E)) = \begin{pmatrix} 1 + n_B(E) & -n_B(E) \\ -1 & 1 \end{pmatrix}, \quad (5.81)$$

with $n_B(E)$ denoting the boson occupation number.

From Eqs. (5.79) and (5.80) we see that the generalized field $\phi$ contains an energy integration through the above generalized Bogoliubov transformation. The weight function $A_B^+(E, \mathbf{k})$ is the spectral function, containing the full information about the single particle spectrum. It is normalized as

$$\int_0^{\infty} dEEA_B^+(E, \mathbf{k}) = \frac{1}{2}. \quad (5.82)$$

The thermal quasiparticle operators $\xi$ satisfy the thermal state conditions (5.77) for any $E$ and $\mathbf{k}$ and obey the following commutation relations

$$[\xi_{E\mathbf{k}}, \xi_{E'\mathbf{k}'}^{\dagger}] = \delta(E - E')\delta(\mathbf{k} - \mathbf{k}') = [\xi_{E\mathbf{k}'}, \xi_{E'\mathbf{k}}^{\dagger}] \quad . \quad (5.83)$$
The equal-time commutation relations for the $a$ operators are the usual ones

$$\left[ a_k(t), a_k^\dagger(t) \right] = \delta(k - k') = \left[ \tilde{a}_k(t), \tilde{a}_k^\dagger(t) \right]. \quad (5.84)$$

It is important to observe that the generalized field operators $\phi(x)$ are non-trivial objects: their commutation relations are in general not known [319]. However, since the quantities of interest are generally given in terms of Green’s functions, it is sufficient to know these commutators at the level of expectation value [319].

The above spectral function $A_B^+(E, k)$ can be continued to negative energies as

$$A_B(E, k) = \theta(E)A_B^+(E, k) - \theta(-E)A_B^+(-E, -k). \quad (5.85)$$

In thermal equilibrium and for the real boson field under consideration, it holds $n_B(-E) = -(1 + n_B(E))$. Using this relation and the generalized field (5.79), the matrix boson propagator defined in (5.68) becomes

$$D_{ab}(k_0, k) = \int_{-\infty}^{\infty} dE A_B(E, k) B^{-1}(n_B(E)) \left[ \frac{1}{k_0 - E + i\epsilon} \right] B(n_B(E))\tau_3, \quad (5.86)$$

which is again a diagonal matrix transformed under Bogoliubov matrices. It is important to stress that the above propagator is the full interacting propagator: all the information regarding interaction is contained in the spectral function. Observe also that the free particle propagator (5.69) is recovered in the limit

$$A_B(E, k) \to \text{sign}(E)\delta(E^2 - \omega_k^2), \quad (5.87)$$

i.e., when the spectral function is peaked around the free particle energy.

**Retarded and advanced propagators**

The retarded and advanced propagators are respectively $D^R = D^{11} - D^{12}$ and $D^A = D^{11} - D^{21}$; they are given by dispersion integral in the spectral function

$$D^{R,A}(k_0, k) = \text{Re} \left( D(k_0, k) \right) \mp i\pi A_B(k_0, k) = \int_{-\infty}^{\infty} dE \frac{A_B(E, k)}{k_0 - E \pm i\epsilon}. \quad (5.88)$$

Thus the spectral function is proportional to the imaginary part of the retarded and advanced Green’s functions:

$$A_B(E, k) = \mp \frac{1}{\pi} \text{Im} \left( D^{R,A}(E, k) \right). \quad (5.89)$$
In thermal equilibrium the off-diagonal components of the full propagator $D^{ab}$ satisfy the Kubo–Martin–Schwinger (KMS) boundary condition

$$
(1 + n_B(k_0)) D^{12}(k_0, k) - n_B(k_0) D^{21}(k_0, k) = 0.
$$

(5.90)

The above relation allows us to diagonalize the matrix propagator in the following form

$$
D^{ab}(k_0, k) = B^{-1}(n_B(k_0)) \begin{pmatrix} D^R(k_0, k) & 0 \\ 0 & D^A(k_0, k) \end{pmatrix} B(n_B(k_0)) \tau_3.
$$

(5.91)

It is important to stress that, in contrast to what happens in the symmetric gauge, in the linear gauge the propagator is not automatically diagonal; in general the propagator matrix is triangular. However, as we see from the above relations, it can be diagonalized in the case of thermal equilibrium, holding the KMS condition (5.90).

The above theoretical scheme now has to be related to the quantity specific of a given physical situation, i.e., to the self-energy. The knowledge of the self-energy indeed allows us to calculate the full propagator starting from the free one. This is done by using the Schwinger–Dyson equation, which is an integro-differential equation in coordinate space (see Section 6.4), reducing, however, for homogeneous systems to an algebraic equation in momentum space:

$$
D(k) = D_0(k) + D_0(k)\Pi(k)D(k)
$$

(5.92)

$$
= D_0(k) + D_0(k)\Pi(k)D_0(k) + D_0(k)\Pi(k)D_0(k)\Pi(k)D_0(k) + \ldots
$$

where $\Pi(k)$ is the boson self-energy (polarization tensor) in momentum representation. Since Eq. (5.71) is satisfied both for the free and the full propagator in the linear gauge, the relation for the matrix self-energy follows:

$$
\Pi^{11} + \Pi^{22} + \Pi^{12} + \Pi^{21} = 0.
$$

This implies that Eq. (5.92) has the structure of a triangular matrix.

Let us now introduce the retarded and advanced self-energies $\Pi^R = \Pi^{11} + \Pi^{12}$ and $\Pi^A = \Pi^{22} + \Pi^{21}$, and their expression in terms of the self-energy spectral function $\sigma$

$$
\Pi^{R,A}(k) = \Re\{\Pi(k)\} \mp i\pi\sigma(k) = \int dE \frac{\sigma(E, k)}{k_0 - E \pm i\epsilon}.
$$

(5.94)

The Schwinger–Dyson equation (5.92) can then be solved [319, 407, 408]. The diagonal components give the result

$$
A_B(E, k) = \frac{\sigma(E, k)}{[E^2 - \omega_k^2 - \Re\{\Pi(E, k)\}]^2 + \pi^2\sigma^2(E, k)}.
$$

(5.95)
The off-diagonal component instead relates the Bogoliubov parameter $n_B(E)$ to the environment through the relation

$$\left( n_B(E) + 1 \right) \Pi^{12}(E, \mathbf{k}) - n_B(E) \Pi^{21}(E, \mathbf{k}) = 0, \quad (5.96)$$

which is again the KMS condition (see Eq. (5.90)).

Thus the spectral function and the number density are determined from the above two equations. Of course, this is not sufficient to solve a particular problem, since one needs to calculate explicitly the self-energy. This can be done by perturbation theory at finite temperature [615, 617].

Up to now, the form of the spectral function is completely unspecified: we know, however, that the free particle limit of $A_B(E, \mathbf{k})$ is a delta function (see Eq. (5.87)). Thus a reasonable approximated form for the bosonic spectral function $A_B$ is the following expansion in simple poles in the complex $E$-plane around the quasiparticle energy $\omega_B = \sqrt{k^2 + m_B^2}$:

$$A_B(E, \mathbf{k}) = \frac{1}{\pi} \frac{2 \gamma_B}{(E^2 - \gamma_B^2 - \omega_B^2)^2 + 4 \gamma_B^2 E^2} = \frac{1}{4 \pi i \omega_B} \left[ \frac{1}{E - \omega_B - i \gamma_B} - \frac{1}{E - \omega_B + i \gamma_B} \right] + \frac{1}{E + \omega_B + i \gamma_B} - \frac{1}{E + \omega_B - i \gamma_B}. \quad (5.97)$$

In such an approximation, the spectral function is parametrized by two quantities: the quasiparticle energy $\omega_B$ and the spectral width $\gamma_B$. Both these quantities can be in general momentum- and energy-dependent (in the case of non-homogeneous systems, they are also coordinate-dependent). Note also that the above expression (a Lorentzian curve) reduces to the delta function of the free case when $\gamma_B \to 0$, i.e., when the (quasi-)particle has an infinite lifetime.

5.4 The $q$-deformed Hopf algebra and the doubling of the field degrees of freedom

In this Section we show that the doubling of the degrees of freedom is intimately related to the structure of the space of the states in QFT [141, 189]. This brings us to consider the $q$-deformed Hopf algebra [150, 155, 207, 359, 393, 437]. In our presentation we follow closely [633]. We will show that the doubling of the degrees of freedom on which the TFD formalism is based finds its natural realization in the coproduct map.
One key ingredient of Hopf algebra [48] is the coproduct operation, i.e., the operator doubling implied by the coalgebra. The coproduct operation is indeed a map $\Delta : \mathcal{A} \to \mathcal{A} \otimes \mathcal{A}$, which duplicates the algebra $\mathcal{A}$. Coproducts are commonly used in the familiar addition of energy, momentum, angular momentum and of other so-called primitive operators. The coproduct of a generic operator $O$ is a homomorphism defined as
\[
\Delta O = O \otimes 1 + 1 \otimes O = O_{1} + O_{2},
\]
with $O \in \mathcal{A}$. Since additivity of observables such as energy, momentum, angular momentum, etc. is an essential requirement, the coproduct, and therefore the Lie–Hopf algebra structure, appears to provide an essential algebraic tool in QM and in QFT.

Thermal systems, and other systems where the duplication of the degrees of freedom reveals to be central in their treatment, are natural candidates to be described by the Lie–Hopf algebra. The remarkable result holds [141] according to which the infinitely many unitarily inequivalent representations of the CCR are classified by use of the $q$-deformed Hopf algebra. Quantum deformations of Hopf algebra thus have a deeply non-trivial physical meaning in QFT.

In the following we consider boson operators. The discussion and the conclusions can be easily extended to the case of fermion operators [141]. For notational simplicity we will omit the momentum suffix $k$.

Consider the bosonic algebra, called $h(1)$, generated by the set of operators $\{a, a^\dagger, H, N\}$ with commutation relations:
\[
[a, a^\dagger] = 2H, \quad [N, a] = -a, \quad [N, a^\dagger] = a^\dagger, \quad [H, \bullet] = 0. \tag{5.98}
\]
$H$ is a central operator, constant in each representation and “$\bullet$” denotes any of the $a$, $a^\dagger$, $H$, $N$. The Casimir operator is given by
\[
C = 2NH - a^\dagger a.
\]
The algebra $h(1)$ is a Hopf algebra, equipped with the coproduct operation, defined by
\[
\Delta a = a \otimes 1 + 1 \otimes a \equiv a_{1} + a_{2}, \tag{5.99a}
\]
\[
\Delta a^\dagger = a^\dagger \otimes 1 + 1 \otimes a^\dagger \equiv a^\dagger_{1} + a^\dagger_{2}, \tag{5.99b}
\]
\[
\Delta H = H \otimes 1 + 1 \otimes H \equiv H_{1} + H_{2}, \tag{5.99c}
\]
\[
\Delta N = N \otimes 1 + 1 \otimes N \equiv N_{1} + N_{2}. \tag{5.99d}
\]
Note that $[a_{i}, a_{j}] = [a_{i}, a_{j}^\dagger] = 0$, $i, j = 1, 2$, $i \neq j$. The coproduct provides the prescription for operating on two modes. As mentioned, one familiar example of coproduct is the addition of the angular momentum $J^{\alpha}$, $\alpha = 1, 2, 3$, of two particles: $\Delta J^{\alpha} = J^{\alpha} \otimes 1 + 1 \otimes J^{\alpha} \equiv J_{1}^{\alpha} + J_{2}^{\alpha}$, $J^{\alpha} \in SU(2)$.

The $q$-deformation of $h(1)$ is the Hopf algebra $h_{q}(1)$:
\[
[a_{q}, a_{q}^\dagger] = [2H]_{q}, \quad [N, a_{q}] = -a_{q}, \quad [N, a_{q}^\dagger] = a_{q}^\dagger, \quad [H, \bullet] = 0, \tag{5.100}
\]
where \( N_q \equiv N, \ H_q \equiv H \) and \([x]_q = \frac{q^x - q^{-x}}{q - q^{-1}}\). The Casimir operator \( C_q \) is given by \( C_q = N[2H]_q - a_q^\dagger a_q \). The deformed coproduct is defined by

\[
\Delta a_q = a_q \otimes q^H + q^{-H} \otimes a_q ,
\]

\[
\Delta a^\dagger_q = a^\dagger_q \otimes q^H + q^{-H} \otimes a_q^\dagger ,
\]

\[
\Delta H = H \otimes 1 + 1 \otimes H ,
\]

\[
\Delta N = N \otimes 1 + 1 \otimes N ,
\]

whose algebra is isomorphic with (5.100): \([\Delta a_q, \Delta a^\dagger_q] = [2\Delta H]_q\), etc.

Note that \( h_q(1) \) is a structure different from the commonly considered \( q \)-deformation of the harmonic oscillator [75, 433] (cf. Section 1.8).

We denote by \( F_1 \) the single mode Fock space, i.e., the fundamental representation \( H = 1/2, \ C = 0 \). In such a representation \( h(1) \) and \( h_q(1) \) coincide as it happens for \( su(2) \) and \( su_q(2) \) for the spin-1/2 representation. The differences appear in the coproduct and in the higher spin representations.

As is customary, we require that \( a \) and \( a^\dagger \), and \( a_q \) and \( a_q^\dagger \), are adjoint operators. This implies that \( q \) can only be real (or of modulus one in the fermionic case; in the two mode Fock space \( F_2 = F_1 \otimes F_1 \), for \(|q| = 1\), the hermitian conjugation of the coproduct must be supplemented by the inversion of the two spaces for consistency with the coproduct isomorphism).

Summarizing, one can write for both bosons (and fermions) on \( F_2 = F_1 \otimes F_1 \):

\[
\Delta a = a_1 + a_2 , \quad \Delta a^\dagger = a^\dagger_1 + a^\dagger_2 ,
\]

\[
\Delta a_q = a_1 q^{1/2} + a_2 q^{-1/2} , \quad \Delta a^\dagger_q = a^\dagger_1 q^{1/2} + a^\dagger_2 q^{-1/2} ,
\]

\[
\Delta H = 1 , \quad \Delta N = N_1 + N_2 .
\]

Now, the key point is [141] that the full set of infinitely many unitarily inequivalent representations of the CCR in QFT are classified by use of the \( q \)-deformed Hopf algebra. Since Bogoliubov transformations relate different (i.e., unitarily inequivalent) representations, it is sufficient to show that the Bogoliubov transformations are directly obtained by use of the deformed coproduct operation. We consider therefore the following operators (cf. (5.101) with \( q(\theta) \equiv e^{i\theta} \) and \( H = 1/2 \)):

\[
\alpha_{q(\theta)}(a) \equiv \frac{\Delta a_q}{\sqrt{[2]_q}} = \frac{1}{\sqrt{[2]_q}}(e^\theta a_1 + e^{-\theta} a_2) ,
\]

\[
\beta_{q(\theta)}(a) \equiv \frac{1}{\sqrt{[2]_q}} \frac{\delta}{\delta \theta} \Delta a_q = \frac{2q}{\sqrt{[2]_q}} \frac{\delta}{\delta \theta} \Delta a_q = \frac{1}{\sqrt{[2]_q}}(e^\theta a_1 - e^{-\theta} a_2) ,
\]
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and h.c. A set of commuting operators with CCR is given by
\begin{align}
\alpha(\theta) & = \frac{\sqrt{2}\kappa}{\sqrt{2}} [\alpha_q(\theta) + \alpha_q(-\theta) - \beta^\dagger_q(\theta) + \beta^\dagger_q(-\theta)], \quad (5.104a) \\
\beta(\theta) & = \frac{\sqrt{2}\kappa}{\sqrt{2}} [\beta_q(\theta) + \beta_q(-\theta) - \alpha^\dagger_q(\theta) + \alpha^\dagger_q(-\theta)], \quad (5.104b)
\end{align}
and h.c. One then introduces [141]
\begin{align}
A(\theta) & \equiv \frac{1}{\sqrt{2}} (\alpha(\theta) + \beta(\theta)) = A \cosh \theta - B^\dagger \sinh \theta, \quad (5.105a) \\
B(\theta) & \equiv \frac{1}{\sqrt{2}} (\alpha(\theta) - \beta(\theta)) = B \cosh \theta - A^\dagger \sinh \theta, \quad (5.105b)
\end{align}
with
\begin{align}
[A(\theta), A^\dagger(\theta)] = 1, \quad [B(\theta), B^\dagger(\theta)] = 1. \quad (5.106)
\end{align}
All other commutators are equal to zero and $A(\theta)$ and $B(\theta)$ commute among themselves. Eqs. (5.105) are nothing but the Bogoliubov transformations for the $(A,B)$ pair. In other words, Eqs. (5.105) show that the Bogoliubov-transformed operators $A(\theta)$ and $B(\theta)$ are linear combinations of the co-product operators defined in terms of the deformation parameter $q(\theta)$ and of their $\theta$-derivatives.

From this point on, by setting $\theta = \theta(\beta)$, one can reconstruct the TFD formalism presented in the previous Section.

The generator of (5.105) is $\mathcal{G} \equiv -i(A^\dagger B^\dagger - AB)$:
\begin{align}
-\frac{1}{\sinh \theta} \frac{\delta}{\delta \theta} A(\theta) = [\mathcal{G}, A(\theta)], \quad -\frac{1}{\sinh \theta} \frac{\delta}{\delta \theta} B(\theta) = [\mathcal{G}, B(\theta)], \quad (5.107)
\end{align}
and h.c. Compare this generator with $\mathcal{G}$ in Eq. (5.33). By taking derivatives with respect to $\theta$ of the Bogoliubov transformed operators, one can show that the tilde-rule (5.60) can also be recovered [141].

Let $|0\rangle \equiv |0\rangle \otimes |0\rangle$ denote the vacuum annihilated by $A$ and $B$, $A|0\rangle = 0 = B|0\rangle$. By introducing the suffix $k$ (till now omitted for simplicity), at finite volume $V$ one obtains
\begin{align}
|0(\theta)\rangle = e^{i\sum_k \theta_k \tilde{g}_k} |0\rangle = \prod_k \frac{1}{\cosh \theta_k} \exp(\tanh \theta_k A^\dagger_k B^\dagger_k |0\rangle), \quad (5.108)
\end{align}
to be compared with Eq. (5.34). $\theta$ denotes the set $\{\theta_k = \frac{1}{2} \ln q_k, \forall k\}$ and $\langle 0(\theta)|0(\theta)\rangle = 1$. The underlying group structure is $\bigotimes_k SU(1,1)_k$ and the vacuum $|0(\theta)\rangle$ is an $SU(1,1)$ generalized coherent state [519] (see Appendix C). The $q$-deformed Hopf algebra is thus intrinsically related to coherence and to the vacuum structure in QFT.
In the infinite volume limit, the number of degrees of freedom become uncountable infinite, and thus one obtains \[ \langle 0(\theta) | 0(\theta') \rangle \to 0 \text{ as } V \to \infty, \quad \forall \theta, \theta', \theta \neq \theta'. \] By denoting with \( \mathcal{H}_\theta \) the Hilbert space with vacuum \( |0(\theta)\rangle \), \( \mathcal{H}_\theta \equiv \{0(\theta)\} \), this means that \( \mathcal{H}_\theta \) and \( \mathcal{H}_{\theta'} \) become unitarily inequivalent. In this limit, the “points” of the space \( \mathcal{H} \equiv \{\mathcal{H}_\theta, \forall \theta\} \) of the infinitely many unitarily inequivalent representations of the CCR are labeled by the deformation parameter \( \theta \) [141,153]. The space \( \mathcal{H} \equiv \{\mathcal{H}_\theta, \forall \theta\} \) is called the space of the representations.

We observe that \( p_\theta \equiv -i \frac{\delta}{\delta \theta} \) can be regarded [141] as the momentum operator “conjugate” to the “degree of freedom” \( \theta \). For an assigned fixed value \( \bar{\theta} \), it is

\[
e^{i\bar{\theta}p_\theta} A(\theta) = e^{i\bar{\theta}\varphi} A(\theta)e^{-i\bar{\theta}\varphi} = A(\theta + \bar{\theta}), \quad (5.109)
\]

and similarly for \( B(\theta) \). The “conjugate thermal momentum” \( p_\theta \) generates transitions among inequivalent (in the infinite volume limit) representations: \( \exp(i\bar{\theta}p_\theta) |0(\theta)\rangle = |0(\theta + \bar{\theta})\rangle \). The notion of thermal degree of freedom [615] thus acquires formal definiteness in the sense of the canonical formalism. Notice that the derivative with respect to the \( \theta \) parameter is actually a derivative with respect to the system temperature \( T \). This sheds some light on the role of \( \theta \) in thermal field theories for non-equilibrium systems and phase transitions. We shall comment more on this point in the following Sections.

It is interesting to consider the case of time-dependent deformation parameter. This immediately relates to the dissipative systems [153]. The Heisenberg equation for \( A(t,\theta(t)) \) is

\[
- i \frac{\delta}{\delta t} A(t,\theta(t)) = -i \frac{\delta}{\delta t} A(t,\theta(t)) - i \frac{\delta \theta}{\delta t} \frac{\delta}{\delta \theta} A(t,\theta(t))
\]

\[= [H, A(t,\theta(t))] + \frac{\delta \theta}{\delta t} [G, A(t,\theta(t))] = [H + Q, A(t,\theta(t))], \quad (5.110)\]

and \( Q \equiv \frac{\delta \theta}{\delta t} G \) plays the role of the heat-term in dissipative systems. \( H \) is the Hamiltonian responsible for the time variation in the explicit time dependence of \( A(t,\theta(t)) \). \( H + Q \) can be therefore identified with the free energy [153]: variations in time of the deformation parameter involve dissipation. In thermal theories and in dissipative systems the doubled modes \( B \) play the role of the thermal bath or environment [153,633] (see Chapter 9).

Summarizing, we know that QFT is characterized by the existence of unitarily inequivalent representations of the CCR, as seen in the previous
Chapters, which are related among themselves by the Bogoliubov transformations. These, as seen above, are obtained as linear combinations of the deformed coproduct maps which express the doubling of the degrees of freedom. Therefore one may conclude that the intrinsic algebraic structure of QFT (independent of the specificity of the system under study) is the one of the $q$-deformed Hopf algebra. The unitarily inequivalent representations existing in QFT are related and labeled by means of such an algebraic structure.

It should be stressed that the coproduct map is also essential in QM in order to deal with a many mode system (typically, with identical particles). However, in QM all the representations of the CCR are unitarily equivalent and therefore the Bogoliubov transformations induce unitary transformations among the representations, thus preserving their physical content. The $q$-deformed Hopf algebra therefore does not have that physical relevance in QM, which it has, on the contrary, in QFT. Here, the representations of the CCR, related through Bogoliubov representations, are unitarily inequivalent and therefore physically inequivalent: they represent different physical phases of the system corresponding to different boundary conditions, such as, for example, the system temperature. Typical examples are the superconducting and the normal phase, the ferromagnetic and the non-magnetic (i.e., zero magnetization) phase, the crystal and the gaseous phase, etc. The physical meaning of the deformation parameter $q$ in terms of which unitarily inequivalent representations of the CCR are labeled is thus recognized.

When the above discussion is applied to non-equilibrium (e.g., thermal and/or dissipative) field theories it appears that the couple of conjugate variables $\theta$ and $p_\theta \equiv -i \frac{\partial}{\partial \theta}$, with $\theta = \theta(\beta(t)) \quad (\beta(t) = \frac{1}{k_B T(t)})$, related to the $q$-deformation parameter, describe trajectories in the space $\mathcal{H}$ of the representations. In [632] it has been shown that there is a symplectic structure associated to the “degrees of freedom” $\theta$ and that the trajectories in the $\mathcal{H}$ space may exhibit properties typical of chaotic trajectories in classical non-linear dynamics. We will discuss this in Section 5.8. In the next Section we present further characterizations of the vacuum structure in TFD.
5.5 Free energy, entropy and the arrow of time. Intrinsic thermal nature of QFT

The state \( |0(\theta)\rangle \) in Eq. (5.41) may be written as:

\[
|0(\theta)\rangle = \exp \left( -\frac{1}{2} S_a \right) |\bar{I}\rangle = \exp \left( -\frac{1}{2} S_{\bar{a}} \right) |\bar{I}\rangle ,
\]

(5.111)

\[
S_a \equiv -\sum_k (a_k^\dagger a_k \log \sinh^2 \theta_k - a_k a_k^\dagger \log \cosh^2 \theta_k ) .
\]

(5.112)

Here \( |\bar{I}\rangle \equiv \exp \left( \sum_k a_k^\dagger \tilde{a}_k^\dagger \right) |0\rangle \) and \( S_{\bar{a}} \) is given by an expression similar to \( S_a \), with \( \tilde{a}_k \) and \( \tilde{a}_k^\dagger \) replacing \( a_k \) and \( a_k^\dagger \), respectively. Eq. (5.111) has been obtained by using the relation

\[
e^{-\frac{1}{2} S_a} a_k^\dagger e^{\frac{1}{2} S_a} = a_k^\dagger \tanh \theta_k .
\]

(5.113)

We can also write [153, 617, 619]:

\[
|0(\theta)\rangle = \sum_{n=0}^{+\infty} \sqrt{W_n} \left( |n\rangle \otimes |n\rangle \right) ,
\]

(5.114a)

\[
W_n = \prod_k \frac{\sinh 2n_k \theta_k}{\cosh 2(n_k+1) \theta_k} ,
\]

(5.114b)

where \( n \) denotes the set \( \{n_k\} \), \( 0 < W_n < 1 \) and \( \sum_{n=0}^{+\infty} W_n = 1 \). Then

\[
S_a \equiv \langle 0(\theta)|S_a|0(\theta)\rangle = \sum_{n=0}^{+\infty} W_n \log W_n .
\]

(5.115)

It is useful [153, 617, 619] to introduce the functional \( \mathcal{F}_a \) for the \( a \)-modes

\[
\mathcal{F}_a \equiv \langle 0(\theta)| \left( H_a - \frac{1}{\beta} S_a \right) |0(\theta)\rangle ,
\]

(5.116)

where \( \beta \) is the inverse temperature \( (\beta = \frac{1}{T_B}) \) and \( H_a = \sum_k \hbar \omega_k a_k^\dagger a_k \).

The parameter \( \theta \) may depend on time: \( \theta_k = \theta_k(\beta(t)) \). One then considers the extremal condition \( \frac{\partial \mathcal{F}_a}{\partial \theta_k} = 0 , \forall \, k \), to be satisfied in each representation, and using \( E_k \equiv \hbar \omega_k \), one finds

\[
N_{a_k}(t) = \sinh^2 \theta_k = \frac{1}{e^{\beta(\theta_k(t)) E_k} - 1} ,
\]

(5.117)

which is the Bose distribution for \( a_k \) at time \( t \). Inspection of Eqs. (5.112)–(5.116) then suggests that \( \mathcal{F}_a \) and \( S_a \) can be interpreted as the free energy and the entropy, respectively.\(^2\)

\(^2\)The TFD entropy operator for fermions [600, 617, 619] is defined in a similar way to \( S_a \), namely as: \( S_f \equiv -\sum_k \left( a_k^\dagger a_k \log \sin^2 \theta_k + a_k a_k^\dagger \log \cos^2 \theta_k \right) \).
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We remark that in full generality one can proceed to the construction of \( |0(\theta)\rangle \) for a generic \( \theta \) parameter, without specifying any dependence of \( \theta \) on temperature, or on any other quantity. One could have introduced Eq. (5.116) in a strict formal sense, assuming that there \( \beta \) is just a non-zero c-number parameter. Eq. (5.117) gives then the Bose–Einstein distribution only \textit{provided} \( \beta \) is the inverse temperature. In this way, \( \beta \) could be recognized to be the inverse temperature and \( |0(\theta)\rangle = |0(\theta(\beta))\rangle \) to be the thermal vacuum. Since the construction of \( |0(\theta)\rangle \) is fully general and it amounts to labeling by the \( \theta \) parameter the QFT unitarily inequivalent representations, one could reach in this way the conclusion that QFT is an intrinsically thermal field theory.

Assuming that \( \theta \) is time-dependent, use of Eq. (5.111) shows that

\[
\frac{\partial}{\partial t} |0(t)\rangle = -\left(\frac{1}{2} \frac{\partial S_a}{\partial t}\right) |0(t)\rangle. \tag{5.118}
\]

One thus sees that \( i \left(\frac{\hbar}{\beta} \frac{\partial S_a}{\partial t}\right) \) is the generator of time translations, namely time evolution is controlled by the entropy variations [153, 185]. It is remarkable that the same dynamical variable \( S_a \) whose expectation value is formally the entropy also controls time evolution: damping (or, more generally, dissipation) implies indeed the choice of a privileged direction in time evolution \textit{(arrow of time)} with a consequent breakdown of time-reversal invariance.

One may also show that \( d\mathcal{F}_a = dE_a - \frac{1}{\beta} dS_a = 0 \), which expresses the first principle of thermodynamics for a system coupled with environment at constant temperature and in absence of mechanical work. As usual, one may define heat as \( dQ_a = \frac{1}{\beta} dS_a \) and see that the change in time \( d\mathcal{N}_a \) of particles condensed in the vacuum turns out into heat dissipation \( dQ_a \):

\[
dE_a = \sum_k \hbar \omega_k \dot{\mathcal{N}}_{ak}(t) dt = \frac{1}{\beta} dS_a = dQ_a. \tag{5.119}
\]

Here \( \dot{\mathcal{N}}_{ak} \) denotes the time derivative of \( \mathcal{N}_{ak} \).

We observe that the thermodynamic arrow of time, whose direction is defined by the increasing entropy direction, points in the same direction as the cosmological arrow of time, namely the inflating time direction for the expanding Universe [14, 19] (see also [444]). The concordance between the two arrows of time (and also with the psychological arrow of time, see [641]) is not at all granted and is a subject of an ongoing debate (see, e.g., [316]).

In Chapter 9 we show that quantum dissipation induces a dissipative phase interference [107], analogous to the Bohm–Aharonov phase [11, 23], and non-commutative geometry in the plane \((x_+, x_-)\) [574].
Moreover, the generator of the Bogoliubov transformations discussed above is strictly related with the squeezed coherent states in quantum optics and with the quantum Brownian motion \[107\].

As a final comment we observe that the generator \( G = -i \sum_k (a_k^\dagger \tilde{a}_k - a_k \tilde{a}_k^\dagger) \), considered above and related to the entropy operator \( S_a \), is nothing but the counter-rotating term in quantum optics Hamiltonian models. It is usually neglected in the rotating wave approximation when resonance conditions are met. From the above discussion, it appears, however, that it plays a crucial role in off-resonant regimes, where it is indeed related to the system entropy and phase transitions. For a detailed discussion on this point see \[397, 398\].

### 5.5.1 Entropy and system-environment entanglement

In the previous Section we have shown that the time evolution of the state \( |0(\theta)\rangle \) is actually controlled by the entropy variations (cf. Eq. \(5.118\)). We will shortly comment on the entropy in this Section from a more general point of view, also in connection with the entanglement of the \( a - \tilde{a} \) modes, since it appears as a structural aspect of QFT related with the existence of the unitarily inequivalent representations of the CCR.

The state \( |0(\theta)\rangle \) in Eq. \(5.41\) can also be written as

\[
|0(\theta)\rangle = \left( \prod_k \frac{1}{\cosh \theta_k} \right) \left[ |0\rangle \otimes |0\rangle + \sum_k \tanh \theta_k |a_k\rangle \otimes |\tilde{a}_k\rangle + \ldots \right],
\]

which clearly cannot be factorized into the product of two single-mode states. There is thus entanglement between the modes \( a \) and \( \tilde{a} \): \( |0(\theta)\rangle \) is an entangled state. Eqs. \(5.114\) and \(5.115\) then show that \( S \) provides a measure of the degree of entanglement.

We remark that the entanglement is truly realized in the infinite volume limit where

\[
\langle 0(\theta)|0 \rangle = e^{-\frac{3\pi}{2V}} J d^3k \ln \cosh \theta_k \rightarrow 0 \quad \text{for } V \rightarrow \infty,
\]

provided \( J d^3k \ln \cosh \theta_k \) is not identically zero. The probability of having the component state \( |n\rangle \otimes |n\rangle \) in the state \( |0(\theta)\rangle \) is \( W_n \) (see Eq. \(5.114\)). Since \( W_n \) is a decreasing monotonic function of \( n \), the contribution of the states \( |n\rangle \otimes |n\rangle \) would be suppressed for large \( n \) at finite volume. In that case, the transformation induced by the unitary operator \( G^{-1}(\theta) \equiv \exp(-i \sum_k \theta_k \mathcal{G}_k) \) could disentangle the \( a \) and \( \tilde{a} \) sectors. However, this is not the case in the infinite volume limit, where the summation extends to...
an infinite number of components and Eq. (5.121) holds (in such a limit
Eq. (5.41) is only a formal relation since \( G^{-1}(\theta) \) does not exist as a unitary
operator) [339]. The robustness of the entanglement is rooted in the fact
that, once the infinite volume limit is reached, there is no unitary generator
able to disentangle the \( a - \tilde{a} \) coupling.

We also remark that usually one thinks that the entanglement phe-
nomenon concerns two or more particles. On the other hand, the en-
tanglement as discussed above is among different field modes; thus one can also
speak of single-particle entanglement [624], as for example, the one found
in the context of particle mixing and oscillations [86,87] (see Appendix H).

5.6 Thermal field theory and the gauge field

In this Section we focus our attention on the structure of TFD from the
point of view of gauge theories. We find [147] that in TFD the matrix ele-
ments of the Lagrangian are invariant under local gauge (i.e., local phase)
transformations provided the space of the physical thermal states is re-
stricted to the subspace \( H_{th} \) of states constrained by the thermal state
condition \( (a^\dagger a - \tilde{a}^\dagger \tilde{a})|_{phys} = 0. \) It is the presence of the tilde-kinematical
term in the TFD Lagrangian which is responsible for the local gauge in-
variance of the theory in \( H_{th} \). We can indeed show [147] that in \( H_{th} \) the
tilde-kinematical term in the Lagrangian may be replaced by the minimal
coupling between the system field and the vector field \( A_\mu(x) \) which may be
identified with the conventional vector field associated with a compact Lie
group \( U(1) \) in the Abelian case or \( SU(n) \) in the non-Abelian one.

As a result, in \( H_{th} \) TFD appears to be a gauge theory, the gauge field
\( A_\mu \) being related with the thermal bath represented by the tilde-degrees
of freedom. In this Section, for simplicity we only consider equilibrium
systems and therefore Bogoliubov transformations which are independent
of space and time. The result, however, also holds [148] for spacetime-
dependent Bogoliubov transformations: the gauge structure of TFD thus
emerges for equilibrium and non-equilibrium systems, with or without space
inhomogeneities.

For simplicity, we consider the Lagrangian of the massless free Dirac
field in standard non-thermal QFT:

\[
L = -\bar{\psi} \gamma^\mu \partial_\mu \psi .
\]  

(5.122)

The \( U(1) \) local gauge transformation is

\[
\psi(x) \rightarrow \exp [ig \alpha(x)] \psi(x).
\]  

(5.123)
Under (5.123) $L$ transforms as
\[ L' = L - ig \partial^\mu \alpha(x) \bar{\psi}(x) \gamma_\mu \psi(x). \] (5.124)
The well-known story is that in order to make $L$ invariant under (5.123), we have to introduce in $L$ the coupling of the current $j_\mu = i \bar{\psi} \gamma_\mu \psi$ with the gauge vector $A_\mu$ such that, when $\psi(x)$ transforms as in Eq. (5.123), $j_\mu(x)A_\mu(x)$ transforms as
\[ gj_\mu(x)A_\mu(x) \rightarrow gj_\mu(x)A_\mu(x) + gj_\mu(x) \partial_\mu \alpha(x), \] (5.125)
i.e.,
\[ A_\mu(x) \rightarrow A_\mu(x) + \partial_\mu \alpha(x). \] (5.126)
The Lagrangian $L_g$ so modified is invariant under the $U(1)$ local gauge transformations (5.123) and (5.126):
\[ L_g = -\bar{\psi} \gamma^\mu \partial_\mu \psi + ig \bar{\psi} \gamma^\mu \psi A_\mu, \] (5.127a)
\[ L_g \rightarrow L_g' = L_g. \] (5.127b)
The kinematical term $-\frac{1}{4} F^\mu\nu F_{\mu\nu}$ has to be added to $L_g$ if one wants $A_\mu$ to be a dynamical field.

We now consider TFD for equilibrium systems and follow closely [147]. Introduction of the doubled degree of freedom, as explained in previous Sections, is done by introducing the tilde-field $\tilde{\psi}(x)$ and the tilde-system is a copy (with the same spectrum and couplings) of the physical system (cf. Eqs. (5.21) and (5.38) where the tilde-Hamiltonian $\tilde{H}$ has been introduced). The TFD Lagrangian for the massless free Dirac theory at finite temperature is then given by
\[ \hat{L} = L - \bar{\hat{L}} = -\bar{\psi} \gamma^\mu \partial_\mu \tilde{\psi} + \bar{\tilde{\psi}} \gamma^\mu \partial_\mu \psi. \] (5.128)
Coupling of physical field $\psi(x)$ with the tilde-field $\tilde{\psi}(x)$ is not allowed in $\hat{L}$.

The thermal vacuum $|0(\theta)\rangle$ appears as a condensate of couples of physical and tilde-field quanta; in the present case, in a simplified notation it is written as (cf. Eq. (5.49)):
\[ |0(\theta)\rangle = \prod_k \left[ \cos \theta_k + \sin \theta_k a_k^\dagger \tilde{a}_k^\dagger \right] |0\rangle. \] (5.129)
Here $a_k^\dagger$ and $\tilde{a}_k^\dagger$ denote the creation operators associated to $\psi$ and $\tilde{\psi}$, respectively; all quantum number indices are suppressed except momentum. $|0(\theta)\rangle$ is the vacuum with respect to the fields $\psi(\theta; x)$ and $\tilde{\psi}(\theta; x)$ obtained by the Bogoliubov transformation from $\psi(x)$ and $\tilde{\psi}(x)$, respectively:
\[ \psi(\theta; x) = B^{-1}(\theta) \psi(x) B(\theta), \] (5.130a)
\[ \tilde{\psi}(\theta; x) = B^{-1}(\theta) \tilde{\psi}(x) B(\theta). \] (5.130b)
Note that $|0(\theta)\rangle$ in Eq. (5.129) is a BCS-like state, similar to the one in the theory of superconductivity [536]. As said, here we only consider Bogoliubov transformations whose parameter $\theta$ is independent of spacetime. The space of states constructed out of $|0(\theta)\rangle$ by repeated applications of creations operators of $\psi(\theta;x)$ and $\tilde{\psi}(\theta;x)$ is called the finite temperature representation $\{0(\theta)\}$. The thermal vacuum condition (5.45) holds:

$$[a_k^\dagger a_k - \tilde{a}_k^\dagger \tilde{a}_k]|0(\theta)\rangle = 0 \text{ for any } k.$$ 

In the following we consider the subspace $H_{th} \subset \{0(\theta)\}$ made of all the states $|a\rangle_{th}$, including $|0(\theta)\rangle$, such that the thermal state condition

$$[a_k^\dagger a_k - \tilde{a}_k^\dagger \tilde{a}_k]|a\rangle_{th} = 0 \text{ for any } k,$$ 

holds for any $|a\rangle_{th}$ in $H_{th}$. In $H_{th}$ we have for example

$$\langle j_\mu(x)\rangle_{th} = \langle \tilde{j}_\mu(x)\rangle_{th},$$

where $\langle \cdot \rangle_{th}$ denotes matrix elements in $H_{th}$. We observe that $H_{th}$ is invariant under the dynamics described by $\hat{L}$ (even in the more general case in which some interaction term is present in $\hat{L}$ provided the charge is conserved). We now notice that due to Eq. (5.132) the matrix elements in $H_{th}$ of the TFD Lagrangian Eq. (5.128) (as well as of a more general Lagrangian than the simple one presently considered) are invariant under the simultaneous local gauge transformations of $\psi$ and $\tilde{\psi}$ fields given by Eq. (5.123) and by

$$\tilde{\psi}(x) \rightarrow \exp\{ig\alpha(x)\} \tilde{\psi}(x),$$

respectively. Thus, under (5.123) and (5.133)

$$\langle \hat{L}\rangle_{th} \rightarrow \langle \hat{L}'\rangle_{th} = \langle \hat{L}\rangle_{th} \text{ in } H_{th}. $$

In the following, equalities between matrix elements in $H_{th}$, say $\langle A\rangle_{th} = \langle B\rangle_{th}$, will be denoted as $A \cong B$ and called thermal weak (th-w-) equalities. We thus see that the term $\bar{\psi}\gamma^\mu \partial_\mu \bar{\psi}$ plays a crucial role in the th-w-gauge invariance of $\hat{L}$ under (5.123) and (5.133) since it transforms in such a way to compensate the local gauge transformation of the physical kinematical term, i.e.,

$$\bar{\psi}(x)\gamma^\mu \partial_\mu \bar{\psi}(x) \rightarrow \bar{\psi}(x)\gamma^\mu \partial_\mu \bar{\psi}(x) + g\theta^\mu \alpha(x) \tilde{j}_\mu(x).$$

This motivates us to introduce the vector field $A'_\mu$ by

$$g\bar{j}^\bar{\mu}(x) A'_\mu(x) \equiv \bar{\psi}(x)\gamma^\bar{\mu} \partial_\bar{\mu} \bar{\psi}(x), \quad \bar{\mu} = 0, 1, 2, 3.$$

The bar over $\mu$ means, here and in the following, no summation. Due to Eq. (5.135) $A'_\mu$ thus introduced transforms as

$$A'_\mu(x) \rightarrow A'_\mu(x) + \partial_\mu \alpha(x),$$
when (5.123) and (5.133) are implemented. This suggests to us to assume that $A'_\mu$ can be identified with the conventional $U(1)$ gauge vector field.

We shall now confirm that this identification is consistent with TFD when we restrict ourselves to the thermal-weak-equalities (th-w-equalities), i.e., to matrix elements in $H_{th}$. To this aim let us first observe that matrix elements of physical observables, which in TFD are not functions of the tilde-field, but solely of the $\psi(x)$ field, are not changed by the introduction of the assumption (5.136), and therefore also their statistical averages, whose computation is the main motivation of TFD, are not changed; the reason for this is that the position (5.136) does not change the thermal vacuum structure. Next, we have to show that the conservation laws implied by the TFD scheme are also preserved as th-w-equalities when the position (5.136) is adopted. In the simple case of Eq. (5.128) here considered, we have the current conservation laws:

$$\partial^\mu j_\mu(x) = 0, \quad \partial^\mu \tilde{j}_\mu(x) = 0. \quad (5.138)$$

From the Dirac equation for the $\psi$ field coupled to $A'_\mu$,

$$\gamma^\mu \partial_\mu \psi(x) = ig\gamma^\mu \psi(x) A'_\mu(x), \quad (5.139)$$

we have,

$$\bar{\psi}(x)\gamma^\mu \partial_\mu \psi(x) = ig\bar{\psi}(x)\gamma^\mu \psi(x) A'_\mu(x) \equiv \bar{\psi}(x)\gamma^\mu \partial_\mu \tilde{\psi}(x), \quad (5.140)$$

where the position (5.136) has been used. Since

$$\langle \psi \gamma^\mu \partial_\mu \psi \rangle_{th} = \langle \bar{\psi} \gamma^\mu \partial_\mu \tilde{\psi} \rangle_{th}, \quad (5.141)$$

from (5.140) we obtain

$$\bar{\psi}(x)\gamma^\mu \partial_\mu \psi(x) \equiv ig\bar{\psi}(x)\gamma^\mu \psi(x) A'_\mu(x). \quad (5.142)$$

Using $\gamma^\mu_\dagger = \gamma^\mu$, the adjoint of (5.142) is

$$\bar{\psi}(x)\gamma^\mu_\dagger \partial_\mu \psi(x) \equiv -ig\bar{\psi}(x)\gamma^\mu_\dagger \psi(x) A'_\mu(x), \quad (5.143)$$

i.e., adding Eqs. (5.142) and (5.143),

$$\partial^\mu j_\mu(x) \cong 0. \quad (5.144)$$

Similarly, from the th-w-equality in (5.140) and its adjoint we get

$$\partial^\mu \tilde{j}_\mu(x) \cong 0. \quad (5.145)$$

Of course, we could derive Eq. (5.144) from $\partial^\mu j_\mu = 0$, which directly follows from (5.139). Eq. (5.145) is then obtained by use of Eq. (5.132). Such a derivation, however, does not involve (5.136) and thus does not give us
information on its consistency. We observe that subtracting term by term Eqs. (5.142) and (5.143) we obtain the th-w-equality

$$
ig \mu \propto g_{\mu \nu} T^{\mu \nu}
$$

where $T^{\mu \nu}$ is the energy-momentum tensor [343] of the matter field $\psi$.

In the case $A'_{\mu}$ does not represent just an external field but is indeed a dynamical field, from the assumption that $A'_{\mu}$ may be identified with the $U(1)$ gauge vector field, we have

$$
\partial^\nu F'_{\mu \nu}(x) = -g_j(\mu)(x)
$$

which means that also the kinematical term $-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}$ has to be added to the Lagrangian (5.127) in the well-known fashion. Then, one more route may be followed to show that the conservation laws implied by TFD are preserved as th-w-equality when the position (5.136) is adopted. By multiplying both sides of Eq. (5.146) by $A'_{\mu}$ and by using (5.136) we have

$$
(\partial^\nu F'_{\mu \nu}(x)) A'_{\mu}(x) = -g_j(\mu)(x) A'_{\mu}(x) \approx -\bar{\psi}(x) \gamma_{\mu} \partial^\mu \psi(x).
$$

Under gauge transformation (with $\partial_{\mu} \alpha(\mu) \neq 0$) this gives

$$
(\partial^\nu F'_{\mu \nu}(x)) \partial^\mu \alpha(\mu) \approx -\bar{\psi}(x) \gamma_{\mu} \partial^\mu \psi(x),
$$

i.e.,

$$
\partial^\nu F'_{\mu \nu}(x) \approx -g_j(\mu)(x).
$$

Use of Eq. (5.132) also gives

$$
\partial^\nu F'_{\mu \nu}(x) \approx -g_j(\mu)(x).
$$

From Eqs. (5.149) and (5.150) we thus obtain the TFD conservation laws Eqs. (5.138) restricted to $H_{th}$, namely Eqs. (5.144) and (5.145). Note that Eq. (5.144) also holds “strongly”, since it can be directly derived from Eq. (5.146). Then Eqs. (5.144) and (5.145) may be again derived by using also Eq. (5.132). Eq. (5.136), however, is not used in this case.

By chosing the Lorentz gauge, from Eq. (5.150) we also obtain

$$
\partial^2 A'_{\mu}(x) \approx g_j(\mu)(x), \quad \partial^\mu A'_{\mu}(x) \approx 0.
$$

We further observe that under our assumptions observables are invariant under gauge transformations. The fact that Eqs. (5.139) and (5.150) hold in $H_{th}$ suggests to us to adopt in $H_{th}$ the following Lagrangian:

$$
\hat{L}_g = -1/4 F'^{\mu \nu} F_{\mu \nu} - \bar{\psi} \gamma^{\mu} \partial_{\mu} \psi + ig \bar{\psi} \gamma^{\mu} \psi A'_{\mu}, \quad \text{in} \ H_{th}.
$$

In conclusion the TFD Lagrangian (5.128) has been substituted in $H_{th}$ by the Lagrangian (5.152) which clearly shows the intrinsic gauge properties
of TFD. We remark that the tilde-kinematical term is replaced, in a th-
w-sense, by the gauge field-current coupling. This suggests that the gauge
field $A'_\mu$ may play the role of “thermal reservoir” analogous to the one of
the tilde-system in the standard TFD. In this respect, it is interesting to
observe that Eq. (5.149) relates variations of the gauge field tensor $F'_{\mu\nu}$ to
the “reservoir” current $\tilde{j}_\mu$.

Our conclusions also hold true in the case of a massive Dirac field. In
such a case in Eq. (5.152) the terms $-m\tilde{\psi}\psi$ and $-m\bar{\psi}\psi$ will be added to
$\hat{L}_g$ (note that, however, no mass term is introduced for $A'_\mu(x)$). Finally, we
observe that in the case of an interaction term in the starting Lagrangian
(5.128) $\hat{L}_{tot} = \hat{L} + \hat{L}_I$, $\hat{L}_I = L_I - \hat{L}_I$, the above discussion and assump-
tions still hold provided $H_{th}$ is an invariant subspace under the dynamics
described by $\hat{L}_{tot}$.

The case of the $U(1)$ local gauge can be generalized to a non-Abelian
compact Lie group $G$. For simplicity consider $SU(2)$. Let $\psi$ and $\tilde{\psi}$ denote
two spinor doublet fields transforming under $SU(2)$ as

$$\psi(x) \to \exp [ig\alpha(x) \cdot t] \psi(x), \quad (5.153a)$$
$$\tilde{\psi}(x) \to \exp [ig\alpha(x) \cdot t] \tilde{\psi}(x), \quad t = \tau/2. \quad (5.153b)$$

Then the above discussion for $U(1)$ is generalized to $SU(2)$ provided the
position (5.136) is replaced by

$$g\bar{j}_\mu \cdot A'_\mu \cong \tilde{\psi} \gamma^\mu \partial_\mu \tilde{\psi}, \quad (5.154)$$

where $j_\mu = i\bar{\psi}\gamma_\mu t\psi$. Due to (5.153) the gauge field $A'_\mu(x)$ transforms as

$$A'_\mu(x) \to A'_\mu(x) + \partial_\mu \alpha(x) + gA_\mu(x) \wedge \alpha(x), \quad (5.155)$$

for infinitesimal transformations, which is indeed the usual infinitesimal
transformation property for $SU(2)$ Yang–Mills gauge field.

Our discussion can be extended to complex scalar field $\phi$ or else to the
non-relativistic Schrödinger case. For the scalar field the position (5.136)
is now replaced by:

$$g[(\partial_\mu \phi)^\dagger \phi - \phi^\dagger (\partial_\mu \phi)] A'^{\mu} - g^2 \phi^\dagger \phi A'_\mu A'^{\mu} \cong (\partial_\mu \phi)^\dagger \phi (\partial_\mu \phi), \quad (5.156)$$

where $\bar{\mu} = 0, 1, 2, 3$. In the Schrödinger case a position similar to Eq. (5.156)
is assumed, provided $\phi$ denotes the wave-function and $\partial_\mu$ represents only
the spatial derivatives ($\bar{\mu} = 1, 2, 3$).

In conclusion, the tilde-kinematical term in TFD Lagrangian can be
replaced by the minimal coupling of the system field with a gauge vector
field in the subspace $H_{th}$ of states with even number of tilde and non-tilde
particles. This is possible due to the local gauge invariance of TFD in $H_{th}$. Therefore, in $H_{th}$ finite temperature QFT has the structure of a gauge theory, the gauge vector field playing the role of the “reservoir” response to the system dynamics. It is an interesting question to ask if, on the converse, any gauge theory also describes thermal effects in some subspace of states.

As already mentioned, much work has been devoted to non-equilibrium TFD (see [34–38, 58, 153, 185, 227, 333, 405, 406, 408, 615, 617, 622] and references quoted therein). The gauge structure of TFD for dissipative and non-homogeneous systems has been discussed in [148]. The covariant derivative may be conveniently introduced in order to recover the invariance of the Lagrangian under spacetime-dependent Bogoliubov transformations. In the case of non-homogeneous systems, although canonical commutation relations can be recovered, there are unsolved problems with the non-locality of the gauge field [148]. In TFD, a time-dependent quasiparticle picture has been also considered in terms of the coupling to an external (classical) gauge field [319, 320].

5.7 Boson condensation at finite temperature

In Chapters 3 and 4 we have seen that in theories with spontaneous breakdown of symmetry the value acquired by the order parameter characterizes the physical phase of the system. Changes in the order parameter, considered as a function of the temperature and/or of the time, are thus associated to changes of the system phase, i.e., to the process of phase transition. In the present Section, we consider the temperature effects on homogeneous and non-homogeneous boson condensation. We consider the problem first in the framework of the variational approach and then in the TFD formalism. Here we assume that the instability of the quasiparticle states due to thermal effects is negligible in the range of temperature we are interested in.

The variational method and the boson condensate

We consider, for simplicity, the Heisenberg real scalar field $\phi(x)$, $x \equiv (x, t)$, at $T \neq 0$ with Lagrangian

$$\mathcal{L} = \frac{1}{2} \partial^\mu \phi(x) \partial_\mu \phi(x) - \frac{1}{2} \mu^2 \phi^2(x) - \frac{1}{4} \lambda \phi^4(x), \quad \lambda > 0. \quad (5.157)$$
We use $g^{00} = -g^{ii} = 1$ and $c = \hbar = 1$. The equation of motion and the Hamiltonian are
\begin{equation}
(\partial^2 + \mu^2)\phi(x) = -\lambda\phi^3(x),
\tag{5.158}
\end{equation}
\begin{equation}
H = \int d^{D-1}x \left[ \frac{1}{2}(\partial_0\phi(x))^2 + \frac{1}{2}(\nabla\phi(x))^2 + \frac{1}{2}\mu^2\phi^2(x) + \frac{1}{4}\lambda\phi^4(x) \right],
\tag{5.159}
\end{equation}
respectively. $D$ is the spacetime dimensionality. In the variational approach, the free energy functional is given by the Bogoliubov inequality [237] (see Appendix P)
\begin{equation}
F \leq F_1 = F_0 + \langle H - H_0 \rangle_0,
\tag{5.160}
\end{equation}
where $F = -k_B T \ln \text{Tr}[\exp(-\beta H)]$, with $\beta = \frac{1}{k_B T}$, is the free energy and the symbol $\langle \ldots \rangle_0$ denotes the statistical average: $\langle A \rangle_0 = \frac{1}{Z} \text{Tr}[\exp(-\beta H_0)A]$, with $Z = \text{Tr}[\exp(-\beta H_0)]$. $H_0$ is the trial Hamiltonian. One wants to separate in the interacting system an effective excitation against an effective vacuum background, which can be regarded as the quasi-classical temperature-dependent field [438]. The quantum free excitation can be interpreted as the effective free particle with Hamiltonian $H_0$. The variational approach selects among the set of trial Hamiltonians $H_0$ the one which can be interpreted as the effective free field Hamiltonian. The trial free field Lagrangian is
\begin{equation}
\mathcal{L}_0 = \frac{1}{2} \partial_\mu \phi(x) \partial^\mu \phi(x) - \frac{1}{4} \mu_0^2 \phi^2(x),
\tag{5.161}
\end{equation}
where $\mu_0$ is a variational parameter which in general depends on $x$ and on $\beta$ and has to be consistently computed as a function of temperature and other parameters as $\mu$ and $\lambda$. The equation for $\phi(x)$ is
\begin{equation}
(\partial^2 + \mu_0^2)\phi(x) = 0.
\tag{5.162}
\end{equation}

The field $\rho$ is introduced as
\begin{equation}
\rho(x) = \frac{1}{(2\pi)^{(D-1)/2}} \int \frac{d^{D-1}k}{(2k_0)^{1/2}} \left[ c_k e^{-ikx} + c_k^\dagger e^{-ikx} \right],
\tag{5.163}
\end{equation}
where the creation and annihilation operators $c_k$ and $c_k^\dagger$ satisfy the usual bosonic commutation relations, and $kx \equiv k_\mu x^\mu = k^2 + \mu_0^2$. The vacuum state is $|0\rangle$, $c_k |0\rangle = 0$ and we assume that
\begin{equation}
\langle 0|\phi(x)|0\rangle = v(x).
\tag{5.164}
\end{equation}
In the variational approach it is then postulated that
\begin{equation}
\phi(x) = U^\dagger(v)\rho(x)U(v),
\tag{5.165}
\end{equation}
where

\[ U(v) = \exp \left( -\int d^{D-1}k \left[ v_k c_k - v_k c_k^\dagger \right] \right). \] (5.166)

We have

\[ \phi(x) = \rho(x) + v(x), \quad \langle 0|\phi(x)|0 \rangle = 0. \] (5.167)

Note that Eq. (5.166) introduces the coherent state representation of the condensate of the field \( \phi(x) \) in the state \( |0\rangle \), the c-number \( v(x) \) describing the boson condensate. In full generality, \( v(x) \) can be spacetime-dependent and then it describes non-homogeneous boson condensate. Here we consider homogeneous condensate, thus in the following \( v \) does not depend on spacetime.

We observe that \( \langle \rho \rangle_0 = \langle \rho^3 \rangle_0 = 0 \) and that Wick theorem gives \( \langle \rho^4 \rangle_0 = 3\langle \rho^2 \rangle_0 = 0 \). We can introduce normal ordering to remove divergencies by replacing \( \langle \rho^2 \rangle_0 \) with \( \langle :\rho^2 : \rangle_0 \), or by more sophisticated renormalization procedures. We then use Eq. (5.167) in (5.158) and (5.160). We find

\[ \left[ -\partial^2 - \left( \mu^2 + 3 \lambda v^2 \right) \right] \rho = \lambda \rho^3 + 3 \lambda \rho^2 v + \lambda v^3 + \mu^2 v, \] (5.168)

and

\[ \frac{\partial F_0}{\partial \mu_0^2} = \frac{1}{2} \int d^{D-1}x \langle \rho^2 \rangle_0. \] (5.169)

The variational equations

\[ \frac{\partial F_1}{\partial \mu_0^2} = 0, \quad \frac{\partial F_1}{\partial v} = 0, \] (5.170)

then give

\[ \mu_0^2 = \mu^2 + 3 \lambda v^2 + 3 \lambda \langle \rho^2 \rangle_0, \] (5.171a)

\[ \mu^2 v + \lambda v^3 + 3 \lambda v \langle \rho^2 \rangle_0 = 0, \] (5.171b)

respectively (integration on the volume has been done and put equal to one). The second of Eqs. (5.171) gives \( v = 0 \), or

\[ \mu^2 + \lambda v^2 + 3 \lambda \langle \rho^2 \rangle_0 = 0. \] (5.172)

Eq. (5.172) implies \( \mu^2 < 0 \) consistently with the condition of spontaneous breakdown of symmetry Eq. (5.164). When \( v \neq 0 \), Eq. (5.172) shows that \( v \) is temperature-dependent \( v = v(\beta) \) and from Eqs. (5.171) we get

\[ \mu_0^2(\beta) = 2 \lambda v^2(\beta). \] (5.173)
Thus, the value of the variational parameter \( \mu_0(\beta) \) has been obtained and temperature dependence is introduced through the statistical average \( \langle \rho^2 \rangle_0 \): 

\[
\langle \rho^2 \rangle_0 = \frac{1}{(2\pi)^{D-1}} \int \frac{dk}{k_0} \frac{1}{e^{\beta k_0} - 1}.
\]

Moreover, we also have 

\[
v(\beta) = \left[ \frac{1}{\lambda} (\mu^2 - 3\lambda \langle \rho^2 \rangle_0) \right]^{\frac{1}{2}},
\]

i.e., \( v^2(\beta) \to 0 \), as \( T \) approaches the critical temperature \( T_C \) such that 

\[
|\mu^2| = 3\lambda \langle \rho^2 \rangle_0 |T=T_C|.
\]

At the dimensions \( D \) which allow symmetry breaking, we have symmetry restoration at \( T_C \). The factor \( \frac{1}{\lambda} \) in Eq. (5.175) expresses the non-perturbative character of the boson condensate: this cannot be obtained as a perturbation around \( \lambda \approx 0 \) solutions.

In the following we follow the alternative formalism of TFD.

**The TFD formalism**

We start by considering the expectation value in the thermal state \( |0(\beta)\rangle \)

\[
\langle 0(\beta)|\phi(x)|0(\beta)\rangle = v(x, \beta),
\]

with

\[
\phi(x) = \rho(x) + v(x, \beta),
\]

\[
\langle 0(\beta)|\rho(x)|0(\beta)\rangle = 0.
\]

We assume that \( v(x, \beta) \) is spacetime-independent \( v = v(\beta) \). Use of Eq. (5.178) in Eq. (5.158) again gives Eq. (5.168). We have

\[
\rho^2 = :\rho^2:_{\beta} + \langle :\rho^2 :\rangle_0,
\]

\[
\rho^3 = :\rho^3:_{\beta} + 3\rho\langle :\rho^2 :\rangle_0,
\]

where \( :\rho^2 :\beta \) denotes normal ordering with respect to \( |0(\beta)\rangle \), as introduced in Section 5.3. We also have

\[
\langle 0(\beta)| :\rho^2 :|0(\beta)\rangle = \langle :\rho^2 :\rangle_0.
\]

Taking the expectation value of both members of Eq. (5.168) in the state \( |0(\beta)\rangle \), we obtain

\[
\mu^2 v(\beta) + \lambda v^3(\beta) + 3\lambda v(\beta)\langle :\rho^2 :\rangle_0 = 0,
\]

\[
(\rho^2)^{\frac{1}{2}} = \left( \frac{1}{(2\pi)^{D-1}} \int \frac{dk}{k_0} \frac{1}{e^{\beta k_0} - 1} \right)^{\frac{1}{2}},
\]

\[
\langle \rho^2 \rangle_0 = \frac{1}{(2\pi)^{D-1}} \int \frac{dk}{k_0} \frac{1}{e^{\beta k_0} - 1}.
\]
Thermal field theory and trajectories in the space of the representations

which is similar to the second of the Eqs. (5.171), giving \( v(\beta) = 0 \), or

\[
v^2(\beta) = \frac{1}{\lambda} (-\mu^2 - 3\lambda; \rho^2 : \rho_0),
\]

i.e., \( v^2(\beta) \to 0 \), as \( T \) approaches the critical temperature \( T_C \) such that the r.h.s. of Eq. (5.182) vanishes; at \( T_C \) we have symmetry restoration.

When \( T \) is such that \( v^2(\beta) \neq 0 \), use of Eq. (5.182) in Eq. (5.168) gives:

\[
(-\partial^2 - 2\lambda v^2(\beta)) \rho(x) = \lambda : \rho^3(x) :_{\beta} + 3\lambda : \rho^2(x) :_{\beta} v(\beta).
\]

The associated free field equation is

\[
(-\partial^2 - 2\lambda v^2(\beta)) \rho_{in,\beta}(x) = 0,
\]

where \( \rho_{in,\beta} \) denotes the quasiparticle field in the \( |0(\beta)\rangle \) representation: \( \langle \rho_{in,\beta} |^{(+)} |0(\beta)\rangle = 0 \). Note that the instability of the quasiparticle at non-zero temperature is considered to be negligible in the domain of temperature we are interested in, i.e., we assume \( T \ll T_i \), where \( T_i \) is the temperature above which the instability of the quasiparticle cannot be neglected.

The comparison with the variational method shows that \( \mu_0 \) is found to be the same in both formalisms \( (\mu_0^2 = 2\lambda v^2(\beta)) \). In the TFD formalism \( \mu_0 \) is found in a self-consistent way: \( v(\beta) \) depends on the choice of the state \( |0(\beta)\rangle \) (Eq. (5.177)) and \( |0(\beta)\rangle \) is the vacuum for \( \rho_{in,\beta} \), whose mass depends on \( v(\beta) \). In the variational approach \( \mu_0 \) is obtained from the extremum conditions (5.170). In other words, the extremum conditions in the variational approach are equivalent to selecting the temperature-dependent vacuum in the TFD approach.

**5.7.1 Free energy and classical energy**

Let us now assume real spacetime-dependent \( v(x, \beta) \). Eq. (5.160) gives

\[
F_1(v(x, \beta)) = \int d^{D-1}x \left[ \left( \partial_0 v(x, \beta) \right)^2 - L_{\text{eff}}(v(x, \beta), \partial_\mu v(x, \beta)) \right],
\]

where

\[
L_{\text{eff}} = \frac{1}{2} \partial^\mu v \partial_\mu v - U_{\text{eff}}(v),
\]

\[
U_{\text{eff}}(v) = U_{\text{cl}}(v) + F_0(\mu_0^2) - \frac{3}{4} \lambda (\rho^2)_0^2,
\]

\[
U_{\text{cl}}(v) = \frac{1}{2} \mu^2 v^2(x, \beta) + \frac{1}{4} \lambda v^4(x, \beta).
\]

Eq. (5.185) and \( U_{\text{eff}}(v) \) are the generalized Ginzburg–Landau (GL) functional and potential, respectively. An important remark is that the
free energy $F_1$ plays the role of the energy for the c-number field $v(x, \beta)$ whose Lagrangian is $L_{\text{eff}}$: in this way the dynamics for the quantum field $\phi$ manifests as the dynamics for the classical field $v(x, \beta)$ describing the non-homogeneous boson condensate. Note also that $U_{\text{eff}}(v)$ includes not only the classical terms but also the quantum and the thermal contributions. The Euler–Lagrange equation of motion deduced from $L_{\text{eff}}$ is:

$$(-\partial^2 + m^2(\beta)) v(x, \beta) = \lambda v^3(x, \beta), \quad (5.187)$$

where

$$m^2(\beta) = |\mu^2| - 3\lambda \langle \rho^2 \rangle_0, \quad (5.188)$$

and therefore $m^2$ is temperature-dependent. Note that Eq. (5.187) is the same as the variational equation $\frac{\delta F_1}{\delta v} = \frac{\delta U_{\text{eff}}}{\delta v} = 0$. The variational equation $\frac{\delta F_1}{\delta \mu_0^2} = 0$ gives the variational mass parameter $\mu_0^2(\beta)$, which appears to play the role of an effective potential for the $\rho$ field (cf. Eq. (5.162))

$$(-\partial^2 - \mu_0^2(\beta))\rho = 0. \quad (5.189)$$

Eq. (5.187) describes the evolution of the order parameter, namely the evolution of the system in the “space of the representations of the canonical commutation relations”, each representation being labeled by $v(x, \beta)$, and therefore the evolution through the different phases of the system (phase transitions). Eq. (5.188) is a consistency relation between the “inner” dynamics described by $L$ (Eq. (5.157)) and the dynamics in the space of the representations described by $L_{\text{eff}}$ (Eq. (5.186)). In the following we will study the trajectories in such a space.

Notice that the “mass term” in Eq. (5.187) has the “wrong” sign with respect to a Klein–Gordon equation for a physical particle field: $-m^2$ is interpreted as the GL chemical potential and we recall that the “wrong” sign of the mass term signals spontaneous symmetry breaking. Temperature dependence in the mass term is usually introduced by hand. Here, through Eq. (5.188) we see the microscopic origin of the temperature dependence of the chemical potential in the GL potential.

An analysis similar to the one presented here can be made also for the $T = 0$ case [438], where the Bogoliubov inequality considered above reduces to the well-known Ritz method. In such a case, $U_{\text{eff}}$ corresponds to the Weinberg-Coleman potential [167].

In Chapters 7 and 8 we will consider solutions for $v(x, \beta)$ corresponding, in different models and dimensions $D$, to several extended objects, such as the kink, the vortex, the monopole, etc.
The critical or Ginzburg regime

We will now study non-homogeneous boson condensation occurring in the process of non-instantaneous phase transitions characterized by time-dependent order parameter and leading to the formation of correlated domains. Defects or extended objects may be thought of as the normal symmetric phase region trapped in between correlated (ordered) domains. We consider the transition processes occurring in a finite span of time (see, for example [27, 73, 327]) in which new phenomena, as the formation of exponentially decaying defects, are expected to occur. In these processes the transition starts at the critical temperature $T_C$ and, after a certain lapse of time, the maximally stable configuration is attained at the so-called “Ginzburg temperature” $T_G$ ($T_G < T_C$). Between $T_C$ and $T_G$ the system is said to be in the critical regime [27,73]. Phenomenological descriptions and numerical simulations have been made and the formation of long strings in such a regime has been investigated [27,73,327]. Our aim is to study the microscopic dynamics leading to the formation of non-homogeneous structures in the critical region. We want to model the time dependence of $m^2(\beta)$ during the critical regime evolution, i.e., for transitions lasting a finite time interval where the formation of extended condensation domains is allowed.

Our attention is focused on the harmonic limit which is obtained by considering only the (linear) l.h.s. of Eq. (5.187). Of course, this introduces a strong constraint and it does not accurately describe the behavior of the system. However, it gives enough reliable information on the critical regime behavior [27,73]. We notice that in such an approximation $\mu_0^2 = -m^2$.

Let us consider the expansion of the $v$-field into partial waves
\[
v(x, \beta) = \sum_k \left[ u_k(t, \beta)e^{ik \cdot x} + u_k^\dagger(t, \beta)e^{-ik \cdot x} \right].
\] (5.190)

Then, in the harmonic potential approximation, the Ginzburg–Landau (GL) equation (5.187) gives for each $k$-mode ($k \equiv \sqrt{k^2}$):
\[
\ddot{u}_k(t) + (k^2 - m^2)u_k = 0,
\] (5.191)
i.e., it leads to the equations for the parametric oscillator modes $u_k$ [519] (see also [14,19]). We denote the frequency of the $k$-mode by
\[
M_k(t) = \sqrt{k^2 - m^2(\beta,t)}.
\] (5.192)
which is required to be real for each $k$. In full generality, we assume that $m^2$ as well as $\beta$ may depend on time. We remark that the reality condition
on $M_k(t)$ turns out to be a condition on the $k$-modes propagation. The reality condition in fact is satisfied provided at each $t$, during the critical regime time interval, it is

$$k^2 \geq m^2(\beta, t),$$

(5.193)

for each $k$-mode. For shortness we are using the notation $\beta \equiv \beta(t)$. Let $t = 0$ and $t = \tau$ denote the times at which the critical regime starts and ends, respectively. For a given $k$, Eq. (5.193) will hold up to a time $t = \tau_k$ after which $m^2$ is larger than $k^2$. Such a $\tau_k$ represents the maximal propagation time of that $k$ mode. The value of $\tau_k$ is given when the explicit form of $m^2(\beta, t)$ is assigned. In the following we consider two possibilities for the time dependence of $m^2(\beta, t)$. The first one can lead to large correlation domains, and thus possibly excludes defect formation. The second one does not allow very large domains and therefore it may allow defect formation.

Our first model choice is

$$a) \quad m^2(\beta, t) = m_0^2 \left( e^{2f(\beta(t), t)} - 1 \right),$$

(5.194)

with $t = 0$ assumed to correspond to the minimum of $m^2$ and $f(0) = 0$. Although at the transition temperature infinite correlation length is allowed, the corresponding mode has only a limited time for propagating. So the formation of domains, i.e., the ‘effective causal horizon’ [371–374, 539, 630, 672] can be inside the system (domain formation) or outside (single domain), according to whether the time occurring for reaching the boundaries of the system is longer or shorter than the allowed propagation time. So, the dimensions to which the domains can expand depend on the rate between the speed at which the correlation can propagate, at a certain time, and the correlation length $\lambda_k \propto (m(\beta, t))^{-1}$, at that time. In the present case, each $k$-mode can propagate for a span of time $0 \leq t \leq \tau_k$.

From Eqs. (5.193) and (5.194) we obtain:

$$f(\tau_k) = \ln \left( \frac{\sqrt{k^2 + m_0^2}}{m_0} \right) \propto \ln \left( \frac{\mathcal{E}_k}{\mathcal{E}_0} \right),$$

(5.195)

where $\mathcal{E}_k$ and $\mathcal{E}_0$ are the $k$-mode energies for non-zero and zero $k$, respectively. The equilibrium time at which $T = T_G$ is $\tau \geq \tau_k$ for any $k$.

A second possibility to model $m^2$ is:

$$b) \quad m^2(\beta, t) = m_0^2 e^{2f(\beta(t), t)}.$$  

(5.196)

In this case, a cut-off exists for the correlation length, $L \propto m_0^{-1}$ and the propagation time is implicitly given by:

$$f(\beta(\tau_k), \tau_k) = \ln \left( \frac{k}{m_0} \right) \propto \ln \left( \frac{L}{\xi} \right),$$

(5.197)
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$f(\beta(\tau_k), \tau_k)$ resembling the commonly called string tension [672]. In Eq. (5.197), $\xi$ is the correlation length corresponding to the $k$-mode propagation. In this case the reality condition acts as an intrinsic infrared cut-off since small $k$ values are excluded, due to Eq. (5.193), by the non-zero minimum value of $m^2$. This means that infinitely long wave-lengths are actually precluded, i.e., only domains of finite size can be obtained. Finally (phase) transitions through different vacuum states (which would be unitarily inequivalent vacua in the infinite volume limit) at a given $t$ are possible. This is consistent with the fact that the system is indeed in the middle of a phase transition process (it is in the critical regime) [15]. At the end of the critical regime the correlation may extend over domains of linear size of the order of $\tilde{\lambda}_k \propto (m(\beta_G, \tau))^{-1}$.

In conclusion we see that the model choice $a$ differs from the model choice $b$ in the fact that the case $a$ allows the formation of large correlation domains (infrared modes are allowed); in the case $b$, on the contrary, only finite-size domains can be formed. Due to the fact that defects may be thought of as the normal symmetric phase region trapped in between correlated (ordered) domains, we see that model $a$ may exclude defect formation if, as mentioned above, $k$-mode life-times are longer than the ones needed to reach the system boundaries.

We may then specify the function $f$ by assuming that it is positive and a possible analytic expression for $f(\beta(t), t)$ is

$$f(\beta(t), t) = \frac{at}{bt^2 + c}, \quad (5.198)$$

where $a, b, c$ are (positive) parameters chosen so as to guarantee the correct dimensions. $T$ decreases from $T_C$ to $T_G$ as time grows from $t = 0$ to $t = \tau$; $f(\beta(t), t)$ is positive in the critical region (and even for $t > \tau$, i.e., in the spontaneous breakdown of symmetry region). The equilibrium time-scale is given by $\tau^2 = \frac{C}{\Omega}$. In order to obtain this result, the variations in time of $\beta(t)$ have to be assumed small, according to the picture of a slow (non-instantaneous) transition (slow transitions are those for which $\tau$ is large; for fixed parameter $a$, large $\tau$ also means large $\tau_Q$, see below).

The study of the behavior of $m^2(\beta, t)$ corresponding to (5.198) shows [17] that the maximum of $m^2(\beta)$ has to be identified with the minimum of the potential $\frac{\partial U_{\text{eff}}}{\partial v} = 0 = -m(\beta)^2 v(x, \beta) + \lambda v^3(x, \beta)$ (cf. Eq. (5.188)), so it corresponds to $T = T_G$. Moreover, for $T > T_C$ (the “negative time” region) $f$ turns out to be negative.

Finally, the present treatment allows us to recover the known results on the number of defects, i.e., $n_{\text{def}} \propto (\tau_0/\tau_Q)^{1/2}$ (see [539], for a review).
In fact, recalling that the equilibrium time $\tau$ is given by $\tau = \sqrt{c/b}$ it is possible to introduce the time-scales: $\tau_Q = c/a\lambda$ and $\tau_0 = a\lambda/b$, with $\lambda$ arbitrary constant and $a, b, c$ introduced in Eq. (5.198). Thus $\tau = \sqrt{\tau_Q^2 \tau_0^2}$.

We now observe that, at the first order approximation, one has

$$e^{g(x)} - g(x) \approx e^{g(x_0^0)} - g(x_0), \quad \text{if} \quad \frac{\partial g(x)}{\partial x} |_{x_0} = 0,$$  \quad (5.199)

so, in our case, $e^{2f(\tau)} = 2f(\tau) + e^{2f(0)}$. The number of defects can be finally obtained. In the case $a$ it is:

$$n_{\text{def}} \propto m^2(\beta_G, \tau) \approx 2m_0^2 f(\tau) = m_0^2 \tau / \lambda \tau_Q \propto \sqrt{(\tau_0 / \tau_Q)}.$$  \quad (5.200)

Similarly, in the case $b$:

$$n_{\text{def}} \propto m^2(\beta_G, \tau) \approx m_0^2 (2f(\tau) + 1) \approx m_0^2 \tau / \lambda \tau_Q,$$  \quad (5.201)

for large $\tau$ (slow transitions). This agrees with the result obtained by Zurek [672].

Size and life-time of correlated domains

The analysis of the size and life-time of these domains leads to an interesting spectrum of possibilities. Let us write $M_k^2(t)$ as

$$M_k^2(\Lambda_k(t)) = M_k^2(0) e^{-2\Lambda_k(t)},$$  \quad (5.202)

$$e^{-2\Lambda_k(t)} = e^{2f(\beta(t), t)} \frac{\sinh(f(\tau_k) - f(\beta(t), t))}{\sinh(f(\tau_k))},$$  \quad (5.203)

where $f(0) = 0$ has been used. Eq. (5.203) shows that $\Lambda_k(t) \geq 0$ for $0 \leq t \leq \tau_k$, $\Lambda_k(0) = 0$ and $\Lambda_k(\tau_k) = \infty$. Since $M_k(\Lambda_k(\tau_k)) = 0$ we see that $\Lambda_k(t)$ acts as a life-time, say with $\Lambda_k(t) \propto t_k$, for the $k$-mode: each $k$-mode “lives” with a proper time $t_k$, i.e., it is born when $t_k$ is zero and it dies for $t_k \to \infty$. Only the modes satisfying the reality condition are present at a certain time $t$, the other ones have been decayed. In this way the causal horizon sets up. Eqs. (5.202) and (5.203) show that modes with larger $k$ have a longer life with reference to time $t$.

Since, on the other hand, longer wave-lengths correspond to smaller $k$, we see that domains with a specific spectrum of $k$-modes components may coexist, some of them disappearing before, some other ones persisting longer in dependence of the number in the spectrum of the smaller or larger $k$ components, respectively. In general, the boundaries of larger size domains are thus expected to be less persistent than those of smaller size domains. This fits with the observation [27, 73, 327] that “critical regime has little effect over the small scale dynamics”, thus allowing the survival of localized defects (such as vortex strings).
5.8 Trajectories in the space of representations

In this Section we discuss the chaotic behavior, under certain conditions, of the trajectories in the space $\mathcal{H}$ of the unitarily inequivalent representations of the CCR.

Let us recall some of the features of the $SU(1,1)$ group structure (see, e.g., [519] and Appendix C).

$SU(1,1)$ realized on $\mathbb{C} \times \mathbb{C}$ consists of all unimodular $2 \times 2$ matrices leaving invariant the hermitian form $|z_1|^2 - |z_2|^2$, $z_i \in \mathbb{C}, i = 1, 2$. The complex $z$ plane is foliated under the group action into three orbits: $X_+ = \{z : |z| < 1\}$, $X_- = \{z : |z| > 1\}$ and $X_0 = \{z : |z| = 1\}$.

The unit circle $X_+ = \{\zeta : |\zeta| < 1\}$, $\zeta \equiv e^{i\phi}\text{tanh} \theta$, is isomorphic to the upper sheet of the hyperboloid which is the set $\mathbf{H}$ of pseudo-Euclidean bounded (unit norm) vectors $\mathbf{n} : \mathbf{n} \cdot \mathbf{n} = 1$. $\mathbf{H}$ is a Kählerian manifold with metrics

$$ds^2 = 4\frac{\partial^2 F}{\partial \zeta \partial \zeta}\,d\zeta \cdot d\bar{\zeta}. \quad (5.204)$$

The Kählerian potential is

$$F \equiv - \ln(1 - |\zeta|^2). \quad (5.205)$$

The metrics is invariant under the group action [519].

The Kählerian manifold $\mathbf{H}$ is known to have a symplectic structure. It may thus be considered as the phase space for the classical dynamics generated by the group action [519].

The $SU(1,1)$ generalized coherent states are recognized to be “points” in $\mathbf{H}$ and transitions among these points induced by the group action are therefore classical trajectories [519] in $\mathbf{H}$ (a similar situation occurs [519] in the $SU(2)$ (fermion) case).

Summarizing, the space of the unitarily inequivalent representations of the CCR, which in the boson case is the space of the $SU(1,1)$ generalized coherent states, is a Kählerian manifold, $\mathcal{H} \equiv \{\mathcal{H}_\theta, \forall \theta \} \approx \mathbf{H}$; it has a symplectic structure and a classical dynamics is established on it by the $SU(1,1)$ action (generated by $\mathcal{G}$ or, equivalently, by $p_\theta : \mathcal{H}_\theta \to \mathcal{H}_{\theta'}$, cf. Section 5.4). Variations of the $\theta$–parameter induce transitions through the representations $\mathcal{H}_\theta = \{|0(\theta)\rangle\}$, i.e., through the physical phases of the system, the system order parameter being dependent on $\theta$. These transitions are described as trajectories through the “points” in $\mathcal{H}$. One may then assume time-dependent $\theta$: $\theta = \theta(t)$. For example, this is the case
of dissipative systems and of non-equilibrium thermal field theories where \( \theta_k = \theta_k(\beta(t)) \), with \( \beta(t) = \frac{1}{k_B T(t)} \).

The role played by the Kählerian potential in the motion over \( \mathcal{H} \), e.g., in the transitions \( \mathcal{H}_\theta \rightarrow \mathcal{H}_{\theta'} \), i.e., \( |0(\theta)\rangle \rightarrow |0(\theta')\rangle \), is expressed by

\[
\langle 0(\theta)|0(\theta')\rangle = e^{-\frac{V}{(2\pi)^3} \int d^3k F_k(\theta,\theta')},
\]

(5.206)

where \( F_k(\theta,\theta') \) is given by Eq. (5.205) with \( |\zeta_k|^2 = \tanh^2(\theta_k - \theta'_k) \). In [195,438] the result that the group action induces classical trajectories in \( \mathcal{H} \) has been obtained on the ground of more phenomenological considerations.

With reference to the discussion presented in Section 5.2, we may say that on the (classical) trajectories in \( \mathcal{H} \) it is \( x_+ = x_- = x_{\text{classical}} \), i.e., on these trajectories the quantum effects accounted for by the \( y \)-doubled coordinate is fully shielded by the thermal bath. In [576] it has been indeed observed that the \( y \) freedom contributes to the imaginary part of the action which becomes negligible in the classical regime, but is relevant for the quantum dynamics, namely in each of the “points” in \( \mathcal{H} \) (i.e., in each of the spaces \( \mathcal{H}_\theta \), for each \( \theta \)) through which the trajectory goes as \( \theta \) changes. Upon “freezing” the action of \( G(\theta) \) (i.e., upon “freezing” the “motion” through the unitarily inequivalent representations) the quantum features of \( \mathcal{H}_\theta \), at given \( \theta \), become manifest.

For any \( \theta(t) = \{ \theta_k(t), \forall k \} \) we have

\[
\phi\langle 0(t)|0(t')\rangle_{\theta} = 1, \forall t,
\]

(5.207)

where \( |0(t)\rangle_{\theta} \equiv |0(\theta(t))\rangle \) is used. We will now restrict the discussion to the case in which, for any \( k \), \( \theta_k(t) \) is a growing function of time and

\[
\theta(t) \neq \theta(t'), \forall t \neq t', \quad \text{and} \quad \theta(t) \neq \theta'(t'), \forall t,t'.
\]

(5.208)

Under such conditions the trajectories in \( \mathcal{H} \) satisfy the requirements for chaotic behavior in classical non-linear dynamics [326]:

i) the trajectories are bounded and each trajectory does not intersect itself.

ii) trajectories specified by different initial conditions do not intersect.

iii) trajectories of different initial conditions are diverging trajectories.

Let \( t_0 = 0 \) be the initial time. The “initial condition” of the trajectory is then specified by the \( \theta(0)-\text{set}, \theta(0) = \{ \theta_k(0), \forall k \} \). One obtains

\[
\phi\langle 0(t)|0(t')\rangle_{\theta} \underset{V \rightarrow \infty}{\longrightarrow} 0, \forall t,t', \text{ with } t \neq t',
\]

(5.209)

provided \( \int d^3k \ln \cosh(\theta_k(t) - \theta_k(t')) \) is finite and positive for any \( t \neq t' \).

Eq. (5.209) expresses the unitary inequivalence of the states \( |0(t)\rangle_{\theta} \) (and of the associated Hilbert spaces \( \{ |0(t)\rangle_{\theta} \} \)) at different time values \( t \neq t' \) in the infinite volume limit.
The trajectories are bounded in the sense of Eq. (5.207), which shows that the “length” (the norm) of the “position vectors” (the state vectors at time \( t \)) in \( \mathcal{H} \) is finite (and equal to one) for each \( t \). Eq. (5.207) rests on the invariance of the form \( |z_1|^2 - |z_2|^2, z_i \in \mathbb{C}, \ i = 1, 2 \) and we also recall that the manifold of points representing the coherent states \( |0(t)\rangle \) for any \( t \) is isomorphic to the product of circles of radius \( r_k^2 = \tanh^2(\theta_k(t)) \) for any \( k \).

Eq. (5.209) expresses the fact that the trajectory does not cross itself as time evolves (it is not a periodic trajectory): the “points” \( \{ |0(t)\rangle \} \) and \( \{ |0(t')\rangle \} \) through which the trajectory goes, for any \( t \) and \( t' \), with \( t \neq t' \), after the initial time \( t_0 = 0 \), never coincide. The requirement i) is thus satisfied.

In the infinite volume limit, we also have
\[
\theta(0)|0(t')\rangle^{(t')} \xrightarrow{t \to \infty} 0 \quad \forall t, t', \quad \forall \theta \neq \theta'. \tag{5.210}
\]
Under the assumption (5.208), Eq. (5.210) is true also for \( t = t' \). The meaning of Eqs. (5.210) is that trajectories specified by different initial conditions, say \( \theta'(0) = \theta(0) + \delta \theta \), with small \( \delta \theta \). A difference between the states \( |0(t)\rangle_\theta \) and \( |0(t)\rangle_{\theta'} \) is the one between the respective expectation values of the number operator \( a_k^\dagger a_k \). For any \( k \) at any given \( t \), it is
\[
\Delta N_{ak}(t) \equiv N_{ak}(\theta'(t)) - N_{ak}(\theta(t)) = \delta \langle \theta(0)|a_k^\dagger a_k|0(t)\rangle^{\theta'} - \delta \langle 0(t)|a_k^\dagger a_k|0(t)\rangle^{\theta} = \sinh^2 \theta_k(t) - \sinh^2 \theta_k(t) = \sinh(2\theta_k(t)) \delta \theta_k(t), \tag{5.211}
\]
where \( \delta \theta_k(t) \equiv \theta_k'(t) - \theta_k(t) \) is assumed to be greater than zero, and the last equality holds for “small” \( \delta \theta_k(t) \) for any \( k \) at any given \( t \). By assuming that \( \frac{\partial \theta_k}{\partial t} \) has negligible variations in time, the time-derivative gives
\[
\frac{\partial}{\partial t} \Delta N_{ak}(t) = 2 \frac{\partial \theta_k(t)}{\partial t} \cosh(2\theta_k(t)) \delta \theta_k. \tag{5.212}
\]
This shows that, provided \( \theta_k(t) \) is a growing function of \( t \), small variations in the initial conditions lead to growing in time \( \Delta N_{ak}(t) \), namely to diverging trajectories as time evolves.

In the assumed hypothesis, at enough large \( t \) the divergence is dominated by \( \exp(2\theta_k(t)) \). For each \( k \), the quantity \( 2\theta_k(t) \) could thus be thought to play the role similar to the one of the Lyapunov exponent.
Since $\sum_k E_k \dot{N}_{ak} dt = \frac{1}{\beta} dS_a$, where $E_k$ is the energy of the mode $a_k$ and $dS_a$ is the entropy variation associated to the modes $a$ (cf. Eq. (5.119)) [153], the divergence of trajectories of different initial conditions may be expressed in terms of differences in the variations of the entropy (cf. Eqs. (5.211) and (5.212)):

$$\Delta \sum_k E_k \dot{N}_{ak}(t) dt = \frac{1}{\beta} (dS'_a - dS_a).$$  \hspace{1cm} (5.213)

The discussion above thus also shows that the requirement iii) is satisfied. The conclusion is that trajectories in the $H$ space exhibit, under the condition (5.208) and with $\theta(t)$ a growing function of time, properties typical of the chaotic behavior in classical non-linear dynamics. The Kählerian manifold of the unitarily inequivalent representations in QFT thus appears as a classical blanket [633] covering the quantum dynamical evolution going on in each representation.

Let us close this Chapter with a final comment. We have seen in Section 5.4 that the $q$-deformation parameter acts as a label indexing the unitarily inequivalent representations, i.e., the physical phases of the system. When such a parameter does not depend on temperature (although in most cases it does, as we have seen) changes in such a parameter induce transitions through the inequivalent representations and therefore through the system physical phases. In such cases, one usually speaks of quantum phase transitions [545], namely of transitions not induced by changes in the system temperature.
Chapter 6

Selected topics in thermal field theory

6.1 Introduction

In the previous Chapter the algebraic operator approach to thermal QFT has been considered. There, the guiding principle was the doubling of the Hilbert space. It is, however, often convenient to consider the alternative approach based on functional integrals. Though these are less suitable tools for the discussion of inequivalent representations, canonical transformations and algebra deformations, they have an immense wealth of (both perturbative and non-perturbative) analytical techniques and numerical recipes that make them extremely valuable in the finite temperature context. In particular, the analysis of phase transitions or finite-temperature instantons can be conveniently done by use of functional integral semiclassical methods. In this connection, thermal effective action analysis plays a central role. Several duality transformations for topological defects, such as the duality between magnetic vortices and the Ginzburg–Landau theory of Bardeen–Cooper–Shrieffer superconductor [381, 382], or the (finite-temperature) duality between the sine-Gordon soliton and the fundamental fermion of the massive Thirring model [165, 293], are conveniently formulated in the language of functional integrals.

In order to tackle both dynamical and statistical features, as well as to stay comparatively close to TFD, we will concentrate in this Chapter on the Keldysh–Schwinger closed time-path formalism (CTP) of finite temperature QFT. For simplicity, we will consider zero chemical potential $\mu$, i.e., we will assume that particle number is not conserved. Inclusion of $\mu$ can be often achieved by formally shifting the energy spectrum by $\mu$, and the corresponding modifications (e.g., for KMS condition or free thermal Green’s functions) can be easily obtained.
This Chapter has two aims. One is to introduce some essentials of the finite-temperature functional techniques that will be useful in the following. The other one is to discuss the $\eta - \xi$ spacetime, which provides a geometric background unifying the various thermal field theory approaches, namely Thermo Field Dynamics and thermal functional methods.

### 6.2 The Gell-Mann–Low formula and the closed time-path formalism

In order to set up the diagrammatic formalism at thermal equilibrium, we start by considering the Heisenberg field equations

\begin{align}
\dot{\phi}(x) &= i[H,\phi(x)], \\
\dot{\pi}(x) &= i[H,\pi(x)].
\end{align}

Here $\pi$ is the momentum conjugate to the Heisenberg real scalar field operator $\phi$ and $H$ is the Hamiltonian in the Heisenberg picture: $H = \int d^3 x \mathcal{H}(x)$. Assuming that the Heisenberg and interaction pictures coincide at some time $t_i$, the formal solution of (6.1) is [169]:

\begin{align}
\phi(x) &= Z_\phi^{1/2} \Lambda^{-1}(t) \phi_{\text{in}}(x) \Lambda(t), \\
\pi(x) &= Z_\pi^{1/2} \Lambda^{-1}(t) \pi_{\text{in}}(x) \Lambda(t), \\
\Lambda(t) &= e^{i(t-t_i)H_{\text{in}}} e^{-i(t-t_i)H}, \\
\Lambda(t_2) \Lambda^{-1}(t_1) &= U(t_2,t_1) = T\left[\exp \left( -i \int_{t_i}^{t_2} d^4 x \mathcal{H}_{\text{in}}(x) \right) \right].
\end{align}

$T$ is the time-ordering symbol and $Z_\phi$, $Z_\pi$ are the wave function renormalizations (usually $\pi \propto \partial_t \phi$, and so $Z_\phi = Z_\pi$). Eqs. (6.2) must be understood in a weak sense, i.e., valid for each matrix element separately. If not, we would obtain the canonical commutator between $\phi$ and $\pi$ being equal to $iZ_\phi \delta^3(x-y)$ and thus canonical quantization would require that $Z_\phi = 1$. On the other hand, non-perturbative considerations (e.g., the Källen–Lehmann representation [343]) require $Z_\phi < 1$. The solution of this problem is well known [286, 308, 343]: the Hilbert spaces for $\phi$ and $\phi_{\text{in}}$ are unitarily inequivalent and the wave function renormalizations $Z_\phi$ and/or $Z_\pi$ are then “indicators” of how much the unitarity is violated. This is nothing but the Haag theorem [114, 272, 307, 308, 557, 558, 569, 579] discussed in previous Chapters.
The interaction picture evolution operator $U(t_2, t_1)$ is [491]

$$U(t_2, t_1) = T^* \left[ \exp \left( i \int_{t_1}^{t_2} d^4x \mathcal{L}_{in}^I(x) \right) \right]. \quad (6.3)$$

where the $T^*$-product (or covariant product) [343, 345, 491] is defined in such a way that for fields in the interaction picture it is simply the $T$-product with all the derivatives pulled out of the $T$-ordering symbol. For free fields without derivatives:

$$T^* \left[ \phi_{in}(x_1) \ldots \phi_{in}(x_n) \right] = T \left[ \phi_{in}(x_1) \ldots \phi_{in}(x_n) \right].$$

$L_{in}^I$ is the interaction Lagrangian density in the interaction picture. Eq. (6.3) is valid even when the derivatives of fields are present in $L^I$ (i.e., $H^I \neq -L^I$).

By use of (6.3), we can rewrite Eq. (6.2) for the Heisenberg field $\phi(x)$ in the following form

$$\phi(x) = Z_{\phi}^{1/2} U(t_i; t) \phi_{in}(x) U^{-1}(t_i; t)
= Z_{\phi}^{1/2} U(t_i; t_f) U(t_f; t) \phi_{in}(x) U(t; t_i)
= Z_{\phi}^{1/2} T_C \left[ \phi_{in}(x) \exp \left( -i \int_C d^4x \mathcal{H}_{in}^I(x) \right) \right]
= Z_{\phi}^{1/2} T_C^* \left[ \phi_{in}(x) \exp \left( i \int_C d^4x \mathcal{L}_{in}^I(x) \right) \right]. \quad (6.4)$$

Here $C$ denotes a closed-time (or Schwinger) contour, running from $t_i$ to a later time $t_f$, and back again (see Fig. 6.1). $T_C$ denotes the corresponding time-path ordering symbol (analogously for the $T_C^*$ ordering). In the limit $t_i \to -\infty$, $\phi_{in}$ turns out to be the usual in-(or asymptotic) field. Since $t_f$ is an arbitrary time, we set $t_f = +\infty$. Eq. (6.4) may be viewed as the Haag expansion (the dynamical map) of the Heisenberg field $\phi$. Generalization of Eq. (6.4) to more fields is straightforward. So, for instance, for the time ordered product of $n$ Heisenberg fields we may write

$$T[\phi(x_1) \ldots \phi(x_n)] = Z_{\phi}^{n/2} T_C^* \left[ \phi_{in}(x_1) \ldots \phi_{in}(x_n) \exp \left( i \int_C d^4x \mathcal{L}_{in}^I(x) \right) \right]. \quad (6.5)$$

When we consider the vacuum expectation value of Eq. (6.5) with respect to in-field vacuum $|0, in\rangle \equiv |0\rangle$, we have at our disposal two equivalent representations for the zero temperature Green’s functions. The first one is simply

$$\langle 0 | T[\phi(x_1) \ldots \phi(x_n)] | 0 \rangle = Z_{\phi}^{n/2} \langle 0 | T_C^* \left[ \phi_{in}(x_1) \ldots \phi_{in}(x_n) \exp \left( i \int_C d^4x \mathcal{L}_{in}^I(x) \right) \right] | 0 \rangle. \quad (6.6)$$
The second representation is obtained under the condition that
\[ T^* \left[ \exp \left( i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x) \right) \right] |0\rangle = \alpha |0\rangle, \tag{6.7} \]
which is nothing but the vacuum stability condition: the lowest energy state is preserved during the interaction process. Here \( \alpha \) is an eigenvalue (basically a phase factor) of the evolution operator \( U(\infty, -\infty) \) (also known as \( S \) matrix) corresponding to the eigenstate \( |0\rangle \). Then we can write
\[
\langle 0 | T^* \left[ \cdots e^{i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x)} \left( T^* \left[ e^{i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x)} \right] \right)^{-1} \right] |0\rangle \\
= \langle 0 | T^* \left[ \cdots e^{i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x)} \alpha^{-1} \right] |0\rangle \\
= \frac{\langle 0 | T^* \left[ \cdots \exp \left( i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x) \right) \right] |0\rangle}{\langle 0 | T^* \left[ \exp \left( i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x) \right) \right] |0\rangle}. \tag{6.8} \]

With this we can recast (6.6) into the form
\[
\langle 0 | T(\phi(x_1) \cdots \phi(x_n)) |0\rangle \\
= Z_{\phi}^{n/2} \frac{\langle 0 | T^* \left[ \phi_{in}(x_1) \cdots \phi_{in}(x_n) \exp \left( i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x) \right) \right] |0\rangle}{\langle 0 | T^* \left[ \exp \left( i \int_{-\infty}^{\infty} d^{4}x \mathcal{L}_{in}^{I}(x) \right) \right] |0\rangle}, \tag{6.9} \]
which is the well-known Gell-Mann–Low formula [275] for Green’s functions. Notice, however, that it holds only for vacuum expectation values.
Indeed, the passage from (6.6) to the Gell-Mann–Low formula can be established only provided Eq. (6.7) holds. In more general cases, where expectation values are taken with respect to a state $|\Psi\rangle \neq |0\rangle$, the Green’s function cannot be written as in Eq. (6.9) and the $T^*_C$ prescription is obligatory. In particular, for mixed states, where $\rho \neq |0\rangle\langle 0|$, the vacuum expectation value is replaced by the statistical average $\text{Tr} (\rho \ldots) \equiv \langle \ldots \rangle$ and

$$\langle T(\rho_1) \rangle = \left\langle T^*_C \left[ P_r [\phi_{in}] \exp \left( i \int_C d^4x L^{ph}_{in} (x) \right) \right] \right\rangle,$$ (6.10)

where $P[..]$ is an arbitrary (generally composite) polynomial in $\phi$, and the subscript $r$ suggests that the corresponding renormalization factors are included. An important special case arises for systems in thermodynamical equilibrium. There, the statistical properties are described by the canonical density matrix (for simplicity we omit from present consideration grand-canonical ensembles). As $\rho \propto e^{-\beta H}$, the density matrix is basically the generator of the (imaginary) time translations. Using Eq. (6.2) we have

$$e^{-\beta H} = e^{-\beta H_{in}} U(t_i - i\beta, t_i).$$ (6.11)

From this it is evident that one may exchange the full density matrix for the density matrix of a corresponding free system provided one adds to the path $C$ a vertical part running from $t_i - i\beta$ to $t_i$ (see Fig. 6.2). The advantage of this rather formal step is that the free density matrix is Gaussian and correspondingly $\langle T_C [\phi_{in}] (x_1) \ldots \phi_{in} (x_n) \rangle$ is 0 for $n$ odd and a symmetrized product of the (free) two-point Green’s function if $n$ is even. This is nothing but the thermal (or thermodynamical) Wick theorem which provides the basis for a perturbation calculus in QFT at finite temperatures.
A more detailed discussion of the thermal Wick theorem is presented in Appendix M.

Finally, we observe that from (6.9) we have
\[
\langle T^*_C(P[\phi_{in}]) \rangle = \frac{Z_{\beta}^{-1}}{\beta} \text{Tr} \left( e^{-\beta H_{T^*_C}(P[\phi_{in}])} \right)
\]
\[
= Z_{\beta}^{-1} \text{Tr} \left( e^{-\beta H_{T^*_C}(P[\phi_{in}])} U(t_i - i\beta, t_i) \right)\]
\[
= Z_{\beta}^{-1} Z_{\beta}^0 \langle T^*_C(P[\phi_{in}]) \rangle_0. \tag{6.12}
\]
Here $C$ corresponds to the closed time-path in Fig. 6.1, while $C'$ is the Keldysh–Schwinger path from Fig. 6.2. $\langle \ldots \rangle_0$ and $Z_{\beta}^0$ denote the free field theory expectation value and partition function, respectively.

6.3 The functional integral approach

In this Section we shall present a functional integral approach to the calculation of Green’s functions at finite temperature.

Functional integral representations are in general useful tools providing a bookkeeping method for generating various perturbation expansions. They provide a valuable instrument for quantizing non-Abelian gauge theories or implementing spontaneous breakdown of symmetry. Also, many results in QFT can be derived in a compact way through formal manipulations with functional integrals.

Benefits of functional integrals at zero temperature are to a large extent shared by their finite-temperature counterparts. The structure of the latter, however, also exhibit novel features such as the matrix structure of propagators and self-energies, periodic (or antiperiodic) boundary conditions for fields, non-unique analytic extension from imaginary to real times, etc. In the following we introduce the functional integral representation of the finite-temperature Green’s functions and the associated generating functionals. The latter are typical instruments in treatment of phase transitions [381, 382, 668] (see also Appendix O).

6.3.1 Generating functionals for Green’s functions

We consider the bosonic multiplet field $\hat{\phi} = \{\hat{\phi}_1, \ldots, \hat{\phi}_N\}$ in a heat bath at temperature $T = \beta^{-1}$. The key objects used at finite temperature are

\(^{1}\)To avoid possible confusion, we insert in this Section the “hat” symbol over all operators.
contour-ordered thermal Green’s functions
\[ D^{(c)}_{i_1, \ldots, i_n}(x_1, \ldots, x_n) = \left\langle T_C \left[ \hat{\phi}_{i_1}(x_1) \ldots \hat{\phi}_{i_n}(x_n) \right] \right\rangle, \quad i_k = 1, \ldots, n. \] (6.13)

Fields \( \hat{\phi}_i \) are bare Heisenberg fields. Due to the permutation symmetry of Eq. (6.13) one can combine the entire hierarchy \( \{ D^{(c)}_{i_1, \ldots, i_n}; n \in \mathbb{N}^+ \} \) into one generating functional. For simplicity, we consider a single real scalar field \( \hat{\phi}(x) \) and a single c-number source term (Schwinger source) \( J(x) \). The generating functional for Green’s functions can then be written as
\[
Z_\beta[J] = Z_\beta[0] \frac{\delta^n}{\delta J(x_1) \ldots \delta J(x_n)} \left|_{J=0} \right. Z_\beta[0] \left|_{J=0} \right. \exp \left( \int d^4y \mathcal{L}^f \right),
\] (6.14)

By using Eq. (6.10), we can rewrite this in terms of free fields as
\[
Z_\beta[J] = Z_\beta[0] \left\langle T_C \left[ \exp \left( \int d^4x J(x) \hat{\phi}(x) \right) \right] \right\rangle.
\] (6.15)

It is convenient to keep the arbitrary normalization factor \( Z_\beta[0] \) unspecified.

It follows from Eq. (6.15) that thermal Green’s functions can be obtained by functionally differentiating \( Z_\beta[J] \) with respect to \( J(x) \), e.g.,
\[
D^{(c)}(x_1, \ldots, x_n) = \left. \frac{1}{Z_\beta[0]} \frac{\delta^n}{\delta J(x_1) \ldots \delta J(x_n)} Z_\beta[J] \right|_{J=0}.
\] (6.16)

The generating functional (6.15) is an analogue of the moment generating function (or characteristic function) used in mathematical statistics. Eq. (6.16) shows that Eq. (6.15) can be formally rewritten as
\[
Z_\beta[J] = Z_\beta[0] \exp \left( \int d^4y \mathcal{L}^f \left( -i \frac{\delta}{\delta J(y)} \right) \right) \left. \left\langle T_C \left[ \exp \left( \int d^4x J(x) \hat{\phi}(x) \right) \right] \right\rangle \right|_{J=0}
= \exp \left( \int d^4y \mathcal{L}^f \left( -i \frac{\delta}{\delta J(y)} \right) \right) \left. Z_\beta[0] \right|_{J=0}.
\] (6.17)

Here \( Z_\beta^0[J] \) is the generating functional for a free theory (i.e., \( \mathcal{L}^f = 0 \)). The key observation now is that
\[
Z_\beta^0[J] = Z_\beta^0[0] \left\langle T_{\mathcal{C}^f} \left[ \exp \left( \int d^4x J(x) \hat{\phi}(x) \right) \right] \right\rangle_0 = Z_\beta^0[0] \exp \left( -\frac{i}{2} \int d^4xd^4y J(x) D^{(c)}_F(x, y) J(y) \right),
\] (6.18)
where
\[ iD_F^{(c)}(x, y) = D^{(c)}(x, y) = \left< TC\left[ \hat{\phi}_{in}(x)\hat{\phi}_{in}(y) \right] \right>_0 \] (6.19)
is the two-point thermal Green’s function for free fields (also known as thermal propagator).

To prove the identity (6.18) it suffices to compare the coefficients in the corresponding Taylor expansions of \( J \). The l.h.s. of (6.18) has the \( k \)-th coefficient in the series
\[
\frac{1}{Z_\beta[0]} \left. \left( -i \right)^k \frac{\delta^k Z_\beta[J]}{\delta J(x_1) \cdots \delta J(x_k)} \right|_{J=0} = \left< TC\left[ \hat{\phi}_{in}(x_1) \cdots \hat{\phi}_{in}(x_k) \right] \right>_0
\]

\[
= \begin{cases} 
0, & \text{if } k \text{ odd} \\
\sum_{\text{distinct pairings}} iD_F^{(c)}(x_{i_1}, x_{i_2}) \cdots iD_F^{(c)}(x_{i_{k-1}}, x_{i_k}), & \text{if } k \text{ even}.
\end{cases} \tag{6.20}
\]

Here \( \sum_{\text{distinct pairings}} \) denotes the sum over all \((2m-1)!/(2m)!2^m m!\) ways of breaking \((1, 2, \ldots, k = 2m)\) into \( m \) pairs. The second identity in (6.20) represents nothing but the thermal Wick theorem (cf. Appendix M).

On the other hand, the fact that
\[
\left. \left( -i \right)^k \frac{\delta^k}{{\delta J(x_1)} \cdots {\delta J(x_k)}} \exp \left( -\frac{i}{2} \int_C d^4xd^4y \, J(x)D_F^{(c)}(x, y)J(y) \right) \right|_{J=0}
\]

\[
= \begin{cases} 
0, & \text{if } k \text{ odd} \\
\sum_{\text{distinct pairings}} iD_F^{(c)}(x_{i_1}, x_{i_2}) \cdots iD_F^{(c)}(x_{i_{k-1}}, x_{i_k}), & \text{if } k \text{ even},
\end{cases} \tag{6.21}
\]
is obvious by mere inspection. Note that since the field-time argument lives on the Schwinger time-path, one can omit the vertical part in the Keldysh–Schwinger ordering [225, 412]. Note also that \( Z_\beta[0] = \text{Tr}(e^{-\beta H}) \neq 1 \). Only at zero temperature \( e^{-\beta H} \to 1 \) (for normally ordered Hamiltonians) and hence \( Z_{\beta \to \infty}[0] = 1 \).

We close this discussion with the following remark; let us decompose \( D_F^{(c)}(x, t; y, 0) \) into “retarded” and “advanced” parts as
\[ D_F^{(c)}(x, t; y, 0) = \theta_C(t) D^>(x, t; y, 0) + \theta_C(-t) D^<(x, t; y, 0). \] (6.22)

Here
\[ iD^>(x, t; y, 0) = \left< \hat{\phi}_{in}(x, t)\hat{\phi}_{in}(y, 0) \right>_0 = iD^<(y, 0; x, t), \] (6.23)
are thermal Wightman’s functions.

The cyclic property of the trace together with the identity \( e^{-\beta H} \hat{\phi}(t, x)e^{\beta H} = \hat{\phi}(t + i\beta, x) \) then yields
\[ D^>(x, t; y, 0) = D^<(x, t + i\beta; y, 0) = D^>(y, 0; x, t + i\beta). \] (6.24)
Consequently, the propagator $D_F^{(c)}$ itself fulfills a periodicity condition between its two domains of analyticity. Indeed, consider $0 < \Im(m(t)) < \beta$ then

$$\theta_C(-t) = \theta_C(t - i\beta) = 1$$

and correspondingly

$$D_F^{(c)}(x, t; y, 0) = D_F^{(c)}(x, t - i\beta; y, 0).$$  \hspace{1cm} (6.25)

The relations (6.24) and (6.25) for the thermal propagator are known as Kubo–Martin–Schwinger (KMS) periodicity conditions for boson fields.

It should be stressed that the KMS condition (6.24) not only results from the explicit form of the canonical distribution $\rho \propto e^{-\beta H}$ but it is, in fact, satisfied only in the case when the density matrix is the canonical one. This can be seen as follows; assume that yet another density matrix $\rho' \neq \rho$ fulfills the KMS condition and consider a pair of arbitrary operators say $A$ and $B$ that are defined in the Hilbert space in which “Tr” is defined (in our case $\mathcal{H}_F$). The KMS condition at $t = 0$ then acquires the form (spatial variables are suppressed)

$$\text{Tr}(\rho' A(0) B(0)) = \text{Tr}(\rho' B(0) A(i\beta)) = \text{Tr}(\rho' B(0) e^{-\beta H} A(0) e^{\beta H}).$$ \hspace{1cm} (6.26)

Since $B$ is arbitrary we can take $B = |\psi\rangle \langle \psi|$ where $|\psi\rangle \in \mathcal{H}_F$. Since $|\psi\rangle$ is allowed to run over all $\mathcal{H}_F$ we obtain the (weak) operator identity

$$\rho' A(0) = e^{-\beta H} A(0) e^{\beta H} \rho' \iff A(0) e^{\beta H} \rho' = e^{-\beta H} \rho' A(0).$$ \hspace{1cm} (6.27)

The latter indicates that the operator $e^{\beta H} \rho'$ commutes with any $A$ defined on $\mathcal{H}_F$ and hence according to Schur’s lemma $e^{\beta H} \rho' \propto 1$. From the normalization condition $\text{Tr}(\rho') = 1$ we thus have that $\rho' = e^{-\beta H} / \text{Tr}(e^{-\beta H})$. So $\rho'$ cannot be different from $\rho$ and so it must coincide with the canonical Gibbs distribution.

The KMS condition (6.24) was originally expressed by Kubo [391] and Martin and Schwinger [445] as a boundary condition on the analytic behavior of thermal Green functions. The subject was further developed and deepened in the framework of algebraic QFT in [309,365], in particular, a close connection with the Tomita–Takesaki theory [123] makes the KMS condition a key instrument in studying von Neumann algebras.

The functional integral and its measure

In order to establish contact with functional integrals, let us consider the identity for Fresnel integrals ($a \in \mathbb{R}$)

$$\int_{-\infty}^{\infty} \frac{dx}{\sqrt{2\pi}} \exp \left(\frac{ia}{2} x^2\right) = \frac{1}{\sqrt{|a|}} \begin{cases} e^{i\pi/4}, & a > 0, \\ e^{-i\pi/4}, & a < 0, \end{cases}$$ \hspace{1cm} (6.28)
which implies that
\[
\int_{-\infty}^{\infty} \prod_{i=1}^{N} dc_i \exp \left( \frac{i}{2} \sum_{n,m} A_{nm} c_n c_m \right) = \prod_{i=1}^{N} \sqrt{\frac{2\pi}{|\lambda_i|}} e^{i\pi \text{sign}(\lambda_i)/4} \\
= \left| \det \left( \frac{A}{2\pi} \right) \right|^{-\frac{1}{4}} e^{i\eta\pi/4}.
\] (6.29)

Here \( A_{nm} \) is a real, symmetric (hence diagonalizable) \( N \times N \) matrix with eigenvalues \( \{\lambda_i; \ i = 1, \cdots, N\} \). The index \( \eta = \sum_i \text{sign}(\lambda_i) \cdot 1 \) is referred to as the Morse or Maslov index (or the Keller–Maslov index). The latter is important mostly in the context of transition amplitudes in Quantum Mechanics. For typical applications in QFT it turns out that it has a lesser importance and is typically omitted (for exceptions see, e.g., [175, 176]). For this reason we drop the exponential factor on the r.h.s. of (6.24) and replace \( \left| \det(\ldots) \right| \) with \( \det(\ldots) \).

For the connection to fields, we observe that any real function \( \phi(x) \) can be expanded in terms of some real orthonormal basis \( \{v_n(x); n \in \mathbb{N}\} \), i.e., \( \phi(x) = \sum_n c_n v_n(x) \) with \( c_n \)'s being the real expansion coefficients. So in particular, we can write
\[
\int_{\Sigma} d^4 x d^4 y \phi(x) A(x, y) \phi(y) = \sum_{n,m} c_n A_{nm} c_m,
\] (6.30)
with
\[
A_{nm} = \int_{\Sigma} d^4 x d^4 y \ v_n(x) A(x, y) v_m(y).
\] (6.31)

Here \( \Sigma \) denotes some spacetime region. The basis \( \{v_n(x)\} \) must be chosen in such a way that it conforms with the prescribed behavior of \( \phi \) on the boundary of \( \Sigma \). We are interested in real \( A(x, y) \). Since in Eq. (6.29) only the symmetric part of \( A(x, y) \) survives, we assume, without any harm, that \( A(x, y) \) is symmetric. Then, both \( A(x, y) \) and \( A \) are diagonalizable, i.e., there are polar bases \( \{u_n(x); n \in \mathbb{N}\} \) and \( \{u_{nm}; n, m \in \mathbb{N}\} \) such that
\[
\int_{\Sigma} d^4 x \ A(x, y) u_n(y) = \lambda_n u_n(y) \quad \text{and} \quad \sum_k A_{m,k} u_k^{(n)} = \lambda_n u_m^{(n)},
\] (6.32)
with
\[
u_k^{(n)} = \int_{\Sigma} d^4 x \ u_n(x) v_k(x) \quad \text{and} \quad u_n(x) = \sum_k u_k^{(n)} v_k(x).
\] (6.33)
Let us now discretize the spacetime points in $\Sigma$, so that $\Sigma$ is spanned by $N$ points $x_i$. Then any $\{\phi(x_i), i \in N\}$ can be expanded into $N$ base functions $v_n(x_i)$ only. Then, we can formulate the integral measure as

$$\prod_{i=1}^{N} d\phi(x_i) = \prod_{n=1}^{N} dc_n J^{(N)},$$

with the Jacobian

$$J^{(N)} = \det \begin{bmatrix} v_1(x_1) & v_1(x_2) & \cdots & \cdots \\ v_2(x_1) & v_2(x_2) & \cdots & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \cdots & v_n(x_n) \end{bmatrix}.$$  \hfill (6.35)

Note that, due to the orthonormality of the base system $\{v_n(x)\}$, we have that $J^{(N)} \to 1$ in the large $N$ limit (modulo $x$-independent multiplicative constant). Truncation of the base system elements changes the infinite-dimensional matrix $A$ to finite-dimensional $N \times N$ matrix $A^{(N)}$. Recalling Eq. (6.29), this allows us to define the functional integral over $\phi$ as

$$\int D\phi \exp \left(\frac{i}{2} \int_{\Sigma} d^4x d^4y \, \phi(x) A(x,y) \phi(y)\right) \equiv \lim_{N \to \infty} \prod_{i=1}^{N} dc_i \exp \left(\frac{i}{2} \sum_{n,m} c_n A^{(N)}_{nm} c_m \right) = \lim_{N \to \infty} \left[ \det \left( A^{(N)} \right) / (2\pi)^{(N)} \right]^{-\frac{1}{2}} \cdot \mathcal{N}^{N'} \cdot \left[ \det (A(x, y)) \right]^{-\frac{1}{2}},$$

where we have assimilated all irrelevant constants in front of the functional determinant into the overall factor $\mathcal{N}'$. The functional “measure” is then formally defined as

$$D\phi = \lim_{N \to \infty} \prod_{i=1}^{N} d\phi(x_i) \left( J^{(N)} \right)^{-1},$$

and it is implicitly assumed that the limit appears in front of integrals. In fact, the limiting procedure and integrations are not mutually interchangeable operations [286,541,668]. The method of truncating to a finite number of modes $N$ and taking the limit $N \to \infty$ to define functional determinants is referred to as a regularization procedure.

Let us now choose $\Sigma = C \times \mathbb{R}^3$ ($C$ is the Keldysh–Schwinger time-path) and $[A(x, y)]^{-1} = D_{F}^{(c)}(x, y)$; we then obtain from the KMS condition
(6.24), from Eqs. (6.32) and (6.33) that $\phi(x)$ appearing in the functional integral (6.36) is restricted by the boundary condition $\phi(t_i - i\beta, x) = \phi(t_i, x)$, known as the single-field KMS condition. The free partition function can now be written as

$$Z_0^\beta[J] = \left[\det D_F^{(c)}\right]^{\frac{1}{2}} \exp \left( -\frac{i}{2} \int_C d^4x d^4y \, J(x) D_F^{(c)}(x,y) J(y) \right)$$

$$= N \int D\phi \, \exp \left( \frac{i}{2} \int_C d^4y d^4x \, \phi(x) \left( D_F^{(c)} \right)^{-1}(x,y) \phi(y) \right) \times \exp \left( -\frac{i}{2} \int_C d^4x d^4y \, J(x) D_F^{(c)}(x,y) J(y) \right),$$

(6.38)

where we have used the translational invariance of the measure under the shift of the field $\phi$ to $\phi' = (\phi + D_F^{(c)} J)$ and the fact that also $\phi'$ fulfills the KMS boundary condition $\phi'(t_i - i\beta, x) = \phi'(t_i, x)$. So finally we find

$$Z_0^\beta[J] = N \int D\phi \, \exp \left( \frac{i}{2} \int_C d^4y d^4x \, \phi(x) \left( D_F^{(c)} \right)^{-1}(x,y) \phi(y) \right) \times \exp \left( +i \int_C d^4x \, \phi J \right)$$

$$= N \int D\phi \, \exp \left( iS_0[\phi, \beta] + i \int_C d^4x \, \phi(x) J(x) \right).$$

(6.39)

Here the $[\det D_F^{(c)}]$ term (i.e., a constant term) and $Z_0^\beta[0]$ were included in the multiplicative pre-factor $N$.

### 6.3.2 The Feynman–Matthews–Salam formula

Consider now the field theory with an interaction. The functional integral representation of $Z_\beta[J]$ is obtained by use of the last line of Eq. (6.17):

$$Z_\beta[J] = N \int D\phi \, \exp \left( i \int_C d^4y \, C \left( -\frac{\delta}{\delta J(y)} \right) \right) \times \int D\phi \, \exp \left( iS_0[\phi, \beta] + i \int_C d^4x \, \phi(x) J(x) \right)$$

$$= N \int D\phi \, \exp \left( iS[\phi, \beta] + i \int_C d^4x \, \phi(x) J(x) \right).$$

(6.40)

Since $N$ is $J$ independent and Green’s functions are generated through the ratio $Z_\beta[J]/Z_\beta[0]$, we can eliminate $N$ in favor of $Z_\beta[0]$ and write

$$\frac{Z_\beta[J]}{Z_\beta[0]} = \int D\phi \, \exp \left( iS[\phi, \beta] + i \int_C d^4x \, \phi(x) J(x) \right) \int D\phi \, \exp \left( iS[\phi, \beta] \right).$$

(6.41)
So far we have considered only real scalar fields. Extension to complex scalar fields is obtained by means of an analogue of Eq. (6.29), namely
\[
\int_{-\infty}^{\infty} \prod_{i=1}^{N} dc_i dc^*_i \exp \left( i \sum_{n,m} c_n A_{nm} c_m \right) = \prod_{i=1}^{N} \frac{2\pi}{|\lambda_i|} e^{i \pi \text{sign}(\lambda_i)/2} = \left[ \text{det} \left( \frac{|A|}{2\pi} \right) \right]^{-1} e^{i\eta\pi/2}. \tag{6.42}
\]
Then the following result naturally emerges from what we have done so far:
\[
Z^0_\beta[J] = N \int D\phi D\phi^* \exp \left( i \int_C d^4y d^4x \phi^* (D_F^{(c)})^{-1} \phi \right) 
\times \exp \left( i \int_C d^4x \phi J + i \int_C d^4x \phi^* J^* \right) = N \int D\phi D\phi^* \exp \left( iS_0[\phi,\beta] + i \int_C d^4x \phi J + i \int_C d^4x \phi^* J^* \right). \tag{6.43}
\]
The factor $N$ can again be eliminated in favor of $Z_\beta[0]$ and consequently obtain
\[
\frac{Z_\beta[J]}{Z_\beta[0]} = \frac{\int D\phi D\phi^* \exp \left( iS[\phi,\phi^*,\beta] + i \int_C d^4x \phi J + i \int_C d^4x \phi^* J^* \right)}{\int D\phi D\phi^* \exp \left( iS[\phi,\phi^*,\beta] \right)} \tag{6.44}.
\]
By differentiations with respect to $J$ or $J^*$ we obtain from Eq. (6.41) (and Eq. (6.44)) the following results
\[
\langle T(P[\hat{\phi}]) \rangle = \frac{\int D\phi \ P_r[\phi] \exp \left( iS[\phi,\beta] \right)}{\int D\phi \ \exp \left( iS[\phi,\beta] \right)} , \tag{6.45}
\]
for a real scalar field,
\[
\langle T(P[\hat{\phi}]) \rangle = \frac{\int D\phi D\phi^* \ P_r[\phi] \exp \left( iS[\phi,\phi^*,\beta] \right)}{\int D\phi D\phi^* \ \exp \left( iS[\phi,\phi^*,\beta] \right)} , \tag{6.46a}
\]
\[
\langle T(P[\hat{\phi}^*]) \rangle = \frac{\int D\phi D\phi^* \ P_r[\phi^*] \exp \left( iS[\phi,\phi^*,\beta] \right)}{\int D\phi D\phi^* \ \exp \left( iS[\phi,\phi^*,\beta] \right)} , \tag{6.46b}
\]
for a complex scalar field. Here $P[\ldots]$ is an arbitrary polynomial in $\hat{\phi}$ (or $\hat{\phi}^*$), and the subscript $r$ suggests that the wave function renormalization factors are included. A simple formula akin to Eqs. (6.45)–(6.46) holding for $P[\hat{\phi},\hat{\phi}^*]$ does not exist in general. This is related to the ordering problem; operators $\hat{\phi}$ and $\hat{\phi}^*$ do not commute at equal times. In particular, the r.h.s. would depend on the order of $\hat{\phi}$ and $\hat{\phi}^*$ at equal time, while the l.h.s.
would not (due to the $c$-number nature of fields in the functional integral). This ordering issue can be, however, unambiguously resolved in coherent state functional integrals. Eqs. (6.45) and (6.46) are referred to as thermal Feynman–Matthews–Salam formulas [408, 461].

For most applications (though not all [224, 225, 412]) it turns out that the vertical part of the contour $C$ can be neglected. It is then usual practice to label the field (source) with the time argument on the upper branch of $C$ as $\phi_+ (J_+)$ and that with the time argument on the lower branch of $C$ as $\phi_-(J-)$. Introducing the metric $(\sigma_3)_{\alpha\beta}$ ($\sigma_3$ is the Pauli matrix and $\alpha, \beta = \{+, -\}$) we can write e.g., $J_+ \phi_+ - J_- \phi_-$ as $J_+(\sigma_3)_{\alpha\beta} \phi_\beta$. For the raised and lowered indices we simply read: $\phi_+ = \phi^+$ and $\phi_- = -\phi^-$ (similarly for $J_\alpha$). With this convention $Z^0_\beta[J]$ is given by

$$Z^0_\beta[J] = N \int D\phi \, \exp \left( \frac{i}{2} \int d^4 y d^4 x \, \phi_\alpha(x)(D^{-1}_F)^{\alpha\beta}(x,y)\phi_\beta(y) \right) \times \exp \left( +i \int d^4 x \, \phi_\alpha(x)J^\alpha(x) \right)$$

$$= Z^0_\beta[0] \exp \left( -\frac{i}{2} \int d^4 x d^4 y \, J_\alpha(x)D^{\alpha\beta}_F(x, y)J_\beta(y) \right).$$

(6.47)

Here we have used

$$\int d^4 y \, (D^{-1}_F)_{\alpha\gamma}(x, y)D^{\alpha\beta}_F(y, z) = (\sigma_3)^{\beta}_{\alpha}\delta^4(x - z).$$

(6.48)

When both $x$ and $y$ are on the $-\infty$ to $\infty$ part of $C$ (i.e., upper branch) then the $T_C$ ordering is just ordinary chronological ordering $T$; this corresponds to the $D^{11}_F$ element of $D^{\alpha\beta}_F$. When both time arguments are on the $\infty$ to $-\infty$ part of $C$ (i.e., lower branch), then $T_C$ reduces to anti-chronological ordering $\bar{T}$; this corresponds to the $D^{22}_F$ element. The off-diagonal elements of $D^{\alpha\beta}_F$ then correspond to $x_0$ being on one part of $C$ and $y_0$ on the other. One can thus write the free thermal Green's function as (cf. Section 5.3.1)

$$D^{\alpha\beta}_F(x, y) = \begin{bmatrix} \langle T[\hat{\phi}_\alpha(x)|\hat{\phi}_\alpha(y)] \rangle_0 & \langle \hat{\phi}_\alpha(y)|\hat{\phi}_\alpha(x) \rangle_0 \\ \langle \hat{\phi}_\alpha(x)|\hat{\phi}_\alpha(y) \rangle_0 & \langle \bar{T}[\hat{\phi}_\alpha(x)|\hat{\phi}_\alpha(y)] \rangle_0 \end{bmatrix}. $$

(6.49)

Due to the trace in the definition of $\langle \ldots \rangle_0$ and due to the fact that the Hamiltonian $\hat{H}$ and the total 4-momentum $\hat{P}^\mu$ commute, there is an invariance under translation in each matrix element of $D^{\alpha\beta}_F$, i.e., $D^{\alpha\beta}_F$ depends only on the difference $x - y$. For a single scalar field the matrix structure
of the propagator can be easily calculated, and its Fourier transform reads
\[
D_{\alpha\beta}^F(k) = \left[ \frac{i}{k^2 - m^2 + i\epsilon} \right] \left[ \frac{2\pi \delta^-(k^2 - m^2)}{2\pi \delta^-(k^2 - m^2)} \right] + 2\pi \delta(k^2 - m^2)n(k^0) \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}.
\]

(6.50)

Note that in addition to the standard zero-temperature contribution, we have a term proportional to the occupation number \(n(k_0)\). It has been known already since the seminal work of Feynman [236] that QFT-free Green’s functions describe on the first quantized level an amplitude of transition for an associated relativistic particle (in this case the Klein–Gordon particle). In this view \(D_{\alpha\beta}^F(x, y)\) gives the amplitude of transition that a particle is detected at the spacetime point \(x\) provided it was inserted into the system at the point \(y\). The first matrix term in (6.50) corresponds to the particle propagating from \(y\) to \(x\) without presence of a heat bath, precisely as in the original \((T = 0)\) closed time-path formalism (cf. Fig. 6.1). There is, however, a possibility that the detected particle comes from the heat bath; this is accounted for by the second (thermal) term. Representation (6.50) for the free thermal Green’s function is known as Mills’ representation [475].

It is possible to extend the above considerations to fermion field theories. Despite the complications related with the anticommuting nature of the fermion fields, the final formulas for the functional integrals (6.45) and (6.46) are the same with the proviso that the single-field KMS condition (i.e., boundary condition for functional integration) is antiperiodic. As for the matrix propagator (6.50), there is a rather similar matrix propagator for a free Fermi field, but with the Fermi–Dirac distribution replacing the Bose–Einstein one.

6.3.3 More on generating functionals

The generating functional \(Z_B[J]\) serves as an important bookkeeping device for generating higher order thermal Green’s functions. However, in order to systematize the actual perturbation expansions, it turns out that it is more convenient to introduce the connected Green’s functions and vertex (or proper) functions. In analogy to the zero-temperature case, the connected thermal \(n\)-point Green’s function \(G_{\alpha_1,\ldots,\alpha_n}^c\) describe the sum of all thermal diagrams with \(n\) external lines that do not have topologically disconnected sub-diagrams. Sub-indices \(\alpha_1, \alpha_2, \ldots\) correspond to thermal
indices at the end of external lines. The thermal $n$-point vertex function $\Gamma^{(n)}_{\alpha_1...\alpha_n}$ corresponds to the sum of all 1PI (one-particle irreducible) thermal diagrams with $n$ external lines bearing the thermal indices from $\alpha_1$ to $\alpha_n$.

By 1PI thermal diagram we mean a connected diagram that cannot separate into two parts by cutting a single line. Conventionally, 1PI thermal diagrams are evaluated with no thermal propagators on external lines.

The generating functional for connected Green’s functions is defined as

$$W^\beta[J] = \sum_{n=1}^{\infty} \frac{1}{n!} \int_C \prod_{i=1}^{n} d^4x_i J(x_1) \ldots J(x_n) G_c(x_1,\ldots,x_n). \quad (6.51)$$

Here the thermal indices are implicit in the time contour $C$. In contrast to the $Z^\beta[J]$ case, the generating functional $W^\beta[J]$ is expanded without $i$ factors, and the sum is taken from “1”.

There exists a simple relationship between $Z^\beta$ and $W^\beta$. Consider indeed $(-i\delta Z^\beta[J]/\delta J(y))/Z^\beta[0]$. The actual effect of this is that we strip one leg of the external source $J$. As a result one obtains a sum of diagrams that can be factorized into a product of two sums. The first sum contains diagrams with a source $J(y)$ missing at one external leg, the second sum comprises diagrams all having external legs terminating at sources. The first sum does not have, by construction, any disconnected subdiagrams and hence it must coincide with $\delta W^\beta[J]/\delta J(y)$. The second sum is nothing but $Z^\beta[J]/Z^\beta[0]$. So finally we can write

$$-i\frac{\delta Z^\beta[J]}{\delta J(y)} = Z^\beta[J] \frac{\delta W^\beta[J]}{\delta J(y)}, \quad (6.52)$$

with the boundary condition $W^\beta[0] = 0$. The solution is then

$$Z^\beta[J] = Z^\beta[0] \exp(iW^\beta[J]). \quad (6.53)$$

Connected Green’s functions are also known as *cumulants*.

The first functional derivative of $W^\beta[J]$ defines the thermal expectation value of the Heisenberg field $\hat{\phi}(x)$ in the presence of the source $J(x)$:

$$\phi_{c,\alpha}(x) \equiv \frac{\delta W^\beta[J]}{\delta J^\alpha(x)} = -i \frac{\delta Z^\beta[J]}{Z^\beta[J] \delta J^\alpha(x)}$$

$$= \frac{Z^\beta[0]}{Z^\beta[J]} \left< T_C \left[ \hat{\phi}_\alpha(x) \exp \left( i \int_C d^4x J(x) \hat{\phi}(x) \right) \right] \right>. \quad (6.54)$$

Here $\alpha = \{+, -\}$. The index $c$ indicates that $\phi_{c,\alpha}$ is essentially classical in its nature.

In the theory of phase transitions, to deal with these thermal-vacuum degrees of freedom a systematic method has been developed by considering
the (quantum) effective action, $\Gamma^\text{eff}_\beta$, which is defined as the functional Legendre transform of $W_\beta[J]$:

$$\Gamma^\text{eff}_\beta[\phi_c] = W_\beta[J] - \int_C d^4x \ J(x)\phi_c(x).$$  \hspace{1cm} (6.55)

Here $J$ is expressed in terms of $\phi_c$: $J(x) = J(x, \phi_c(x))$. We note that

$$\delta \Gamma^\text{eff}_\beta[\phi_c] \, \delta\phi_{c,\alpha}(x) = -J^\alpha(x).$$  \hspace{1cm} (6.57)

In particular, when we set $J = 0$ we obtain from Eq. (6.54) that $\phi_{c,\alpha} = \langle \hat{\phi}_\alpha \rangle$. Due to the cyclic property of the trace entering the definition of thermal averages, $\phi_{c,\alpha}$ becomes time-independent. In many bosonic systems, such as in superfluid helium $^4\text{He}$, $\langle \hat{\phi} \rangle$ directly corresponds to the (finite-temperature) order parameter. The order parameter is thus the solution of the equation

$$\left. \frac{\delta \Gamma^\text{eff}_\beta[\phi_c]}{\delta\phi_{c,\alpha}(x)} \right|_{\phi_c = \langle \hat{\phi} \rangle} = 0.$$  \hspace{1cm} (6.58)

Near the critical temperature Eq. (6.58) turns out to be the so-called Landau–Ginzburg equation (see also Appendix O).

To introduce the generating functional of 1PI thermal vertex functions we assume, following [163], the existence of a functional $\Gamma^\text{1PI}_\beta[\phi]$ such that

$$\exp\left(\frac{i}{\alpha} W_\beta[J] \right) = \int \mathcal{D}\phi \ exp\left[ \frac{i}{\alpha} \left( \Gamma^\text{1PI}_\beta[\phi] + \int_C d^4x \ \phi(x)J(x) \right) \right].$$  \hspace{1cm} (6.59)

to the lowest order in $\alpha$. Here, for simplicity, the normalization constant $\mathcal{N}$ is assimilated into the measure. The point of stationary phase $\phi_c(x)$ is at

$$\left. \frac{\delta \Gamma^\text{1PI}_\beta[\phi]}{\delta\phi_{\alpha}(x)} \right|_{\phi_c = \langle \hat{\phi} \rangle} = -J^\alpha(x),$$  \hspace{1cm} (6.60)

and hence

$$W_\beta[J] = \Gamma^\text{1PI}_\beta[\phi_c] + \int_C d^4x \ \phi_c(x)J(x),$$  \hspace{1cm} (6.61)
which is the inverse of the Legendre transform (6.55). Using Eq. (6.60), we can expand \( \Gamma_{\beta}^{1\text{PI}}[\phi_c] \) as

\[
\Gamma_{\beta}^{1\text{PI}}[\phi_c] = \sum_{n=1}^{\infty} \frac{1}{n!} \int_{C} \prod_{i=1}^{n} d^4 x_i \, \phi_c(x_1) \cdots \phi_c(x_n) \, \Gamma^n(x_1, \ldots, x_n). \tag{6.62}
\]

The limit for \( a \to 0 \) selects, in the r.h.s. of (6.59), the tree level graphs of a theory whose action is \( \Gamma_{\beta}^{1\text{PI}}[\phi] \) (similarly, the \( \hbar \to 0 \) limit picks up at \( T = 0 \) the tree level of the theory defined by \( S[\phi] \)). A vertex in one of these tree graphs is some \( \Gamma^n \), defined in Eq. (6.62). On the other hand, \( W_{\beta}[J] \) is the sum of all connected thermal Green’s functions of the original theory. Since the connected Green’s functions can be broken down into 1PI components, \( \Gamma^n(x_1, \ldots, x_n) \) must coincide with the thermal \( n \)-point vertex function. Note also that a formal comparison between Legendre transform (6.55) and (6.61) shows that we can identify \( \Gamma_{\beta}^{1\text{PI}} \) with \( \Gamma_{\beta}^{\text{eff}} \).

In conclusion, we arrive at the following important relations:

\[
\left. \frac{1}{Z_{\beta}} \frac{\delta^n Z_{\beta}}{\delta J(x_1) \cdots \delta J(x_n)} \right|_{J=0} = i^n D^{(c)}(x_1, \ldots, x_n), \tag{6.63a}
\]

\[
\left. \frac{\delta^n W_{\beta}}{\delta J(x_1) \cdots \delta J(x_n)} \right|_{J=0} = (-1)^{n+1} G^c(x_1, \ldots, x_n), \tag{6.63b}
\]

\[
\left. \frac{\delta \phi_c(x)}{\delta J(y)} \right|_{J=0} = -G^c(x, y), \tag{6.63c}
\]

\[
\left. \frac{\delta^n \Gamma_{\beta}^{1\text{PI}}}{\delta \phi(x_1) \cdots \delta \phi(x_n)} \right|_{\phi=\phi_c} = \Gamma^n(x_1 \ldots x_n). \tag{6.63d}
\]

### 6.4 The effective action and the Schwinger–Dyson equations

The effective action formalism was introduced by Schwinger [561, 562], Goldstone, Salam and Weinberg [291], and Jona-Lasinio [360] to account for the spontaneous symmetry breaking (SSB) phenomenon.

The Schwinger–Dyson equations [211, 559, 560] (SDE) were originally constructed with the motivation that they could provide some information about the complete Green’s functions outside the scope of perturbative theory. We shall now derive the finite-temperature SDE with the help of functional integrals.
The \((T \neq 0)\) generating functional of Green’s functions \(Z_\beta[J]\) is

\[
Z_\beta[J] = \int \mathcal{D}\phi \exp \left( i(S[\phi, \beta] + \int_C d^4x J(x)\phi(x)) \right) \tag{6.64a}
\]

\[
S[\phi, \beta] = \int_C d^4x L(x), \tag{6.64b}
\]

where \(\int_C d^4x = \int_C dx_0 \int_{\mathbb{R}^3} dx\) with the subscript \(C\) indicating that time runs along some contour in the complex plane. In the real-time formalism, which we adopt throughout, the most natural version is the so-called Keldysh–Schwinger one \([367, 560]\), which is represented by the contour depicted in Fig. 6.2. Within the functional integral formalism, the \(c\)-number fields are further restricted by the periodic boundary condition — KMS condition \([391, 445]\), which for bosonic fields reads:

\[
\phi(t_i - i\beta, x) = \phi(t_i, x) \tag{6.65}
\]

The zero-temperature generating functional may be recovered from Eq. (6.64) if one integrates over the close-time-path (no vertical parts) and omits the KMS condition (6.65). The l.h.s. of Eq. (6.64) is independent of \(\phi\) and thus it is invariant under infinitesimal point transformation

\[
\phi(x) \to \phi(x) + \varepsilon f(x) \equiv \phi'(x), \quad \varepsilon \ll 1, \tag{6.66}
\]

where \(f(x)\) is an arbitrary (\(\phi\)-independent) function which fulfils the periodic boundary condition

\[
f(t_i - i\beta, x) = f(t_i, x). \tag{6.67}
\]

Eq. (6.66) implies that the functional Jacobian is one, i.e., \(\mathcal{D}\phi' = \mathcal{D}\phi\). The invariance of \(Z_\beta[J]\) under infinitesimal field transformation (6.66) gives

\[
Z_\beta[J] = \int \mathcal{D}\phi' e^{iS[\phi' - \varepsilon f] + i \int_C d^4x J(x)\phi'(x) - i\varepsilon \int_C d^4x J(x)f(x)}
\]

\[
= -i\varepsilon \int \mathcal{D}\phi' \left\{ \int_C d^4x \left( \frac{\delta S}{\delta \phi'}(x) + J(x) \right) f(x) \right\} e^{iS[\phi'] + i \int_C J\phi'}
\]

\[
+ Z_\beta[J] + O(\varepsilon^2), \tag{6.68}
\]

which means that

\[
0 = \int \mathcal{D}\phi \left\{ \int_C d^4x \left( \frac{\delta S}{\delta \phi}(x) + J(x) \right) f(x) \right\} e^{iS[\phi] + i \int_C J\phi}
\]

\[
= \int_C d^4x \left( \frac{\delta S[\phi]}{\delta \phi}(x) + J(x) \right) f(x). \tag{6.69}
\]
Since Eq. (6.69) is true for any \( f(x) \) fulfilling the condition (6.67), it is
\[
0 = \left\langle \frac{\delta S[\phi(x)]}{\delta \phi} + J(x) \right\rangle = \left( \frac{\delta S}{\delta \phi} \left[ \frac{\delta}{i \delta J(x)} \right] + J(x) \right) Z[J]. \tag{6.70}
\]
A more useful form of the solution (6.70) is obtained by using the identity
\[
F \left[ -i \frac{\delta}{Z \delta J} Z \right] \Psi = F \left[ \phi - i \frac{\delta}{\delta J} \right] \Psi, \tag{6.71}
\]
which is valid for any analytic function \( F[\ldots] \) and any test function \( \Psi \). This identity follows from the commutation relation
\[
-i \frac{\delta}{\delta J} Z \Psi = Z \left( \phi - i \frac{\delta}{\delta J} \right) \Psi. \tag{6.72}
\]
Using Eq. (6.71) and setting the test function \( \Psi = 1 \), Eq. (6.70) becomes
\[
-J(x) = \frac{\delta S}{\delta \phi} \left[ \phi(x) - i \frac{\delta}{\delta J(x)} \right] 1
= \frac{\delta S}{\delta \phi} \left[ \phi(x) + i \int \! \! \! \! C d^4 z D^\alpha(x,z) \frac{\delta}{\delta \phi(z)} \right] 1. \tag{6.73}
\]
Eq. (6.73), together with its derivatives, represents the functional version of the SDE.

As an illustration of the SDE, we consider the \( \lambda \phi^4 \) theory. Following the prescription (6.73) we find (no sum over \( \alpha \! \! \! \! 1 \! \! \! \! )\):
\[
-J_\alpha(x) = -\left( \partial_x^2 + m_0^2 \right) \phi_\alpha(x) + \frac{\lambda_0}{3!} D_{\alpha \alpha \alpha}^{(3)}(x,x,x). \tag{6.74}
\]
If we now use the identity:
\[
(\partial_x^2 + m_0^2) D^{\alpha \beta}(x,y) = -\sigma_{\alpha \beta} \delta(x-y), \tag{6.75}
\]
differentiate Eq. (6.74) with respect to \( J \).

\[
\frac{\delta D^e_{\gamma\delta}(x,y)}{\delta \phi(z)} = -\int dy_1 dy_2 D^e_{\gamma\delta}(x, y_1) \Gamma^{(3)}_{\delta\kappa\gamma}(y_1, y_2, z) D^e_{\kappa\beta}(y_2, y), \tag{6.76}
\]

The graphical representation of Eq. (6.76) is depicted in Fig. 6.3. The corresponding graphical representation in terms of connected Green’s functions can be obtained from the second equality in (6.73). Using the identity

\[
\frac{\delta D^e_{\gamma\delta}(x,y)}{\delta \phi(z)} = -\int dy dy' \int dy'' D^e_{\gamma\delta}(x, y_1) \Gamma^{(3)}_{\delta\kappa\gamma}(y_1, y_2, z) D^e_{\kappa\beta}(y_2, y),
\]

we find

\[
J_\alpha(x) = (\partial^2 + m_0^2) \phi_\alpha(x) + \frac{\lambda_0}{3!} \left\{ (\phi_\alpha(x))^3 + i3 \phi_\alpha(x) D^e_{\alpha\alpha}(x, x) \right\}, \tag{6.77}
\]

which has its diagrammatic counterpart depicted in Fig. 6.4.

To obtain the SDE for the 2-point (connected) Green’s functions, we differentiate Eq. (6.74) with respect to \( J_\beta(y) \). This yields

\[
(\partial_x^2 + m_0^2) D^e_{\alpha\beta}(x, y) - \frac{\lambda_0}{3!} D^{(4)}_{\alpha\alpha\alpha\beta}(x, x, y) \phi_\beta(y) + \frac{\lambda_0 i}{3!} \phi_\beta(y) D^{(3)}_{\alpha\alpha\alpha}(x, x, x) = -(\sigma_3)_{\alpha\beta} \delta(x - y), \tag{6.78}
\]

or, after inverting the differential operator...
As in the case of 1-point Green’s function, Eq. (6.79) can be formulated in terms of connected Green’s functions and vertex functions. The functional relations (6.73) can also be used to generate the SDE for the 1PI Green’s functions. These may be obtained by applying various powers of derivatives with respect to $\phi$ on Eq. (6.73). So, for instance, for the 1-point vertex function, i.e.,

$$\Gamma^{(1)}_{\alpha}(x) = \frac{\delta \Gamma}{\delta \phi^{\alpha}(x)} = -J_{\alpha}(x),$$

one may verify by mere inspection that the graphical representation for the $\lambda\phi^4$ theory (cf. Eq. (6.74)) is that of Fig. 6.5.

The 2- and 4-point vertex functions $\Gamma^{(2)}$ and $\Gamma^{(4)}$ turn out to be indispensable tools in renormalisation prescriptions.

Finally, when the source term in Eq. (6.73) is written with the help of Eq. (6.80), we obtain the remarkable identity:

$$\frac{\delta \Gamma[\phi]}{\delta \phi^{\alpha}(x)} = \frac{\delta S}{\delta \phi^{\alpha}(x)} \left[ \phi(x) + i \int_C d^4 z D^\gamma(x, z) \frac{\delta}{\delta \phi(z)} \right] 1.$$
Eq. (6.81) provides the reason why the generating functional for 1PI Green’s function \( \Gamma[\phi] \) is called the effective action. If the derivatives are dropped, the effective action reduces to the classical action \( S \). The role of the derivatives is to take into account both quantum and thermal fluctuations. At \( T = 0 \) (no thermal fluctuations) the derivative terms generate quantum corrections in terms of loops. In fact, effective action and classical action are equal in the leading order in the saddle-point (or WKB) approximation.

6.5 Imaginary-time formalism

So far we have been discussing two key approaches to thermal quantum field theory, namely Thermo Field Dynamics and real (or Minkowskian) time-path formalism. Because in both cases the time argument in Green’s functions is real, these methods are commonly known as real-time methods. An important advantage of the real-time methods lies in the fact that Green’s functions can be formulated directly as functions of energy and time. In this Section we briefly mention another (historically the oldest) approach, namely the imaginary-time (also Matsubara or Euclidean) formalism of thermal QFT.

As seen in Section 6.2, in the real time-path formalism the time argument runs along the contour \( C \) (Fig. 6.2), i.e., from an arbitrary initial time \( t_i \in \mathbb{R} \) down to \( t_i - i\beta \). We also know that the contour \( C \) must pass through the time arguments of all Green’s functions under consideration. Since the 2-point thermal Green’s function is defined as (cf. Appendix M)

\[
D^{(c)}(x, y) = \theta_C(x_0 - y_0)D_W(x, y) + \theta_C(y_0 - x_0)D_W(y, x),
\]

and the thermal Wightman’s function \( D_W(x, y) \equiv D^\gamma(x, y) \) has the spectral decomposition (\( n \) and \( m \) label the eigenstates of \( H \))

\[
D_W(x, y) = (Z_\beta)^{-1} \text{Tr} \left( e^{-\beta H} \phi(x) \phi(y) \right) = (Z_\beta)^{-1} \text{Tr} \left( e^{-\beta H} e^{iHx_0} \phi(0, x) e^{-iHx_0} e^{iHy_0} \phi(0, y) e^{-iHy_0} \right)
\]

\[
= (Z_\beta)^{-1} \sum_{n,m} e^{iE_n(x_0 - y_0 + i\beta)} \langle n|\phi(0, x)|m \rangle e^{-iE_m(x_0 - y_0)} \langle m|\phi(0, y)|n \rangle,
\]

there is a restriction on the domain of definition of \( D^{(c)}(x, y) \), namely

\[
-\beta \leq \Im m(x_0 - y_0) \leq 0 \quad \text{for} \quad \theta_C(y_0 - x_0) = 0,
\]

\[
-\beta \leq \Im m(x_0 - y_0) \leq 0 \quad \text{for} \quad \theta_C(y_0 - x_0) = 0,
\]

\[
2 \text{The exponentials are assumed to dominate the convergence of the sum for large } E_n.
\]
Fig. 6.6 Complex time paths. Paths a), b) and d) are allowed, while c) is not. Path d) gives rise to imaginary-time formalism.

\[ t_i \quad t_i \quad t_i \quad t_i = 0 \]

\[ t_i - i\beta \quad t_i - i\beta \quad t_i - i\beta \quad -i\beta \]

a) b) c) d)

These restrictions imply that the time argument along \( C \) in \( D^{(c)} \) must have a non-increasing imaginary part, which is sufficient also for the existence of all higher-order thermal Green’s functions [475]. The restrictions on \( C \) allow for many complex-time-paths among which the Keldysh–Schwinger one is only a particular choice, cf. Fig. 6.6. In the imaginary-time formalism the choice of the contour is the simplest one, namely a straight line running entirely along the imaginary axis and having \( t_i \) set to 0. Since explicit physical time is not involved, the Matsubara formalism is convenient only for evaluation of static thermodynamic properties, i.e., partition function and thermodynamical potentials. In this case the contour ordering, say for 2-point Green’s function, is simply an ordering in “imaginary time”:

\[ \tilde{D}_F(x, y) = \theta(-\Im m(t))D_F^{21}(x, y) + \theta(\Im m(t))D_F^{12}(x, y), \quad (6.86) \]

with \( t = x^0 - y^0 \in \Im m(\mathbb{R}) \). Since \( x^0 \) and \( y^0 \) are integrated from 0 to \( i\beta \), we need \( \tilde{D}_F(x, y) \) for \( \Im m(t) \) in the range \([-\beta, \beta]\). In this interval \( \tilde{D}_F(t, x) \) can be expanded in a Fourier series

\[ \tilde{D}_F(t, x) = \frac{i}{\beta} \sum_{n=-\infty}^{\infty} D_n(x) e^{\omega_n t}. \quad (6.87) \]

Here \( \omega_n = n\pi/\beta \) is the so-called Matsubara frequency [446]. Since the KMS condition

\[ D_F^{21}(t, x) = D_F^{12}(t - i\beta, x), \quad (6.88) \]
implies that $\bar{D}_F(t, x) = \bar{D}_F(t + i\beta, x)$, only even values of $n$ appear in the sum (6.87). Similarly, for fermions one can use the KMS condition

$$S_{21}^F(t, x) = -S_{12}^F(t - i\beta, x),$$

which implies that $\bar{S}_F(t, x) = -\bar{S}_F(t + i\beta, x)$, and so only odd values of $n$ contribute to the corresponding Fourier expansion.

By employing the continuous three-dimensional Fourier transform in (6.87) and inverting the Fourier summation over $n$, we obtain

$$D_n(k) = \int_0^{i\beta} dt \, e^{-\omega_n t} D_{21}^F(t, k) = \frac{1}{\omega_n^2 + k^2 + m^2},$$

which is the ordinary (i.e., $T = 0$) Feynman propagator with $k^0 = i\omega_n$. So, the Feynman rules are just like the $T = 0$ ones, except that the energy-conserving $\delta$-function at each vertex is replaced with the Kronecker delta which imposes conservation of the discrete energy and the conventional loop integration is replaced with the energy (or Matsubara) summation according to prescription

$$\int \frac{d^4k}{(2\pi)^4} \cdots \to \frac{i}{\beta} \sum_{n=-\infty}^{\infty} \int \frac{dk}{(2\pi)^3} \cdots.$$  (6.91)

Note that computation of the higher order Matsubara frequency sums leads to a proliferation of the so-called vertex-ordered diagrams [212].

Let us now turn to the generating functionals. One can formally pass from the representation Eq. (6.40) (respective Eq. (6.43)) to a Matsubara formalism through the replacement

$$\int_C d^4x \cdots \to \int_0^{-i\beta} dx_0 \int_{\mathbb{R}^3} dx \cdots.$$  (6.92)

($C$ represents here the Keldysh–Schwinger contour.) For convenience we may parametrize the time-integration interval by an imaginary-time variable $x_0 = -i\tau$, where $\tau$ runs from 0 to $\beta$. Introducing Euclidean version of the field $\phi_E(\tau, x) = \phi(x)$, the source $J_E(\tau, x) = J(x)$ and the Lagrangian $\mathcal{L}_E(\phi_E, J_E) = -\mathcal{L}(\phi_E, J_E)$, we can write

$$S[\phi, J, \beta] = \int_0^{-i\beta} d^4x \mathcal{L}(\phi, J, \beta) = -i \int_0^\beta d\tau \int_{\mathbb{R}^3} dx \mathcal{L}(\phi_E, J_E, \beta)$$

$$= i \int_0^\beta d\tau \int_{\mathbb{R}^3} dx \mathcal{L}_E(\phi_E, J_E, \beta) \equiv i S_E[\phi_E, J_E, \beta].$$  (6.93)

This introduces the Euclidean action. Note that for the Euclidean fields the KMS boundary condition Eq. (6.65) reads $\phi_E(\beta, x) = \phi_E(0, x)$. The
corresponding Matsubara version of the thermal generating functional for Green’s functions reads

\[
Z_{E,\beta}[J] = \mathcal{N} \int_{\beta\text{-periodic}} D\phi \exp \left( - \int_0^\beta d\tau \int_{\mathbb{R}^3} dx L_E(\phi, J, \beta) \right) \\
= \mathcal{N} \int_{\beta\text{-periodic}} D\phi \exp \left[ - \left( S_E[\phi, \beta] - \int_0^\beta d^4x \phi(x) J(x) \right) \right].
\] (6.94)

In the integration we have dropped the sub-index \( E \) in \( \phi_E \) since the functional integral is invariant under relabeling the integration variable. We have also simplified the notation for the space temperature integration.

By analogy with the CTP formalism we define the Matsubara version of the generating functional \( W_{E,\beta} \) for connected Green’s functions as

\[
Z_{E,\beta}[J] = Z_{E,\beta}[0] \exp(W_{E,\beta}[J]).
\] (6.95)

We discuss Matsubara functional integrals in phase transitions in Appendix O.

### 6.6 Geometric background for thermal field theories

It has been observed that if one wishes to work with real-time propagators at finite temperature, a naive use of the imaginary-time propagator analytically continued to real-time results in ambiguities [204]. Such ambiguities appear in higher-point Green’s functions, e.g., in three-point thermal Green’s functions [46, 223, 265]. Ambiguities were also reported in the \( \beta \)-function calculations at the one-loop level [120, 406].

As already pointed out in previous Sections, real-time formalisms are generally more suitable to the study of transition processes or linear responses since no analytic continuations are required to reach the physical region, while the imaginary time formalism is tailored for (equilibrium) thermodynamic calculations. Real- and imaginary-time formalisms agree in calculations of self-energies and thermodynamical potentials.

An interesting question is whether such different formalisms have some roots in common and if their features can be understood in a deeper way so that they appear unified. A clue to an answer may be found in the well-known discovery of Hawking [315] that temperature arises in a quantum theory as a result of a non-trivial background endowed with event-horizon(s), in this case a black-hole spacetime. Rindler spacetime, the spacetime of an
accelerated observer, was also shown to exhibit thermal features [78, 538]. This is known as the Unruh (or Davies–Unruh) effect.

On this basis, a flat background with a non-trivial structure which exhibits thermal features has been constructed, the so-called \( \eta\xi \) spacetime [302,303]. Fields and states in this spacetime look everywhere as if they were immersed in a thermal bath contained in a Minkowski background.

In this Section, we consider some aspects of field quantization in \( \eta\xi \) spacetime, showing that it acts as a geometric background for thermal field theories. The discussion is limited to the case of a scalar boson field, for fermion fields and further discussion of the properties of \( \eta\xi \) spacetime, see [302–304].

### 6.6.1 The \( \eta\xi \) spacetime

The \( \eta\xi \) spacetime [302,303] is a four-dimensional complex manifold defined by the line element

\[
\text{d}s^2 = \frac{-d\eta^2 + d\xi^2}{\alpha^2 (\xi^2 - \eta^2)} + dy^2 + dz^2 ,
\]  

(6.96)

where \( \alpha \equiv 2\pi/\beta \) is a real constant and \((\eta,\xi,y,z) \in \mathbb{C}^4\). The symbol \( \xi^\mu \equiv (\eta,\xi,y,z) \) denotes as a whole the set of \( \eta\xi \) coordinates. For simplicity, we drop the index \( \mu \) when no confusion arises.

#### Euclidean section

The Euclidean section of \( \eta\xi \) spacetime is obtained by assuming that \((\sigma,\xi,y,z) \in \mathbb{R}^4\) where \( \eta \equiv i\sigma \). In this section the metric is (cf. Eq. (6.96))

\[
\text{d}s^2 = \frac{d\sigma^2 + d\xi^2}{\alpha^2 (\sigma^2 + \xi^2)} + dy^2 + dz^2 .
\]  

(6.97)

By use of the transformation

\[
\sigma = (1/\alpha) \exp(\alpha x) \sin(\alpha \tau) ,
\]  

(6.98a)

\[
\xi = (1/\alpha) \exp(\alpha x) \cos(\alpha \tau) ,
\]  

(6.98b)

the metric becomes that of the cylindrical Euclidean flat spacetime,

\[
\text{d}s^2 = d\tau^2 + dx^2 + dy^2 + dz^2,
\]  

(6.99)

where the time \( \tau \) has a periodic structure, i.e. \( \tau \equiv \tau + \beta \).
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Fig. 6.7  Lorentzian section of $\eta$-$\xi$ spacetime: the solid lines represent the singularities at $\xi^2 - \eta^2 = 0$. On the straight lines time is constant, while on the hyperbolas the Minkowski coordinate $x$ is constant. Note that time flows in opposite directions in regions I and II.

Lorentzian section

In the Lorentzian section the metric is given by Eq. (6.96) where $(\eta, \xi, y, z) \in \mathbb{R}^4$. This metric is singular on the two hyperplanes $\eta = \pm \xi$ which are called the “event-horizons”. They divide $\eta$-$\xi$ spacetime into four regions denoted by $R_I, R_{II}, R_{III}$ and $R_{IV}$ (see Fig. 6.7).

In regions $R_I, R_{II}$, one can define the following sets of coordinates

\begin{align}
\text{in } R_I: & \quad \left\{ \begin{array}{l}
\eta = \frac{1}{\alpha} \exp(\alpha x_I) \sinh(\alpha t_I), \\
\xi = \frac{1}{\alpha} \exp(\alpha x_I) \cosh(\alpha t_I),
\end{array} \right. \\
\text{in } R_{II}: & \quad \left\{ \begin{array}{l}
\eta = -\frac{1}{\alpha} \exp(\alpha x_{II}) \sinh(\alpha t_{II}), \\
\xi = -\frac{1}{\alpha} \exp(\alpha x_{II}) \cosh(\alpha t_{II}).
\end{array} \right. \tag{6.100a}
\end{align}

Similar transformations can be defined to cover $R_{III}$ and $R_{IV}$ (see [302]).

The metric Eq. (6.96) becomes the usual Minkowski metric in these regions and in the new coordinates,

$$ds^2 = -dt_{I,II}^2 + dx_{I,II}^2 + dy^2 + dz^2.$$ \tag{6.101}

Regions I to IV are thus nothing but copies of the Minkowski spacetime glued together along the “event-horizons” making up the Lorentzian section of $\eta$-$\xi$ spacetime.
Note that, although Eqs. (6.100) are formally Rindler transformations [538], the \((t, u, x, y, z)\) coordinates should not be confused with Rindler coordinates since in Eqs. (6.100) the role of the inertial and non-inertial coordinates are actually reversed with respect to the Rindler case [302, 538].

A careful analysis [92] of the analytical properties of the transformations given in Eqs. (6.100) leads to the following fundamental relation valid in \(R_i \cup R_{ii}\):

\[
\begin{align*}
t_{ii}(\xi) &= t_i(\xi) + \frac{i \beta}{2}, \\
x_{ii}(\xi) &= x_i(\xi).
\end{align*}
\]

\textit{Extended Lorentzian section}

An interesting class of complex sections of \(\eta-\xi\) spacetime is obtained [92] from the above Lorentzian section by shifting the Minkowski time coordinates in the imaginary direction only in region \(R_{ii}\):

\[
\begin{align*}
t_q &\rightarrow t_q = t_q, \\
t_{ii} &\rightarrow t_{ii} = t_{ii} + i\beta \delta,
\end{align*}
\]

where \(\delta \in [-1/2, 1/2]\). Let \(R_{ii}^\delta\) denote the set of these sections, which we will call “extended Lorentzian section”. In \(R_{ii}^\delta\) the \(\eta-\xi\) coordinates become complex variables and are transformed according to \((\eta, \xi) \rightarrow (\eta^\delta, \xi^\delta)\) where, from Eq. (6.103),

\[
\begin{align*}
\eta^\delta &= -(1/\alpha) \exp (\alpha x_{ii}) \sinh [\alpha (t_{ii} + i\beta \delta)], \\
\xi^\delta &= -(1/\alpha) \exp (\alpha x_{ii}) \cosh [\alpha (t_{ii} + i\beta \delta)].
\end{align*}
\]

In terms of the real \(\eta-\xi\) variables, we have

\[
\begin{align*}
\eta^\delta &= +\eta \cos (2\pi \delta) + i\xi \sin (2\pi \delta), \\
i\xi^\delta &= -\eta \sin (2\pi \delta) + i\xi \cos (2\pi \delta).
\end{align*}
\]

The time shift thus induces a rotation in the \((\eta, i\xi)\) plane of \(R_{ii}\). In terms of the rotated coordinates the metric becomes

\[
ds^2 = \frac{-d\eta^2 + d\xi^2}{\alpha^2 (\xi^4 - \eta^4)} + dy^2 + dz^2,
\]

and is unchanged by the time shift, which is thus an isometry of the four-dimensional complex \(\eta-\xi\) spacetime. The analogues of Eqs. (6.102) are now

\[
\begin{align*}
t_{ii}^\delta(\xi^\delta) &= t_i(\xi^\delta) + i \beta \left(\frac{1}{2} + \delta\right), \\
x_{ii}^\delta(\xi^\delta) &= x_i(\xi^\delta).
\end{align*}
\]
6.6.2 Fields in $\eta$-$\xi$ spacetime

Let us now consider a free scalar field in the above defined $\eta$-$\xi$ spacetime (for the case of a fermion field see [304]). We denote by $\Phi(\xi)$ the “global” scalar field in $\eta$-$\xi$ coordinates satisfying the Klein–Gordon equation

$$(D_\mu D^\mu + m^2)\Phi(\xi) = 0,$$  \hspace{1cm} (6.108)

where $D_\mu$ denotes the covariant derivative and

$$D_\mu D^\mu = \frac{1}{\sqrt{g}} \partial_\mu \sqrt{g} g^{\mu\nu} \partial_\nu,$$  \hspace{1cm} (6.109)

is the Laplace–Beltrami operator with $g = |\det g_{\alpha\beta}|$. The scalar product of two fields is given by

$$(\Phi_1, \Phi_2) = -i \int_\Sigma d\Sigma \sqrt{g} \Phi_1(\xi) n^\nu \partial_\nu \Phi_2(\xi),$$  \hspace{1cm} (6.110)

where $\Sigma$ is any space-like surface and $n^\nu$ an orthonormal vector to this surface. The covariant Lagrangian for $\Phi$ including the source $J$ is given by

$$L[\Phi, J] = \sqrt{g} \left( \frac{1}{2} g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi + \frac{m^2}{2} \Phi^2 - V(\Phi) - J\Phi \right).$$  \hspace{1cm} (6.111)

Euclidean section

In the Euclidean section we have $\Phi = \Phi(\sigma, \xi, y, z)$, and the field in the $t$-$x$ coordinates defined in Eqs. (6.98) shall be denoted by $\phi = \phi(\tau, x, y, z)$. These two fields are related by

$$\phi(\tau, x, y, z) = \Phi(\sigma(\tau, x), \xi(\tau, x), y, z).$$  \hspace{1cm} (6.112)
The periodic nature of $\tau$ and the requirement of single valuedness imply
$$\phi(\tau, x, y, z) = \phi(\tau + \beta, x, y, z). \quad (6.113)$$

The generating functional for the Green’s functions in the Euclidean section of $\eta$-$\xi$ spacetime is [302]
$$Z_E[J] = N \int D\Phi \exp \left\{ - \int d\sigma d\xi dy dz \mathcal{L}_{\sigma,\xi}[\Phi, J] \right\}, \quad (6.114)$$
where
$$\mathcal{L}_{\sigma,\xi}[\Phi, J] = \frac{1}{2} \left[ (\partial_{\sigma} \Phi)^2 + (\partial_{\xi} \Phi)^2 \right] + \frac{1}{\alpha^2} \frac{1}{(\sigma^2 + \xi^2)} \left\{ \frac{1}{2} (\nabla_{\perp} \Phi)^2 + \frac{m^2}{2} \Phi^2 + V(\Phi) - J \Phi \right\}. \quad (6.115)$$

We now perform the change of coordinates given in Eqs. (6.98) in the generating functional. In the $\tau$-$x$ coordinates, the sum over fields is taken over all periodic fields satisfying the periodic constraint in Eq. (6.113),
$$Z_E[J] = N \int_{\beta\text{-periodic}} D\phi \exp \left\{ - \int_0^\beta d\tau \int_{\mathbb{R}^3} dx dy dz \mathcal{L}_{\tau,x}[\phi, J] \right\}, \quad (6.116)$$
where $J(\tau, x, y, z) = J(\sigma, \xi, y, z)$ and
$$\mathcal{L}_{\tau,x}[\phi, J] = \frac{1}{2} \left[ (\partial_{\tau} \phi)^2 + (\nabla \phi)^2 + m^2 \phi^2 \right] + V(\phi) - J \phi. \quad (6.117)$$

By differenting $Z_E[J]$ with respect to the source $J$ we obtain the Matsubara propagator (see Section 6.5).

**Lorentzian section**

In the Lorentzian section we have four different regions, each of them being a complete Minkowski spacetime. Since we are interested only in regions $R_I$ and $R_{II}$, we shall consider the quantum field over these two regions only. Our aim is to find an expansion for the global field $\Phi$ in the joining $R_I \cup R_{II}$.

We start by defining the “local” fields $\phi^I(x_I)$ and $\phi^{II}(x_{II})$ by
$$\Phi(\xi) = \begin{cases} 
\phi^I(x_I(\xi)), & \text{when } \xi \in R_I, \\
\phi^{II}(x_{II}(\xi)), & \text{when } \xi \in R_{II}. 
\end{cases} \quad (6.118)$$

They have support in $R_I$ and $R_{II}$ respectively. By choosing the particular surface $\eta = a\xi$ where $a$ is a constant satisfying $-1 < a < 1$, one shows from Eq. (6.110) that the global scalar product is given by
$$(\Phi_1, \Phi_2) = \langle \phi^I_1, \phi^I_2 \rangle + \langle \phi^{II}_1, \phi^{II}_2 \rangle, \quad (6.119)$$
where \( \langle \cdot, \cdot \rangle \) is the local scalar product in Minkowski spacetime

\[
\langle \phi_1, \phi_2 \rangle = -i \int_{\mathbb{R}^3} d^3x \, \phi_1(x) \, \overline{\partial_t \phi_2}(x). \tag{6.120}
\]

In \( \eta, \xi \) spacetime covered by \( t, x \) coordinates given in Eq. (6.100), the solutions of the Klein–Gordon equation are local plane waves restricted to a given region. They are given by

\[
u_k(x_I) = (4\pi \omega_k)^{-1} e^{i(\omega_k t_I + \mathbf{k} \cdot \mathbf{x}_I)},
\]

\[
u_k(x_{II}) = (4\pi \omega_k)^{-1} e^{i(\omega_k t_{II} + \mathbf{k} \cdot \mathbf{x}_{II})},
\]

where \( \omega_k = \sqrt{\mathbf{k}^2 + m^2}. \) From these Minkowski modes, one defines the two wave functions \( U_k(\xi) \) and \( V_k(\xi) \) with support in \( R_i \) and \( R_{II} \) respectively by

\[
U_k(\xi) = \begin{cases} 
  u_k(x_I(\xi)), & \text{when } \xi \in R_i, \\
  0, & \text{when } \xi \in R_{II},
\end{cases}
\]

\[
V_k(\xi) = \begin{cases} 
  0, & \text{when } \xi \in R_i, \\
  v_k(x_{II}(\xi)), & \text{when } \xi \in R_{II}.
\end{cases}
\]

Their power spectrum with respect to the momenta conjugated to \( \xi^\pm \equiv \eta \pm \xi \) contains negative contributions, which are furthermore not bounded from below. Consequently, the sets of functions \( \{U_k(\xi), U^*_{-k}(\xi)\}_{k \in \mathbb{R}^3} \) and \( \{V_k(\xi), V^*_{-k}(\xi)\}_{k \in \mathbb{R}^3} \) defined on \( R_i \) and \( R_{II} \) respectively are both over-complete since the same energy contribution (i.e. momentum contribution conjugate to \( \eta \)) can appear twice in these sets. In other words, the energy spectrum of \( U_k \) and \( U^*_{-k} \) overlap, and so do the ones of \( V_k \) and \( V^*_{-k} \). Thus, these sets cannot be used as a basis in their respective regions, and the joining of these sets is clearly not a basis in \( R_i \cup R_{II} \).

To construct a basis in \( R_i \cup R_{II} \), we could solve the Klein–Gordon equations in \( \eta, \xi \) coordinates to obtain the field modes in these coordinates. However, the Bogoliubov transformations resulting from this basis choice are rather complicated. So, instead, we shall construct from the wave functions \( u_k(x_I(\xi)) \) and \( v^*_{-k}(x_{II}(\xi)) \) basis elements having positive energy spectrum.

We shall demand these basis elements to be analytical functions in the lower complex planes of \( \xi^+ \) and \( \xi^- \), so that their spectrum contains only positive contributions of the momenta conjugate with respect to \( \xi^+ \) and \( \xi^- \). As a consequence, they shall have positive energy spectra.

We thus extend analytically the two wave functions \( u_k(x_I(\xi)) \) and \( v^*_{-k}(x_{II}(\xi)) \) in the lower complex planes of \( \xi^+ \) and \( \xi^- \) (the cut in the
complex planes is given by $\mathbb{R}^+ + i\epsilon)$. By using Eqs. (6.102) we get directly

\begin{align}
\varphi_k (x) &= e^{-\frac{\beta}{4} \omega_k} u_k^*(x) \\
\psi_k (x) &= e^{-\frac{\beta}{4} \omega_k} v_k^*(x).
\end{align}

(6.123a, 6.123b)

The expressions on the r.h.s. and l.h.s. of these last equations are analytic continuations of each other. In this way we are led to introduce the two normalized linear combinations

\begin{align}
F_k (\xi) &= (1 - f_k)^{-\frac{1}{4}} \left[ U_k (\xi) + f_k^{\frac{1}{2}} V_k^* (\xi) \right], \\
\tilde{F}_k (\xi) &= (1 - f_k)^{-\frac{1}{4}} \left[ V_k (\xi) + f_k^{\frac{1}{2}} U_k^* (\xi) \right],
\end{align}

(6.124a, 6.124b)

where $f_k = e^{-\beta \omega_k}$, and where $U_k (\xi)$ and $V_k (\xi)$ are defined in Eq. (6.122). These wave functions are still solutions of the Klein–Gordon equation. They are analytical in $R_+ \cup R_-$ and in particular at the origin $\xi^+ = \xi^- = 0$. Since they are analytical complex functions in the lower complex planes of $\xi^+$ and $\xi^-$, their spectrum has only positive energy contributions. The set $\{ F_k, F_k^*, \tilde{F}_k, \tilde{F}_k^* \}_{k \in \mathbb{R}^+}$ is thus complete but not over-complete over the joining $R_+ \cup R_-$. Furthermore it is an orthogonal set since

\begin{align}
(F_k, F_p) &= (\tilde{F}_k, \tilde{F}_p) = +\delta^3(k - p), \\
(F_k^*, F_p^*) &= (\tilde{F}_k^*, \tilde{F}_p^*) = -\delta^3(k - p),
\end{align}

(6.125a, 6.125b)

with all the other scalar products vanishing.

The local scalar fields can be expanded in the Minkowski modes given in Eq. (6.121),

\begin{align}
\phi^i (x) &= \int d^3k \left[ a_k^i u_k (x) + a_k^{i\dagger} u_k^* (x) \right], \\
\phi^\mu (x) &= \int d^3k \left[ a_k^\mu v_k (x) + a_k^{\mu\dagger} v_k^* (x) \right].
\end{align}

(6.126a, 6.126b)

The global scalar field can be expanded in terms of the “global” modes given in Eqs. (6.124) as

\begin{equation}
\Phi (\xi) = \int d^3k \left[ b_k F_k (\xi) + b_k^{\dagger} F_k^* (\xi) + \tilde{b}_k \tilde{F}_k (\xi) + \tilde{b}_k^{\dagger} \tilde{F}_k^* (\xi) \right].
\end{equation}

(6.127)

These expansions define the local and global creation and annihilation operators, which are related by Bogoliubov transformations. To obtain these, we recall the definition (6.118) relating local and global fields and use the field expansions (6.126) and (6.127). We obtain

\begin{align}
b_k &= a_k^\dagger \cosh \theta_k - a_k^{\dagger\dagger} \sinh \theta_k, \\
\tilde{b}_k &= a_k^\dagger \cosh \theta_k - a_k^{\dagger\dagger} \sinh \theta_k,
\end{align}

(6.128a, 6.128b)

where $\sin^2 \theta_k = n(\omega_k) = (e^{\beta \omega_k} - 1)^{-1}$. 
This is nothing but the thermal Bogoliubov transformation introduced in Section 5.3. A similar treatment for the extended Lorentzian section [92], gives the non-hermitian Bogoliubov transformation of Section 5.3.2.

The connection of TFD with the geometrical picture of $\eta$-$\xi$ spacetime is immediate once we make the identification
\[ \left( \frac{\phi}{\phi'} \right) \equiv \left( \phi^I \phi^I \right) \] (6.129)
under the constraint $\delta = \sigma - 1/2$. Then the Bogoliubov transformations in Eqs. (6.128) and those in Eqs. (5.36) are identical.

**Real time formalism: Closed time-path method**

Let us now consider the extended Lorentzian section of $\eta$-$\xi$ spacetime. The generating functional is given by [302]
\[ Z[J] = N \int \mathcal{D} \Phi \exp \left\{ i \int d\eta d\xi dy dz \mathcal{L}_{\eta,\xi} [\Phi, J] \right\} , \] (6.130)
where
\[ \mathcal{L}_{\eta,\xi} [\Phi, J] = \frac{1}{2} \left[ \left( \partial_{\eta} \Phi \right)^2 - \left( \partial_{\xi} \Phi \right)^2 \right] + \frac{1}{\alpha^2} \left( \eta^2 - \xi^2 \right) \left\{ -\frac{1}{2} (\nabla_\perp \Phi)^2 - \frac{m^2}{2} \Phi^2 - V(\Phi) + J\Phi \right\} . \] (6.131)

Since we shall be interested only in the propagators whose spacetime arguments belong only to the joining $R_I \cup R_{II}$, we can set the source to zero in regions $R_{III}$ and $R_{IV}$: $J(x) = 0$ when $x \in R_{III} \cup R_{IV}$. Then Eq. (6.130) becomes
\[ Z[J] = N \int \mathcal{D} \phi \exp \left\{ i \int_{R_I \cup R_{II}} d\eta d\xi dy dz \mathcal{L}_{t,x} [\phi, J] \right\} , \] (6.132)

We express the fields in regions $R_I$ and $R_{II}$ in terms of the local Minkowskian coordinates by using the transformations given in Eq. (6.104):
\[ Z[J] = N \int \mathcal{D} \phi \exp \left\{ i \int dt dx dy dz \mathcal{L}_{t,x} [\phi, J] \right\} , \] (6.133)

where the integration is taken over the Minkowski spacetime, $\phi$ is the local field and where
\[ \mathcal{L}_{t,x} [\phi, J] = \frac{1}{2} \left[ \left( \partial_t \phi \right)^2 - (\nabla \phi)^2 - m^2 \phi^2 \right] - V(\phi) + J\phi . \] (6.134)
We use the relations (6.107) and obtain

\[ Z[J] = N \int D\phi \exp \left\{ i \int_C d^4x \left[ \mathcal{L}_{t,x}[\phi, J](t, x) - \mathcal{L}_{t,x}[\phi, J](t + i\beta\delta, x) \right] \right\}. \]  

(6.135)

In the last step we have dropped the subscript \( I \) and taken into account that the time direction in \( R_{\eta_0} \) is opposite to the one in \( R_t \), resulting in a minus sign in the second integration.

The generating functional in the CTP formalism, cf. Eq. (6.40), is

\[ Z_\beta[J] = N'' \int D\phi \exp \left\{ i \int_C d^4x \mathcal{L}_{t,x}[\phi, J] \right\}, \]  

(6.136)

where the time-path \( C \) is shown in Fig. 6.8. The contribution from the vertical parts of the contour may be included in the normalization factor \( N'' \) and neglected when calculating the real-time Green’s functions [411].

The generating functionals in Eqs. (6.135) and (6.136) can then be identified provided \( \delta = \sigma - 1/2 \).

We thus see that the type of time-path in the CTP formalism is related directly to the “rotation angle” between the two regions \( R_t \) and \( R_{\eta_0} \) of \( \eta-\xi \) spacetime. In the free field case, from the above generating functionals we obtain the well-known thermal matrix propagator [174, 408, 411]:

\[ D_{11}(k) = \frac{i}{k^2 - m^2 + i\epsilon} + 2\pi n(k_0) \delta(k^2 - m^2), \]  

(6.137a)

\[ D_{22}(k) = D_{11}^*(k), \]  

(6.137b)

\[ D_{12}(k) = e^{\sigma\beta k_0} \left[ n(k_0) + \theta(-k_0) \right] 2\pi \delta(k^2 - m^2), \]  

(6.137c)

\[ D_{21}(k) = e^{-\sigma\beta k_0} \left[ n(k_0) + \theta(k_0) \right] 2\pi \delta(k^2 - m^2), \]  

(6.137d)

where \( n(k_0) = (e^{\beta|k_0|} - 1)^{-1} \). The parameter \( \sigma \) appears explicitly only in the off-diagonal components of the matrix propagator, which, for \( \sigma = 0 \) reduces to the one in Eq. (6.50).

From the above discussion we can infer the equivalence of QFT in \( \eta-\xi \) spacetime with TFTs when considering a scalar field. In several sections of \( \eta-\xi \) spacetime QFT naturally reproduces the known formalisms of TFTs.

In the Euclidean section of \( \eta-\xi \) spacetime, QFT corresponds to the imaginary-time formalism and the Green’s functions are the Matsubara Green’s functions. On the other hand, in the extended Lorentzian section, QFT reproduces the two known formalisms of TFT with real time, namely
the CTP formalism and TFD. Furthermore, the parameter $\delta$ of the extended Lorentzian section can be related with the parameter $\sigma$ appearing in these formalisms. The most general thermal matrix propagator is thus obtained in the framework of $\eta$-$\xi$ spacetime. The geometric structure of $\eta$-$\xi$ spacetime plays also a crucial role in obtaining the matrix real-time propagator from the Matsubara one [670].

A final comment is about the tilde-conjugation in the context of $\eta$-$\xi$ spacetime. The tilde-conjugation rules (cf. Section 5.3) are postulated in TFD in order to connect the physical and the tilde operators. Due to the geometrical structure of $\eta$-$\xi$ spacetime, these rules can be there regarded simply as coordinate transformations [671].
Appendix M

Thermal Wick theorem

There is a close similarity between thermal perturbative calculations and the usual zero-temperature perturbation theory. In fact, at finite temperature the perturbation calculus reduces to drawing the thermal diagrams, that are in many respects identical with the ordinary Feynman diagrams. The only difference is that instead of the internal lines in the ordinary Feynman diagrams representing vacuum expectation values, in thermal diagrams they are represented by non-interacting thermal averages. This behavior is possible due to thermal Wick theorem.

It is remarkable that the actual form of the Wick theorem in thermal QFT is just the same as for the usual zero temperature form, with the only proviso that one considers expectation values with respect to the canonical ensemble of free fields (non-interacting thermal averages), instead of vacuum expectation values, i.e.,

\[
\langle T_C[\phi_{in}(x_1)\phi_{in}(x_2)\cdots\phi_{in}(x_n)] \rangle
\]

\[
= \begin{cases}
0, & \text{if } n \text{ odd} \\
\sum_{\text{distinct pairings}} iD_F^{(c)}(x_{i_1}, x_{i_2})\cdots iD_F^{(c)}(x_{i_{n-1}}, x_{i_n}), & \text{if } n \text{ even}
\end{cases}
\]

\[\text{(M.1)}\]

where \(\sum_{\text{distinct pairings}}\) denotes the sum over all \((2m - 1)!! = (2m)!/2^m m!\) ways of breaking \((1, 2, \ldots, n = 2m)\) into \(m\) pairs, and

\[
iD_F^{(c)}(x, y) = \langle T_C[\phi_{in}(x)\phi_{in}(y)] \rangle.
\]

\[\text{(M.2)}\]

In order to derive (M.1) we have used the identity

\[
e^{-\beta H^0_{in}} \phi_{in}(x) e^{\beta H^0_{in}} = \phi_{in}(t - i\beta, x).
\]

\[\text{(M.3)}\]
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By using the cyclic property of the trace we obtain, for any operator $X$,

$$
\langle [\phi_{in}(x), X] \rangle = (Z_{\beta}^{0})^{-1} \text{Tr} \left( e^{-\beta H_{\beta}^{0}} (\phi_{in}(x) X - X \phi_{in}(x)) \right)
$$

$$
= (Z_{\beta}^{0})^{-1} \text{Tr} \left( e^{-\beta H_{\beta}^{0}} (\phi_{in}(x) - e^{\beta \mathcal{H}_{\beta}^{0}} \phi_{in}(x) e^{-\beta H_{\beta}^{0}}) X \right)
$$

$$
= (Z_{\beta}^{0})^{-1} \text{Tr} \left( e^{-\beta H_{\beta}^{0}} (\phi_{in}(x) - \phi_{in}(t + i \beta, x)) X \right)
$$

$$
= (1 - e^{i \beta \partial_{t}}) \langle \phi_{in}(x) X \rangle. \quad (M.4)
$$

Then, the Wick theorem for thermal Wightman’s functions follows. Indeed,

$$
\langle \prod_{i=1}^{n} \phi_{in}(x_{i}) \rangle = \langle \phi_{in}(x_{1}) \prod_{i=2}^{n} \phi_{in}(x_{i}) \rangle
$$

$$
= (1 - \exp(i \beta \partial_{t}))^{-1} \langle \prod_{i=2}^{n} \phi_{in}(x_{i}) \rangle
$$

$$
= \sum_{l=2}^{n} (1 - \exp(i \beta \partial_{t}))^{-1} \langle [\phi_{in}(x_{1}), \phi_{in}(x_{l})] \prod_{i=2, i \neq l}^{n} \phi_{in}(x_{i}) \rangle
$$

$$
= \sum_{l=2}^{n} (1 - \exp(i \beta \partial_{t}))^{-1} \langle [\phi_{in}(x_{1}), \phi_{in}(x_{l})] \prod_{i=2, i \neq l}^{n} \phi_{in}(x_{i}) \rangle
$$

$$
= \sum_{l=2}^{n} \langle \phi_{in}(x_{1}) \phi_{in}(x_{l}) \rangle \prod_{i=2, i \neq l}^{n} \phi_{in}(x_{i}) \rangle. \quad (M.5)
$$

On the 4th line of Eq. (M.5) we used the fact that $[\phi_{in}(x), \phi_{in}(y)]$ is a $c$-number and thus

$$
[\phi_{in}(x), \phi_{in}(y)] = \langle [\phi_{in}(x), \phi_{in}(y)] \rangle. \quad (M.6)
$$

By induction the result (M.5) can be rewritten as

$$
\langle \phi_{in}(x_{1}) \phi_{in}(x_{2}) \ldots \phi_{in}(x_{n}) \rangle
$$

$$
= \begin{cases} 
0, & \text{if } n \text{ odd} \\
\sum_{\text{distinct pairings}} D_{W}(x_{1}, x_{2}) \ldots D_{W}(x_{i_{k-1}}, x_{i_{k}}), & \text{if } n \text{ even},
\end{cases} \quad (M.7)
$$

with

$$
D_{W}(x, y) = \langle \phi_{in}(x) \phi_{in}(y) \rangle \quad (M.8)
$$

representing 2-point thermal Wightman’s function. In deriving (M.7) we have used the fact that for free fields

$$
\langle \phi_{in}(x) \rangle = (Z_{\beta}^{0})^{-1} \text{Tr} \left( e^{-\beta H_{\beta}^{0}} \phi_{in}(x) \right) = (Z_{\beta}^{0})^{-1} \text{Tr} \left( \mathcal{P} e^{-\beta H_{\beta}^{0}} \mathcal{P}^{-1} \phi_{in}(x) \right)
$$

$$
= (Z_{\beta}^{0})^{-1} \text{Tr} \left( e^{-\beta H_{\beta}^{0}} \mathcal{P} \phi_{in}(x) \mathcal{P}^{-1} \right) = -\langle \phi_{in}(x) \rangle = 0, \quad (M.9)
$$
Thermal Wick theorem

where \( \mathcal{P} \) denotes the field sign reversal operator (or \( \mathbb{Z}_2 \) operator). For instance, for a free real scalar field one has \( \mathcal{P} = e^{i\pi \sum_k a_k^\dagger a_k} \) and then \( \mathcal{P} \phi_{in}(x) \mathcal{P}^{-1} = -\phi_{in}(x) \). On the r.h.s. of (M.7), in each \( D \mathcal{W} \), \( x \) is to the left/right of \( y \), if this is the case in the original \( n \)-point thermal Wightman’s function.

The passage from thermal Wightman’s functions to thermal Green’s functions is obtained via the relation

\[
\langle T_C[\phi_{in}(x_1)\phi_{in}(x_2)\cdots \phi_{in}(x_n)] \rangle = \sum_{P} \theta_C(t_{p_1}, t_{p_2}, \cdots, t_{p_n}) \langle \phi_{in}(x_{p_1})\phi_{in}(x_{p_2})\cdots \phi_{in}(x_{p_n}) \rangle. \quad (M.10)
\]

Here \( \sum_{P} \) denotes the sum over permutations of time arguments and \( \theta_C(t_{p_1}, \cdots, t_{p_n}) \) represents the \( n \)-point step function on the oriented time contour \( C \), i.e.,

\[
\theta_C(t_1, t_2, \cdots, t_n) = \begin{cases} 
1, & \text{if } t_1 > t_2 > \cdots > t_n \text{ along } C \\
0, & \text{otherwise}.
\end{cases} \quad (M.11)
\]

The multi-point step function (M.11) has an explicit realization in terms of 2-point contour step functions \( \theta_C \)

\[
\theta_C(t_1, t_2, \cdots, t_n) = \prod_{i=1}^{n-1} \theta_C(t_i - t_{i+1}). \quad (M.12)
\]

By inspection, we see that (M.7) together with (M.10) directly imply the thermal Wick theorem for Green’s functions (M.1).

The one discussed above is the weak (expectation values) version of thermal Wick theorem. A discussion of the strong (operatorial) version of the same theorem, which is based on the concept of “thermal normal ordering (or product)” (see Section 5.3), can be found in \([226]\).
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Appendix N

Coherent state functional integrals

In this Appendix we discuss the functional integral representation of coherent states, both for the case of Glauber coherent states (see Appendix B) and for the case of generalized coherent states (see Appendix C).

N.1 Glauber coherent states

We start by constructing the path-integral representation for the transition amplitude $\langle z_f, t_f | z_i, t_i \rangle$ for the case of one degree of freedom. The Heisenberg-picture resolution of unity reads (cf. Eq. (B.8))

$$1 = \int \frac{dz}{2\pi i} e^{-zz^*} \langle z, t | z, t \rangle.$$  \hfill (N.1)

Let us now partition the time interval $[t_i, t_f]$ into $N+1$ equidistant pieces $\Delta t$ (see Fig. N.1) by writing $t_f - t_i = (N+1)\Delta t$. Consequently we have:

$$\langle z_f, t_f | z_i, t_i \rangle = \left( \prod_{k=1}^{N} \frac{dz_k dz_k^*}{2\pi i} \right) \langle z_f, t_f | z_N, t_f - \Delta t \rangle e^{-z_N^* z_N} \times \langle z_N, t_f - \Delta t | z_{N-1}, t_f - 2\Delta t \rangle e^{-z_{N-1}^* z_{N-1}} \times \langle z_{N-1}, t_f - 2\Delta t | z_{N-2}, t_f - 3\Delta t \rangle e^{-z_{N-2}^* z_{N-2}} \ldots \times \langle z_1, t_i + \Delta t | z_i, t_i \rangle.$$

It is convenient to set $t_0 = t_i$ and $t_{N+1} = t_f$.

The infinitesimal time-transition amplitudes can be written in terms of the Schrödinger picture base vectors as

$$\langle z_j, t_j | z_{j-1}, t_{j-1} \rangle = \langle z_j | T \left[ \exp \left( -i \int_{t_{j-1}}^{t_j} dt \ H(t) \right) \right] | z_{j-1} \rangle,$$  \hfill (N.3)
where the time ordering prescription $T$ must be enforced when $H$ is explicitly time-dependent (e.g., when it includes time-dependent external fields). We remind that the Schrödinger-picture base vectors are time-independent in contrast with Schrödinger-picture state vectors that are, of course, time-dependent (the opposite holds for Heisenberg picture). Using the expansion

$$T \left[ \exp \left( -i \int_{t_{j-1}}^{t_j} dt \, H(t) \right) \right]$$

$$= 1 - i \int_{t_{j-1}}^{t_j} dt_1 \, H(t_1) - \int_{t_{j-1}}^{t_j} dt_1 \, H(t_1) \int_{t_{j-1}}^{t_1} dt_2 \, H(t_2)$$

$$+ i \int_{t_{j-1}}^{t_j} dt_1 \, H(t_1) \int_{t_{j-1}}^{t_1} dt_2 \, H(t_2) \int_{t_{j-1}}^{t_2} dt_3 \, H(t_3) \ldots , \quad (N.4)$$

for a very small $\Delta t$ we can write

$$\langle z_j, t_j | z_{j-1}, t_{j-1} \rangle \simeq \langle z_j \left| 1 - i \int_{t_{j-1}}^{t_j} dt \, H(t) \right| z_{j-1} \rangle$$

$$\simeq \langle z_j | z_{j-1} \rangle \left( 1 - i \, H(z_j^*, z_{j-1}, t_{j-1}) \Delta t \right)$$

$$\simeq \exp \left( z_j^* z_{j-1} - i H(z_j^*, z_{j-1}, t_{j-1}) \Delta t \right) . \quad (N.5)$$

In the latter we have defined

$$H(z_j^*, z_{j-1}, t_{j-1}) \equiv \frac{\langle z_j | H(a^a, a, t) | z_{j-1} \rangle}{\langle z_j | z_{j-1} \rangle} , \quad (N.6)$$

and $t_j = t_i + j \Delta t$. Inserting (N.5) into (N.2) we obtain the exponent that is composed of two parts; the sum of Hamiltonians and the sum

$$z_{N+1} z_N - z_N^* z_N + z_N^* z_{N-1} + \ldots + z_2^* z_1 - z_1^* z_1 + z_1^* z_0$$

$$= z_{N+1} z_N + \sum_{k=1}^{N+1} z_k^* \left( \frac{z_k - z_{k-1}}{\Delta t} \right) \Delta t . \quad (N.7)$$
In the continuous time limit (i.e., when \( N \to \infty \)) we have
\[
\exp((N.7)) \to \exp \left( z_f^* z_f - \int_{t_i}^{t_f} dt \, z^*(t) \dot{z}(t) \right),
\]
and
\[
\exp \left( -i \sum_{k=0}^{N} H(z_{k+1}^*, z_k, t_k) \Delta t \right) \to \exp \left( -i \int_{t_i}^{t_f} dt \, H(z^*(t), z(t), t) \right).
\]
Adopting the formal notation
\[
\lim_{N \to \infty} \prod_{k=1}^{N} \int \frac{dz_k^* dz_k}{2\pi i} = \int_{z(t_i)=z_i}^{z^*(t_f)=z_f^*} Dz^* Dz,
\]
the path-integral representation of the amplitude (N.2) is written as
\[
\langle z_f, t_f | z_i, t_i \rangle = \int_{z(t_i)=z_i}^{z^*(t_f)=z_f^*} Dz^* Dz \, e^{z^*_f z_f \int_{t_i}^{t_f} dt \, L} \exp \left( \frac{1}{2} \left( z^*_f z_f + z^*_i z_i \right) \right),
\]
where \( L = i z^*_f \dot{z}(t) - H(z^*(t), z(t), t) \).

Eq. (N.7) can be expressed in more symmetric form. This can be done by realizing that
\[
(N.7) = \frac{1}{2} \sum_{k=1}^{N+1} \left( z_k^* - z_{k-1}^* \right) \Delta t - \frac{1}{2} \sum_{k=1}^{N+1} \left( z_k^* - z_{k-1}^* \right) \Delta t
\]
\[+ \frac{1}{2} z_{N+1}^* z_{N+1} + \frac{1}{2} z_0^* z_0. \]
The corresponding exponent goes in the large \( N \) limit to
\[
\exp \left( \frac{1}{2} \left( z_f^* z_f + z_i^* z_i \right) \right) \exp \left( - \frac{1}{2} \int_{t_i}^{t_f} dt \, (z^*(t) \dot{z}(t) - z(t) \dot{z}^*(t)) \right).
\]
With this, the transition amplitude can be cast into the form
\[
\langle z_f, t_f | z_i, t_i \rangle = \int_{z(t_i)=z_i}^{z^*(t_f)=z_f^*} Dz^* Dz \, \exp \left( \int_{t_i}^{t_f} dt \, \left( \frac{1}{2} (z^* \dot{z} - z \dot{z}^*) - iH \right) \right)
\]
\[\times \exp \left( \frac{1}{2} \left( z_f^* z_f + z_i^* z_i \right) \right), \tag{N.11}
\]
which often serves as a starting point for discussions concerning the classical or semiclassical limits of quantum theory, see [379, 380].

Note that the factors \( e^{z^*_i z_i} \) in Eq. (N.11) and \( e^{z_f^* z_f} \) in Eq. (N.9) do not have an analogue in the phase-space path integrals. Their appearance reflects the specificity of boundary conditions: we fix \( z(t_i) \) and \( z^*(t_f) \) but \( z(t_f) \) and \( z^*(t_i) \) are arbitrary.
Extension to many degrees of freedom

We generalize the previous discussion for single-mode coherent states to the case of an infinite number of degrees of freedom. We start with the Weyl–Heisenberg algebra for \( n \) modes, denoted by \( W_n \). The single-mode coherent state has a natural generalization in \( W_n \), namely

\[
|z\rangle = \bigotimes_{l=1}^{n} |z_l\rangle = \bigotimes_{l=1}^{n} e^{z_la_l^\dagger} |0\rangle = \exp \left( \sum_{l=1}^{n} z_l a_l^\dagger \right) |0\rangle,
\]

with

\[
a_m |z\rangle = z_m |z\rangle, \quad m = 1, \ldots, n.
\]

The corresponding normalized coherent state then reads

\[
|z\rangle = \bigotimes_{l=1}^{n} |z_l\rangle = \bigotimes_{l=1}^{n} e^{-|z_l|^2/2} e^{z_la_l^\dagger} |0\rangle = \exp \left( \sum_{l=1}^{n} (z_l^* a_l - z_l a_l^\dagger)\right) |0\rangle,
\]

and the resolution of the unity has the form

\[
1 = \int [dzdz^*] |z\rangle \langle z|, \quad |z\rangle \langle z| = \bigotimes_{l=1}^{n} |z_l\rangle \langle z_l|.
\]

In the Heisenberg picture Eq. (N.15) becomes

\[
1 = \int [dzdz^*] |z, t\rangle \langle z, t|, \quad |z, t\rangle \langle z, t| = \bigotimes_{l=1}^{n} |z_l, t\rangle \langle z_l, t|.
\]

The passage to QFT is established by performing the limit \( n \to \infty \) (i.e., going to \( W_\infty \)), and replacing in Eqs. (N.12)–(N.16)

\[
\sqrt{V/2} \omega_k a_k \to a(k), \quad \frac{1}{V} \sum_{k} \to \int \frac{d^3k}{(2\pi)^3}, \quad V \delta_{kk'} \to \delta(k-k'),
\]

where \( V \) is the volume of the system.

The Heisenberg-picture coherent states for a scalar field \( \psi \) then has the form

\[
|\psi, t\rangle = \exp \left( \int d^3x \, \hat{\psi}^\dagger(x,t) \psi(x) \right) |0, t\rangle, \quad (N.17a)
\]

\[
\langle \psi, t| = \langle 0, t| \exp \left( \int d^3x \, \hat{\psi}(x,t) \psi^*(x) \right), \quad (N.17b)
\]
where
\[ \hat{\psi}(x, t)|\psi(t)\rangle = \psi(x)|\psi(t)\rangle \] and
\[ \langle \psi, t|\hat{\psi}^\dagger(x, t) = \psi^*(x)\langle \psi, t|, \quad (N.18) \]
and
\[ 1 = \int D\psi D\psi^* |\psi(t)\rangle e^{-\int d^3x \, \psi^*(x)\psi(x) \langle \psi, t|} \quad (N.19) \]
By a comparison with Eq. (N.9), we see that the functional integral representation of the transition amplitude \( \langle \psi_f^*, t_f|\psi_i, t_i \rangle \) can be written as
\[ \langle \psi_f, t_f|\psi_i, t_i \rangle = \int D\psi D\psi^* \exp \left( i \int_{t_i}^{t_f} dt \, L(\psi, \psi^*, \dot{\psi}, t) \right) \times \exp \left( \int d^3x \, \psi^*(x, t_f)\psi(x, t_f) \right), \quad (N.20) \]
where the Lagrangian has the form (cf. (N.9))
\[ L(\psi, \psi^*, \dot{\psi}, t) = \int d^3x \left( \psi^*(x, t)i\frac{\partial}{\partial t}\psi(x, t) - H(\psi^*, \psi, t) \right). \quad (N.21) \]
The main applications of the canonical coherent state functional integrals are in tackling classical or semiclassical limits of QFT systems. Examples are low-energy/soft-momenta behavior (i.e., infra-red behavior) of QFT gauge theories, or a semiclassical treatment of collective phenomena (e.g., solitons), or thermal statistical physics.

We do not consider here the case of fermions, which requires the use of Grassmann variables [504].

### N.2 Generalized coherent states

For the case of generalized coherent states discussed in Appendix C, we follow the derivation that leads us to Eq. (N.2) (in the case of Glauber coherent states), and obtain
\[
(0(x_f), t_f|0(x_i), t_i) = \lim_{N \to \infty} \left( \int \prod_{k=1}^{N} c \, dx_k \right) (0(x_f), t_f|0(x_N), t' - \Delta t) 
\times (0(x_N), t' - \Delta t|0(x_{N-1}), t' - 2\Delta t) 
\times (0(x_{N-1}), t' - 2\Delta t|0(x_{N-2}), t' - 3\Delta t) 
\vdots 
\times (0(x_1), t + \Delta t|0(x_i), t_i), \quad (N.22)
\]
where we used the resolution of the unity Eq. (C.10) and the integration is
over the corresponding coset space (cf. Appendix C).

As we have seen in Section N.1, the infinitesimal-time transition ampli-
tude can be written as
\[
\langle 0(x_k), t_k | 0(x_{k-1}), t_{k-1} \rangle \simeq \langle 0(x_k) | \left( 1 - i \int_{t_{k-1}}^{t_k} dt \hat{H}(t) \right) | 0(x_{k-1}) \rangle \\
\simeq \langle 0(x_k) | 0(x_{k-1}) \rangle \left( 1 - i \Delta t H(x_k, x_{k-1}, t_k) \right) \\
\simeq \langle 0(x_k) | 0(x_{k-1}) \rangle \exp \left( -i \int_{t_{k-1}}^{t_k} dt H(x, \dot{x}, t) \right), \quad (N.23)
\]
where
\[
H(x_k, x_{k-1}, t_k) = \frac{\langle 0(x_k) | \hat{H}(t_k) | 0(x_{k-1}) \rangle}{\langle 0(x_k) | 0(x_{k-1}) \rangle}, \quad (N.24)
\]
is the normalized matrix element of the Hamiltonian. At the same time,
one may write (for square integrable states)
\[
\langle 0(x_k) | 0(x_{k-1}) \rangle \simeq 1 - \langle 0(x_k) | \{ | 0(x_k) \} - | 0(x_{k-1}) \} \rangle \\
\simeq \exp \left( -\Delta t \frac{\langle 0(x_k) | \{ | 0(x_k) \} - | 0(x_{k-1}) \} \rangle}{\Delta t} \right) \\
\simeq \exp \left( -\int_{t_{k-1}}^{t_k} \langle 0(x) | \frac{d}{dt} | 0(x) \rangle \ dt \right). \quad (N.25)
\]
Thus the transition amplitude can be cast into the form
\[
\langle 0(x_f), t_f | 0(x_i), t_i \rangle \\
= \lim_{N \to \infty} \left( \int \prod_{k=1}^{N} e^{| dx_k \rangle \langle x_k |} \exp \left( i \int_{t_i}^{t_f} dt \left[ i \langle 0(x) | \frac{d}{dt} | 0(x) \rangle - H(x, \dot{x}, t) \right] \right) \right) \\
= \int_{x(t_f) = x_f}^{x(t_i) = x_i} D_\mu(x) \exp \left( i \int_{t_i}^{t_f} dt \left[ i \langle 0(x) | \frac{d}{dt} | 0(x) \rangle - H(x, \dot{x}, t) \right] \right). \quad (N.26)
\]
We note that by using the square integrability of generalized coherent states
we have
\[
\langle 0(x) | \frac{d}{dt} | 0(x) \rangle = -\frac{d}{dt} \langle 0(x) | 0(x) \rangle = -\langle \langle 0(x) | \frac{d}{dt} | 0(x) \rangle \rangle^*, \quad (N.27)
\]
that is \( \langle 0(x) | d/dt | 0(x) \rangle \) is a purely imaginary term. There is no general
 criterion for an explicit form of this term, but when the particular group
 representation is specified, then the term can be found quite easily. There
is, however, a strict connection of this therm with Berry phase. To see it we write

\[
i \int_{t_i}^{t_f} \langle 0(x) | \frac{d}{dt} | 0(x) \rangle \, dt = i \int_{t_i}^{t_f} \langle 0(x) | \nabla_x 0(x) \rangle \cdot dx. \quad (N.28)
\]

In particular, when \( |0(x)\rangle \) are eigenstates of the Hamiltonian (as, for instance, in the non-linear \( \sigma \) model where \( |0(x)\rangle \) describe the degenerate ground state) and when \( x(t) \) traverses in the interval \( t_f - t_i \) a closed path in the \( x \) space, then (N.28) corresponds to the formula [72] for the Berry phase.

**\( SU(2) \) coherent states**

\( SU(2) \) coherent states are also known as spin or Bloch coherent states and the associated path-integral transition amplitude representation follows from Eq. (N.26) [378, 396, 519]:

\[
\langle 0(\xi_f), t_f | 0(\xi_i), t_i \rangle = \lim_{N \to \infty} \int \cdots \int \prod_{k=1}^{N} d\mu(\xi_k^*, \xi_k)
\times \exp \left( i \sum_{l=0}^{N} \Delta t \left[ \frac{i}{\Delta t} \langle 0(\xi_l) | \Delta | 0(\xi_l) \rangle - H(\xi_l^*, \xi_{l-1}, t_l) \right] \right)
\]

\[
= \int_{\xi(t_i) = \xi_i}^{\xi(t_f) = \xi_f} D\mu(\xi^*, \xi) \exp \left( i \int_{t_i}^{t_f} dt \left[ \frac{i}{\Delta t} \langle 0(\xi) | \frac{d}{dt} | 0(\xi) \rangle - H(\xi^*, \xi, t) \right] \right)
\times \exp \left( j \int_{t_i}^{t_f} dt \left[ \frac{j(\xi^* \dot{\xi} - \dot{\xi}^* \xi)}{(1 + |\xi|^2)} - H(\xi^*, \xi, t) \right] \right).
\]

(N.29)

Here

\[
d\mu(\xi_k^*, \xi_k) \equiv \frac{d\xi_k d\xi_k^*}{(1 + |\xi_k|^2)^2} \quad \text{and} \quad H(\xi_l^*, \xi_{l-1}, t_l) \equiv \frac{\langle 0(\xi_l) | H(t_l) | 0(\xi_{l-1}) \rangle}{\langle 0(\xi_l) | 0(\xi_{l-1}) \rangle}.
\]

Use was also made of the fact that up to the order \( \Delta \xi_l = \xi_l - \xi_{l-1} \) one has

\[
\langle 0(\xi_l) | \Delta | 0(\xi_l) \rangle = \langle 0(\xi_l) | \{ |0(\xi_l)\rangle - |0(\xi_{l-1})\rangle \} = \frac{j(\xi_l^* \Delta \xi_l - \xi_l \Delta \xi_l^*)}{1 + |\xi_l|^2}. \quad (N.30)
\]
SU(1,1) coherent states

For the path integral for SU(1,1) coherent states [280] we have:

\[
\langle 0(\zeta_f), t_f | 0(\zeta_i), t_i \rangle = \lim_{N \to \infty} \int \cdots \int \prod_{k=1}^{N} d\mu(\zeta_k^*, \zeta_k) \\
\times \exp \left( i \sum_{l=0}^{N} \Delta t \left[ \frac{i}{\Delta t} \langle 0(\zeta_l)| \Delta| 0(\zeta_l) \rangle - H(\zeta_l^*, \zeta_{l-1}, t_l) \right] \right)
\]

\[
= \int_{\zeta(t_i)=\zeta_i}^{\zeta(t_f)=\zeta_f} D\mu(\zeta^*, \zeta) \exp \left( i \int_{t_i}^{t_f} dt \left[ \frac{i}{\Delta t} \langle 0(\zeta)| \frac{d}{dt} | 0(\zeta) \rangle - H(\zeta^*, \zeta, t) \right] \right)
\]

\[(N.31)\]

where the resolution of the unity Eq. (C.38) has been used and

\[
d\mu(\zeta_k^*, \zeta_k) = \frac{d\zeta_k^* d\zeta_k}{(1 - |\zeta_k|^2)^2} \quad \text{and} \quad H(\zeta_k^*, \zeta_{k-1}, t_k) = \frac{\langle 0(\zeta_k)| H(t_k)| 0(\zeta_{k-1}) \rangle}{\langle 0(\zeta_k)| 0(\zeta_{k-1}) \rangle}.
\]

We have also made use of the fact that, up to order of \( \Delta \zeta = \zeta_k - \zeta_{k-1} \),

\[
\langle 0(\zeta_k)| \Delta| 0(\zeta_k) \rangle = \langle 0(\zeta_k)| \{ 0(\zeta_k) - | 0(\zeta_{k-1}) \} \} = \frac{|j|(\zeta_k^* \Delta \zeta_k - \zeta_k \Delta \zeta_k^*)}{1 - |\zeta_k|^2}.
\]

\[(N.32)\]

Generalization to field theory can now proceed by formally exchanging the coset space variables \( \zeta^a(t) \) \( (a = 1, \ldots, \dim G/H) \) with the coset space fields \( \phi^a(x, t) \), which provide the mapping from \( d \)-dimensional physical space (e.g., spacetime) to \( \mathcal{M} = G/H \),

\[
\phi^a(x, t) : \mathbb{R}^d \to \mathcal{M}.
\]

\[(N.33)\]

The space \( \mathcal{M} \) is called the target space.
Non-linear $\sigma$ models

Since functional integrals for generalized coherent states are naturally expressed in terms of coset space fields, they are well suited to describe the dynamics of Goldstone bosons. From Chapters 3 and 4 (cf. also Appendix I) we know that Goldstone fields take values in the target space which is a coset of $G/H$ ($G$ is the symmetry group of the normal phase and $H$ of the broken phase).

Massless field theories where the target space is the group coset space $G/H$ are commonly known as non-linear $\sigma$ models (or $G/H$-models).

With a suitable choice of the Hamiltonian $H(x, \dot{x}, t)$ (cf. Eq. (N.26)), the generalized coherent state functional integrals describe low-energy effective field theories — non-linear $\sigma$ models, in which only Goldstone bosons, including their mutual interactions, are retained.

Let us consider the case of the $SU(2)$ functional integral. We consider small fluctuations around the ground state in the Heisenberg model of ferromagnets. In the long-wavelength limit we obtain the Landau–Lifshitz non-linear $\sigma$ model which describes the dynamics of corresponding Goldstones — the magnons.

We write the action in the path integral (N.29) in terms of the unit-vector parameters $n(t)$. The first term can be written as (cf. Appendix C)

$$i \int_{t_i}^{t_f} dt \left\{ \frac{j(\xi^* \dot{\xi} - d\xi^* \xi)}{1 + |\xi|^2} \right\} = -2j \sin^2(\theta/2) d\varphi = -\frac{j}{r(z + r)} (x dy - y dx)$$

$$= A_B(x) \cdot dx,$$

where the vector potential (Berry’s connection) is

$$A_B(x) = -\frac{j}{r(z + r)} (-y, x, 0).$$

(N.34)

Since the vector $x$ should sweep the surface of $S^2$ we have that $x = n$ ($n^2 = 1$). The first term in the action in Eq. (N.29) thus reads

$$i \int_{t_i}^{t_f} dt \left\{ \frac{j(\xi^* \dot{\xi} - d\xi^* \xi)}{1 + |\xi|^2} \right\} = \int_{t_i}^{t_f} A_B(n) \cdot \frac{dn}{dt} dt = \int_{\Sigma} B_B \cdot d\sigma.$$

(N.36)

With $\Sigma$ denoting the area of $S^2$ bounded by a closed loop traversed by $n(t)$. Berry’s magnetic induction $B_B$ has the explicit form

$$B_B(x) = \nabla \wedge A_B(x) = \frac{j}{r^3} x = \frac{j}{r^2} n = jn,$$

(N.37)

and thus

$$\int_{S^2} B_B \cdot d\sigma = 4\pi j.$$

(N.38)
Eq. (N.37), together with Eq. (N.38), shows that there is a monopole of the magnetic charge \( j \) located in the origin of the target space. From Eqs. (N.36) and (N.37) it follows

\[
\int_{t_i}^{t_f} dt \left( \frac{\dot{\xi}^* - \dot{\xi}^* \xi}{(1 + |\xi|^2)} \right) = \int_0^1 du \int_{t_i}^{t_f} dt \left( n(t, u) \cdot [\partial_t n(t, u) \wedge \partial_u n(t, u)] \right) \equiv S_{WZ}[n], \tag{N.39}
\]

where \( n(t, u) \) is an arbitrary extension of \( n(t) \) into the spherical rectangle defined by the limits of integration and fulfilling conditions: \( n(t, 0) = n(t) \), \( n(t, 1) = (1, 0, 0) \), and \( n(t_i, u) = n(t_f, u) \). The \( S_{WZ}[n] \) is a special member of a wide class of actions known as Wess–Zumino actions which were introduced in \[663\]. Eq. (N.39) then demonstrates a typical situation (ubiquitous in effective theories) where the Berry phase gives rise to the Wess–Zumino action.

We now turn to many-spin systems — lattice of spins. We will consider first the Hamiltonian \( H(\xi^*, \xi, t) \). To this end we consider the Hamiltonian for the ferromagnetic Heisenberg model, i.e.,

\[
\hat{H}(J) = K \sum_{\langle x, x' \rangle} \hat{J}(x) \cdot \hat{J}(x'), \tag{N.40}
\]

where \( K = -|K| \) is the exchange coupling and \( (r, r') \) are pairs of neighboring lattice sites. According to the definition of \( H(\xi^*_k, \xi_{k-1}, t) \) we have

\[
H(\xi_k^*, \xi_{k-1}, t) = H(n_k, n_{k-1}) = \frac{\langle 0(n_k) | \hat{H}(J) | 0(n_{k-1}) \rangle}{\langle 0(n_k) | 0(n_{k-1}) \rangle} \approx \langle 0(n_k) | \hat{H}(J) | 0(n_k) \rangle + O(\Delta t). \tag{N.41}
\]

By taking advantage of the identity \( \langle 0(n_k) | \hat{J}(r) | 0(n_k) \rangle = j n_k(r) \) (cf. Appendix C), we obtain

\[
H(n_k, n_{k-1}) \approx -|K| j^2 \sum_{\langle x, x' \rangle} n_k(x) \cdot n_k(x'), \tag{N.42}
\]

so that action in the path integral (N.29) reads

\[
S[n] = j \sum_x S_{WZ}[n(x)] + |K| j^2 \sum_k \sum_{\langle x, x' \rangle} \Delta t \sum_{\langle x, x' \rangle} n_k(x) \cdot n_k(x'). \tag{N.43}
\]

Here the first sum runs over all the sites of the lattice and thus represents the sum of the Wess–Zumino terms of individual spins. Note that the time derivative enters only through the Wess–Zumino term.
For definiteness sake, we consider the $D$-dimensional hypercubical lattice and restrict $\sum_{(x,x')}^{(x,x')_{nn}}$ to nearest neighbors only. We can write
\[ \sum_{(x,x')_{nn}} n_k(x) \cdot n_k(x') = -\frac{1}{2} \sum_{(x,x')_{nn}} [n_k(x) - n_k(x')]^2 + \text{const.} \quad (N.44) \]

Consider now the long-wavelength limit, in which $n_k(x)$ are smooth functions of $x$. By denoting the lattice spacing $a$ and, taking the $N \to \infty$ (i.e., continuous-time) limit, we obtain an effective theory described by the action
\[ S[n] = \frac{j}{d^D} \int_{R^D} d^D x \, S_{WZ}[n(x)] \]
\[ - \frac{j^2 |K|}{2a^{D-2}} \int_{t_i}^{t_f} dt \int_{R^D} d^D x \, \partial_t n(x,t) \cdot \partial_t n(x,t) \]. \quad (N.45)\]

Here we have dropped the irrelevant constant appearing in Eq. (N.44).

The non-trivial measure $D\mu(n)$ in the functional integral is rewritten as
\[ D\mu(n) = \delta(n^2 - 1), \]
which then leads to a new total action
\[ S_{tot}[n] = S[n] + \int_{t_i}^{t_f} dt \int_{R^D} d^D x \, \lambda(x,t) (n^2(x,t) - 1). \quad (N.47) \]

We now look at the classical equation of motion whose solution represents the dominant field configuration in the semiclassical approach to quantum ferromagnetism. The variation $\delta S_{tot}[n] = 0$ implies the equations
\[ j(n \wedge \partial_t n) + 2a^D \lambda n = -a^2 |K| j^2 \nabla^2 n \quad \text{and} \quad n^2 = 1. \quad (N.48) \]

Here we have used
\[ \delta S_{WZ}[n(x)] = \int_0^{t_f} du \int_{t_i}^{t_f} dt \, \partial_u \{ \delta n(x,t,u) \cdot [n(x,t,u) \wedge \partial_t n(x,t,u)] \}
+ 3 \int_0^{t_f} du \int_{t_i}^{t_f} dt \, \delta n(x,t,u) \cdot [\partial_t n(x,t,\tau) \wedge \partial_u n(x,t,u)]
= \int_{t_i}^{t_f} dt \, \delta n(x,t) \cdot [n(x,t) \wedge \partial_t n(x,t)]. \quad (N.49) \]
The term on the second line is zero because \( n \delta n = 0 \) (on mass-shell solutions must fulfill the condition \( n^2 = 1 \)) and \( \partial_t n \wedge \partial_u n \) is parallel to \( n \). Using the identity \( n \cdot (n \wedge \partial_t n) = 0 \), \( \lambda \) is eliminated from Eq. (N.48). We obtain
\[
\lambda = -\frac{|K| j^2}{2a^{D-2}} n \cdot \nabla^2 n,
\]
which leads to the equation of motion
\[
\partial_t n = a^2 |K| j (n \wedge \nabla^2 n).
\]
In deriving Eq. (N.51), which is known as the Landau–Lifshitz equation for quantum ferromagnet [403], we have utilized the identity \( n \wedge (n \wedge \partial_t n) = -\partial_t n \). It essentially describes the dynamics of ferromagnetic spin waves.

To see a leading dispersion behavior, we go to the linear regime and assume that the spins are aligned along the third axis around which they fluctuate (precess). So \( n_3 \) changes with \( t \) and \( x \) much slower than \( n_{1,2} \). By defining, \( n = (\pi_1, \pi_2, \sigma) \) \((\pi^2 + \sigma^2 = 1)\), omitting derivatives of \( \sigma \) and setting \( \sigma \approx 1 \) we linearize the Landau–Lifshitz equation and obtain
\[
\partial_t \pi_1 \approx -a^2 |K| j \nabla^2 \pi_2 \quad \text{and} \quad \partial_t \pi_2 \approx a^2 |K| j \nabla^2 \pi_1.
\]

Fourier transform of (N.52) yields the dispersion relation \( \omega(k) \propto k^2 \). The modes that obey this dispersion are \textit{ferromagnetic magnons}. These are true (non-relativistic) Nambu–Goldstone modes.

In the large \( j \) limit the \( SU(2) \) functional integral is dominated by the stationary points of \( S_{\text{tot}}[n] \) (i.e., by solution of (N.51)). This yields the semiclassical representation of the \( SU(2) \) functional integral for Heisenberg ferromagnet. Semiclassical result can be arranged as power series in \( 1/j \).

This expansion is known as the Holstein–Primakoff expansion [331].

There exists similar analysis for anti-ferromagnets [243]. Here the classical lowest energy configuration is described by the Néel state where the neighboring lattice spins flip the sign, i.e., \( n(l) \rightarrow (-1)^l n(l) \). Consequently the dispersion relation of spin waves have the linear (relativistic) form \( \omega(k) \propto |k| \). This linear and gapless dispersion describes the NG modes, which are called \textit{anti-ferromagnetic magnons}. In anti-ferromagnets Berry phase does not play a dynamical role because in the Néel state the Wess–Zumino term reduces to a topological charge [243].
Appendix O

Imaginary-time formalism and phase transitions

In this Appendix we briefly discuss the application of imaginary-time formalism to phase transitions. We note that in the Matsubara formalism the effective action is more relevant with respect to the generating functional $W_{E,\beta}$. This is related mainly to the central role it plays in phase transitions. Indeed, in the Matsubara formalism, it is straightforward to tackle the subtleties concerning the convexity of the effective action in the ordered phase. This is because for the Matsubara functional integral one can easily prove that $W_{\beta}[J]$ is a convex function in $J$, i.e., $\forall \lambda \in [0,1]$.

$$W_{E,\beta}[\lambda J_1 + (1-\lambda)J_2] \leq \lambda W_{E,\beta}[J_1] + (1-\lambda)W_{E,\beta}[J_2]. \quad (O.1)$$

This can be formally proven by setting

$$a_m = \frac{N}{Z_{E,\beta}[J_m]} \exp \left( -S[\phi,\beta] + \int_0^\beta d^4 x \phi(x) J_m(x) \right), \quad (O.2)$$

and using the Jensen inequality [3]

$$a_1^\lambda a_2^{1-\lambda} \leq \lambda a_1 + (1-\lambda)a_2, \quad (a_m > 0). \quad (O.3)$$

After functionally integrating both sides of Eq. (O.3), we obtain the convexity condition (O.1). For those sources $J(x)$ where $W_{E,\beta}[J]$ is twice differentiable, the convexity can also be deduced from the fact that

$$\frac{\delta^2 W_{E,\beta}[J]}{\delta J(x) \delta J(y)} = \langle (\phi(x) - \langle \phi(x) \rangle_J)(\phi(y) - \langle \phi(y) \rangle_J) \rangle_J, \quad (O.4)$$

is the covariance matrix which is always positive semi-definite. The subscript $J$ indicates that the averaging is performed with the weight function $Z_{E,\beta}^{-1}[J] e^{-S_E[\phi,J,\beta]}$ at non-zero current.

We now define the effective action $\Gamma_{E,\beta}^{\text{eff}}$ as the functional Legendre–Fenchel transform (LFT) of $W_{E,\beta}[J]$, i.e.,

$$\Gamma_{E,\beta}^{\text{eff}}[\Phi] = \max_J \left[ \int_0^\beta d^4 x J(x) \Phi(x) - W_{E,\beta}[J] \right] \equiv \mathcal{L} W_{E,\beta}[J]. \quad (O.5)$$
Quantum Field Theory and its Macroscopic Manifestations

Because $W_{E,\beta}[J]$ is a convex function in $J$, the above relation defines $J$ at a given $\beta$ as an invertible function of $\Phi$, i.e., $J(x) \equiv J(\Phi(x), \beta)$. We may then write

$$\Gamma_{E,\beta}^{\text{eff}}[\Phi] = \int_0^\beta d^4x J(\Phi(x), \beta) \Phi(x) - W_{E,\beta}[J(\Phi)], \quad (O.6)$$

which was also our starting point in the CTP formalism (cf. Eq. (6.55)). Note that when $W_{E,\beta}[J]$ is differentiable then from Eq. (O.5) follows that

$$\Phi(x) = \frac{\delta W_{E,\beta}[J]}{\delta J(x)} = \langle \phi(x) \rangle_J \equiv \phi_{E,c}(x). \quad (O.7)$$

To define the generating functional of 1PI thermal diagrams, we need only appeal to the Euclidean version of Coleman prescription (6.59) which now gives

$$W_{E,\beta}[J] = \max_\Phi \left[ \int_0^\beta d^4x J(x) \Phi(x) - \Gamma_{E,\beta}^{\text{1PI}}[\Phi] \right] \equiv \mathcal{L}\Gamma_{E,\beta}^{\text{1PI}}[\phi_{E,c}], \quad (O.8)$$

where

$$\Gamma_{E,\beta}^{\text{1PI}}[\phi_{E,c}] = \sum_{n=1}^{\infty} \frac{1}{n!} \int_0^\beta d^4x_1 \phi(x_1) \cdots \phi(x_n) \Gamma_{E}^n(x_1, \ldots, x_n) |_{\phi = \phi_{E,c}}. \quad (O.9)$$

Here $\Gamma_{E}^n(x_1, \ldots, x_n)$ are Matsubara $n$-point vertex functions.

Substituting Eq. (O.8) into Eq. (O.5), we obtain that $\Gamma_{E,\beta}^{\text{eff}} = (\mathcal{L} \circ \mathcal{L})\Gamma_{E,\beta}^{\text{1PI}}$. At this stage we should stress that the Legendre–Fenchel transform is not necessary self-inverse (involutive), that is to say, $\mathcal{L} \circ \mathcal{L}$ need not necessarily be equal to $\mathbb{1}$. In particular, $\mathcal{L} \circ \mathcal{L} = \mathbb{1}$ only on concave functions [542]. In fact, $\mathcal{L} \circ \mathcal{L}$ produces the convex envelope of the function on which it acts. By the convex envelope of a function, say $f(x)$, we mean the function that is identical with $f(x)$ everywhere except for non-convex parts. The non-convex parts of $f(x)$ are replaced by a straight line (or hyperplanes) connecting the neighboring convex branches. In this sense $(\mathcal{L} \circ \mathcal{L})f$ is the largest convex function fulfilling $(\mathcal{L} \circ \mathcal{L})f \leq f$. Existence of (strictly) non-convex regions translates at the level of $\mathcal{L}f$ to non-differentiable points. As an illustration, let us consider a non-convex $\Gamma_{E,\beta}^{\text{1PI}}$, see Fig. O.1. The $\mathcal{L}\Gamma_{E,\beta}^{\text{1PI}}$ produces $W_{E,\beta}$ which we know is convex. The double LFT of $\Gamma_{E,\beta}^{\text{1PI}}$, i.e., $\mathcal{L}W_{E,\beta} = \Gamma_{E,\beta}^{\text{eff}}$ is the convex envelope of $\Gamma_{E,\beta}^{\text{1PI}}$. The LFT is uniquely invertible only between $W_{E,\beta}$ and $\Gamma_{E,\beta}^{\text{eff}}$ as only in this case both functionals are convex. Consequently $\Gamma_{E,\beta}^{\text{1PI}} \neq \Gamma_{E,\beta}^{\text{eff}}$.

In view of the above discussion, it is important to stress that the general transform which arises in (thermal) QFT is the LFT, not the Legendre
Fig. O.1 Structure of the Legendre–Fenchel transform for non-convex $\Gamma_{E,\beta}^{1PI}$. Note that $\Gamma_{E,\beta}^{\text{eff}} = \mathcal{L} W_{E,\beta} = (\mathcal{L} \circ \mathcal{L}) \Gamma_{E,\beta}^{1PI}$ represents a convex envelope of $\Gamma_{E,\beta}^{1PI}$.

transform. This is because of two facts: firstly $W_{E,\beta}$ is convex, and secondly the stationary phase (or steepest descent) method used by Coleman gives directly LFT between $W_{E,\beta}$ and $\Gamma_{E,\beta}^{1PI}$.

Use of the Legendre transform in this context is strictly speaking erroneous because the Legendre transform is defined only for differentiable convex functions. In this sense LFT is a generalization of the Legendre transform, which reduces to the Legendre transform only when applied to convex differentiable functions. This will have important implications in systems with SSB as we shall see in the following.

Let us close with two more observations. In Matsubara formulation $\Gamma_{E,\beta}^{\text{eff}}$ has a simple physical meaning, namely it corresponds to a dimensionless Helmholtz free energy of sourceless system. In order to see this we recall that the Helmholtz free energy is defined as

$$F[J,\beta] = -T \log Z_{E,\beta}[J] = \langle H \rangle_J - T \langle S \rangle_J,$$  

where $S$ denotes the entropy of the systems and $\langle \cdot \cdot \cdot \rangle_J$ is evaluated with respect to the full Hamiltonian $H[\phi,J]$. So in particular $\beta F[J,\beta] = -W_{E,\beta}[J] - \log Z_{E,\beta}[0]$. By dropping the unimportant constant factor we have (cf. Eq. (O.6))

$$\Gamma_{E,\beta}[\Phi] = \int_0^\beta d^3 x J(\Phi(x),\beta)\Phi(x) + \beta F[\Phi,J,\beta].$$  

(O.11)

By setting $J = 0$ the $\Phi$ will correspond to the order parameter $\phi \equiv \langle \hat{\phi} \rangle$ (cf. Section 6.3.3) and thus $\Gamma_{E,\beta}^{\text{eff}}[\phi] = \beta F[\phi,\beta]$.

Although $\Gamma_{E,\beta}^{\text{eff}}$ can describe the phase transition exactly it does not possess the intuitive picture in which phase transitions can be viewed in terms of competing minima of a continuously varying, smooth function. For this purpose would seem $\Gamma_{E,\beta}^{1PI}$ more suitable. In fact, from (O.10) follows that

$$\beta F[J,\beta] = -W_{E,\beta}[J] \simeq \Gamma_{E,\beta}^{1PI}[\Phi] - \int_0^\beta d^4 x J\Phi.$$  

(O.12)
An obvious shortcoming of this formulation is that one cannot resolve $J$ in terms of $\Phi$. This can be indirectly cured by introducing the Landau free energy $F_L$ as

$$\beta F_L[J, \Phi, \beta] = \Gamma^{1PI}_{E,\beta}[\Phi] - \int_0^\beta d^4x J\Phi. \quad (O.13)$$

$\beta F_L[J, \Phi, \beta]$ should not be confused with $-W_{E,\beta}$ as it depends both on $J$ and $\Phi$ as independent variables. Landau free energy is useful in exploring the phase structure of the whole theory, including both thermal and quantum effects, since the field expectation value (or at $J = 0$ the order parameter) can be obtained by minimizing $F_L[J, \Phi, \beta]$. The possible phases may be identified by searching for non-trivial minima. The actual phase is represented by the absolute minimum, while the other minima should correspond to metastable states. This is the key concept that is taken over in the Landau–Ginzburg treatment of phase transitions (see below).

In conclusion, it may be noted that the doubling of degrees of freedom in the real-time-path approach cannot be achieved by simply analytically continuing in the imaginary-time approach the complex time from imaginary to real axis. In Section 6.6 we show that both real and imaginary-time approaches can be, however, conveniently unified through the geometric background method where the mutual analytic continuations find their proper mathematical framework.

### O.1 Landau–Ginzburg treatment

The idea that $\Gamma^{1PI}_\beta$ summarizes (both in the real and imaginary-time formalism) the joint effect of quantum and thermal fluctuations that superpose on the top the classical theory turns out to be important concept in dealing with phase transitions. To see the effect of the fluctuations explicitly one can try to recast $\Gamma^{1PI}_\beta[\phi]$ into a form that looks like a generalization of the classical action $S[\phi, \beta]$. Because of the non-local nature of $\Gamma^{1PI}_\beta$ (cf. (6.62) and (O.9)) one can bring $\Gamma^{1PI}_\beta$ only into a quasi-local form. This is achieved by expanding $\phi_c$ in Eqs. (6.62) and (O.9) about the point $x_1$ that is common to each integrand, i.e.,

$$\phi_c(x_i) = \phi_c(x_1) + (x_i - x_1)^\mu \partial_\mu \phi_c(x_1) + \frac{1}{2}(x_i - x_1)^\mu(x_i - x_1)^\nu \partial_\mu \partial_\nu \phi_c(x_1) + \cdots. \quad (O.14)$$
Integrating over $x^2, x^3 \ldots$ and collecting the derivatives of $\phi_c$ we can cast $\Gamma_{1PI}^{E,\beta}$ into the form\(^3\)

\[
\Gamma_{1PI}^{E,\beta}[\phi_c] = \int_0^\beta d^4x \left[ V_\beta(\phi_c) + \frac{1}{2} Z_\beta(\phi_c)(\partial_\mu \phi_c)^2 + \cdots \right],
\]

where we have relabeled $x_1$ as $x$. The “$\cdots$” in the integrand denote terms that contain four and more derivatives. Because of the proliferation of the higher order derivatives, the expansion (O.15) is known as the gradient expansion. Terms $V_\beta(\phi_c), Z(\phi_c)$, etc., are ordinary functions (not functionals) in $\phi_c$. The term without any derivatives – $V_\beta(\phi_c)$, defines the effective potential. The structure of $V_\beta(\phi_c)$ can be put into more manageable form by taking the Fourier transform of $\Gamma_n^E$, i.e.,

\[
\Gamma_n^E(x_1, \ldots, x_n) = \int \frac{d^4k_1}{(2\pi)^4} \cdots \frac{d^4k_n}{(2\pi)^4} \frac{1}{n!} \delta^4(k_1 + \cdots + k_n) \times e^{i(k_1 x_1 + \cdots + k_n x_n)} \tilde{\Gamma}_n^E(k_1, \ldots, k_n).
\]

Here $\delta$-function reflects the energy conservation in each vertex. For simplicity we have also assimilated the discrete summation over Matsubara frequencies into an integration measure. We now insert the result (O.16) into (O.9) and compare it with (O.15). This directly gives that

\[
V_\beta(\phi_c) = \sum_{n=1}^\infty \frac{1}{n!} \Gamma_n^E(0, 0, \ldots, 0)(\phi_c(x))^n.
\]

The latter simply says that the vertex functions at zero momenta act as ($T$ and $\hbar$ dependent) “couplings” in an effective potential. Effective potential generally have a different structure of stationary points (stable or unstable minima) than the classical potential. This is, for instance, nicely demonstrated in the celebrated Coleman–Weinberg mechanism [163, 167]. In fact, the radiative and thermal corrections can both create new minima as well as erase the old classical ones. In practice they can even spoil the breakdown of symmetry or generate a breakdown of symmetry even if it was not existent at classical level. In the latter case one speaks [476] about dynamical breakdown of symmetry.

The key observation in the framework of $\Gamma_{1PI}^{E,\beta}$ is that its essential behavior near the critical temperature $T_c = \beta_c^{-1}$ in second order phase transitions can be grasped via the Landau–Ginzburg approximation [282, 381]. In the Landau–Ginzburg approach one directly works with the order parameter\(^3\)

\(^3\)For a definiteness we illustrate the concept with the Matsubara 1PI generating functional. This is also most typical framework used in the literature.
\( \phi \equiv \langle \phi \rangle \) (see Eq. (6.58)) rather than \( \phi_c = \langle \phi \rangle_J \). According to the note after Eq. (6.57), the order-parameter field can be considered as independent of time and temperature. By expanding (O.15) in \( \phi \) we can write

\[
\Gamma_{\beta,LG}[\phi] = \beta F_\beta[0, \phi, \beta_T] \approx \Gamma_{\beta,LG}[\phi] = \Gamma_{\beta,LG}[0] + \beta_c \int_{\mathbb{R}^3} d^3x [a(T_c)(\nabla \phi)^2 + b(T)\phi^2 + c(T_c)\phi^4]. \quad (O.18)
\]

The expansion has been truncated after the fourth term in \( \phi \) and the second-order gradient term, i.e., \( \phi \) is supposed to be a slowly varying function [282]. The coefficients appearing in \( \Gamma_{\beta,LG}[\phi] \) can be identified as follows

\[
\begin{align*}
\beta_a(T) &= \frac{1}{2} Z_\beta(0), \\
\beta_b(T) &= \frac{1}{2} \tilde{\Gamma}_2^E(0,0), \\
\beta_c(T) &= \frac{1}{4!} \tilde{\Gamma}_4^E(0,0,0,0).
\end{align*}
\]

To have a phase transition, the coefficient \( b(T) \) must flip sign at \( T_c \), and to justify the truncation, the coefficients \( a(T_c) \) and \( c(T_c) \) must be positive, otherwise \( \Gamma_{\beta,LG}[\phi] \) can be minimized by \( |\phi| \to \infty \), whereas we wish to describe how the order parameter rises from zero and has a finite value as the coupling constants are varied through \( T_c \) to lower temperatures. We may observe that \( \Gamma_{\beta,LG}[\phi] \) has a unique minimum in the phase where \( b(T) > 0 \) (Wigner phase), while when \( b(T) < 0 \) (Goldstone phase) it acquires the double-well potential with degenerate minima at \( \phi = \pm \sqrt{-b/2c} \). By minimizing \( \Gamma_{\beta,LG}[\phi] \) with respect to order-parameter fluctuations we obtain that \( \phi \) near \( T_c \) fulfills the Landau–Ginzburg equation

\[
a(T_c)\nabla^2 \phi = b(T)\phi + 2c(T_c)\phi^3. \quad (O.20)
\]

We finally remark that first-order phase transitions can be described by an extended Landau–Ginzburg treatment, for example by including a sixth-order term in \( \phi \) with a positive coefficient and considering \( c(T_c) \leq 0 \) (see, e.g., [403]).
Appendix P

Proof of Bogoliubov inequality

Here we prove the Bogoliubov inequality \( F \leq F_0 + \langle H - H_0 \rangle \), used in Section 5.7. In the actual proof we employ the functional integrals. To this end it is convenient to reformulate (L2) and (L3) in terms of a Hamiltonian and corresponding phase-space variables \( \phi \) and \( \pi \). So, in particular, for the action we can write

\[
S[\phi, \beta] = \int_0^{-i\beta} dx_0 \int_{\mathbb{R}^3} d\mathbf{x} \, \mathcal{L}(\phi, \beta) \\
\implies S[\phi, \pi, \beta] = \int_0^{-i\beta} dx_0 \int_{\mathbb{R}^3} d\mathbf{x} \left[ \pi \partial_0 \phi - \mathcal{H}(\phi, \pi, \beta) \right].
\]

(P.1)

Let us now parametrize the time-integration by an imaginary-time variable \( x_0 = -i\tau \) (\( \tau \in [0, \beta] \)) and introduce the Euclidean fields \( \phi_E(\tau, \mathbf{x}) = \phi(\mathbf{x}) \) and \( \pi_E(\tau, \mathbf{x}) = \partial L_E(\phi_E) / \partial \phi_E = -\pi(\mathbf{x}) \).

(P.2)

With these we obtain

\[
S[\phi, \pi, \beta] = -i \int_0^\beta d\tau \int_{\mathbb{R}^3} d\mathbf{x} \left[ i\pi_E \dot{\phi}_E - \mathcal{H}(\phi_E, \pi_E, \beta) \right] \\
\equiv -i \int_0^\beta d\tau \left[ i\pi_E \dot{\phi}_E - H(\phi_E, \pi_E, \beta) \right].
\]

(P.3)

Here the assumption was made that \( \mathcal{H}(\phi_E, -\pi_E, \beta) = \mathcal{H}(\phi_E, \pi_E, \beta) \). This is usually true in systems without gauge symmetry.\(^4\) In addition, the

\(^4\)In general cases it is the phase-space formulation with a Hamiltonian that is more fundamental. The usual configuration-space formulation is just a derived formulation after the functional integration over \( \pi \)'s is performed [384].
configuration-space measure goes over into phase-space measure according to
\[
\int_{\beta-\text{periodic}} D\phi_E \mapsto \int_{\beta-\text{periodic}} D\phi_E D\pi_E.
\] (P.4)

Here the $\beta$-periodicity condition is applied only in the $\phi_E$ integration. Similarly as in ordinary integral calculus we can relabel the integration variables and call them simply $\phi$ and $\pi$. In passing, the reader may note that a similar phase-space structure was already obtained in coherent-state functional integrals, see, for instance, (N.20) and (N.21).

Exploiting the connection between Helmholtz free energy and Euclidean generating functional, we may write the partition function as (cf. Eq. (O.10))
\[
e^{-\beta F_0} = \int_{\beta-\text{periodic}} D\phi D\pi \exp \left( \int_0^\beta d\tau [i\dot{\phi}\pi - H_0(\phi, \pi)] \right),
\] (P.5a)
\[
e^{-\beta F} = \int_{\beta-\text{periodic}} D\phi D\pi \exp \left( \int_0^\beta d\tau [i\dot{\phi}\pi - H(\phi, \pi)] \right),
\] (P.5b)

and
\[
\langle H - H_0 \rangle_0 = e^{\beta F_0} \int_{\beta-\text{periodic}} D\phi D\pi (H - H_0) \exp \left( \int_0^\beta d\tau [i\dot{\phi}\pi - H_0(\phi, \pi)] \right).
\] (P.6)

The normalization constant $N$ was for simplicity assimilated into a functional measure.

To proceed we will assume that the functional measures (i.e., what is here loosely denoted as $D\phi D\pi$) for both $e^{-\beta F_0}$ and $e^{-\beta F}$ are identical. This is generally not the case when both dynamics possess, for instance, different gauge symmetries. In such cases the inequality cannot be proven with the present method, and in fact, it can be argued that it does not hold in general.

In the next step we use Jensen (or convexity) inequality [3]
\[
a_1^\lambda a_2^{1-\lambda} \leq \lambda a_1 + (1-\lambda)a_2,
\] (P.7)
which is valid for all $a_{1,2} \geq 0$ and all real $\lambda \in [0, 1]$. By setting
\[
a_1 = \exp \left( \int_0^\beta d\tau [i\dot{\phi}\pi - H(\phi, \pi)] \right),
\] (P.8a)
\[
a_2 = \exp \left( \int_0^\beta d\tau [i\dot{\phi}\pi - H_0(\phi, \pi)] \right),
\] (P.8b)
we obtain, after a functional integration of (P.7), the inequality
\[ e^{-\beta F_\lambda} - \lambda e^{-\beta F} - (1 - \lambda) e^{-\beta F_0} \leq 0. \quad (P.9) \]

Here \( F_\lambda \) is defined as
\[ e^{-\beta F_\lambda} = \int_{\beta-\text{periodic}} D\phi D\pi \exp \left( \int_0^\beta d\tau [i\dot{\phi} - (H_0 + \lambda(H - H_0))] \right). \quad (P.10) \]

Since (P.9) holds for all \( \lambda \in [0, 1] \), it holds also for \( \lambda \ll 1 \) (for such \( \lambda \)'s is, due to convexity, the inequality close to identity). To this end we expand \( e^{-\beta F_\lambda} \) to order \( O(\lambda) \), so that
\[ e^{-\beta F_\lambda} \simeq e^{-\beta F_0 - \lambda \beta F'_0|_{\lambda=0}} \simeq e^{-\beta F_0} (1 - \lambda \beta F'_0|_{\lambda=0}) \]
\[ = e^{-\beta F_0} [1 - \lambda \beta \langle H - H_0 \rangle_0]. \quad (P.11) \]

By inserting this into (P.9) we obtain
\[ e^{-\beta F_0} [1 - \beta \langle H - H_0 \rangle_0] \leq e^{-\beta F}. \quad (P.12) \]

Exponential Jensen inequality
\[ e^{-\beta \langle H - H_0 \rangle_0} \leq [1 - \beta \langle H - H_0 \rangle_0], \quad (P.13) \]
then implies that
\[ e^{-\beta F_0} e^{-\beta \langle H - H_0 \rangle_0} \leq e^{-\beta F_0} [1 - \beta \langle H - H_0 \rangle_0] \leq e^{-\beta F}. \quad (P.14) \]

Taking logarithm on both sides, and using the fact that \( \log(\ldots) \) is a monotonic function of its argument, we finally obtain
\[ F \leq F_0 + \langle H - H_0 \rangle_0. \quad (P.15) \]
Chapter 7

Topological defects as non-homogeneous condensates. I

7.1 Introduction

In this and in the following Chapter, we study explicit examples of “extended objects” of quantum origin (with or without topological singularities), which behave classically. Vortices in superconductors and superfluids, domain wall in ferromagnets, and other soliton-like objects in many other physical systems are extended objects of this type. An introduction to solitons is presented in Chapter 10.

The study of many-body physics and elementary particle physics shows that, at a basic level, Nature is ruled by quantum dynamical laws. Many phenomena are observed where quanta coexist and interact with extended objects which show a classical behavior. Systems such as superconductors, superfluids, crystals, ferromagnets are described by quantum microscopic dynamics from which most of their macroscopic behaviors are derived. As mentioned in Chapters 3 and 4, these and other systems, characterized by a certain degree of ordering in their fundamental state, appear as macroscopic quantum systems, in the sense that some of their macroscopic observable properties cannot be explained without recourse to the underlying quantum dynamics. Even for structures at cosmological scale, the question of their dynamical origin from elementary components requires an answer consistent with quantum dynamical laws [371–373]. Quantum theory thus appears not to be confined to microscopic phenomena. The question then arises of how quantum dynamics generates not only the observed macroscopic properties such as ordered patterns and coherent behaviors, but also the variety of soliton-like defects mentioned above. Thus, we are faced also with the question of the quantum origin of the macroscopically behaving extended objects and of their interaction with quanta [619]. In other
words, how it happens that, out of the microscopic scale of the quantum elementary components, the macroscopic scale characterizing those systems dynamically emerges together with the classically behaving solitons [617]. We have already analyzed such a problem in Section 4.3.2, where defect formation in the process of symmetry breaking phase transitions has been considered in terms of non-homogeneous boson condensation. There, we have seen the role played by boson transformation functions with topological singularities and observed that topologically non-trivial defects appear in systems presenting an ordered state.

In the present and in the following Chapter we consider examples of topological defects as non-homogeneous condensates [102]. In this Chapter, we will consider a number of soliton-like extended objects, such as the \( \lambda \phi^4 \) kink, the sine-Gordon soliton, the soliton solution of non-linear Schrödinger equation, including the Davydov soliton which has been applied to model biological processes. In the following Chapter, we will consider topological defects in gauge theories. We will study the explicit form of the boson condensation function \( f(x) \) for the various cases under considerations and show how the classical solitons are recovered in appropriate limits from the QFT framework. Moreover, we will study the effects of finite temperature by means of formalisms introduced in previous Chapters, such as Thermo Field Dynamics and Closed Time-Path.

7.2 Quantum field dynamics and classical soliton solutions

In the following Sections we will consider various examples of classical soliton solutions arising from the underlying quantum dynamics via the boson transformation method. The specific form and singularities of \( f(x) \) are the ones consistent with the topological properties of the specific solution of the classical field equation which we want to study. We show that the extended objects described by the classical soliton solutions are obtained as non-homogeneous boson condensation of the quantum fields: they appear as the macroscopic envelopes of localized boson condensates. Such a condensation is controlled, under convenient boundary conditions, by the quantum dynamics. The boson transformation (7.8) is thus determined by the internal consistency of the dynamics.

In the case \( \psi(x) \) is a fermion field, one considers products of an even number of \( \psi(x) \) fields, as done, e.g., in the chiral gauge model discussed in Section 3.8.2, and then one considers the boson condensate of NG boson
fields. For example, in the case of superconductivity [422], one considers the order parameter $\Delta(x) = \langle 0|\psi_{\downarrow}^{\dagger}\psi_{\uparrow}|0 \rangle$ for the spin-down and spin-up Heisenberg electron field, the NG bosons being bound states of two electrons. The Gor’kov equation [294, 295] for $\Delta(x)$ is a well-known example of the classical Euler–Lagrange equation [458, 459] (for small $\Delta(x)$ the Gor’kov equation becomes the Ginzburg–Landau equation).

7.2.1 The dynamical map and the boson transformation

For our subsequent discussion, it is useful to summarize some aspects of QFT formalism presented in previous Chapters. For simplicity, in the following we only consider the case of one boson Heisenberg field $\psi(x)$ and one asymptotic field $\varphi(x)$.

The dynamics is described in terms of the Heisenberg field, which satisfy equal-time canonical commutation relations and the Heisenberg field equation:

$$\Lambda(\partial)\psi(x) = J[\psi(x)]. \quad (7.1)$$

$\Lambda(\partial)$ is a differential operator and $J$ is some functional of $\psi$. They are specific to the model dynamics describing the interaction. The observable level is described in terms of the asymptotic (in- and/or out-) field, $\varphi(x)$ satisfying the field equation

$$\Lambda(\partial)\varphi(x) = 0. \quad (7.2)$$

Eq. (7.1) can be recast in the integral form (Yang–Feldman equation):

$$\psi(x) = \varphi(x) + \Lambda^{-1}(\partial) J[\psi(x)]. \quad (7.3)$$

The symbol $\Lambda^{-1}(\partial)$ formally denotes the $\varphi(x)$ field Green’s function, whose precise form is specified by the boundary conditions. Eq. (7.3) can be solved by iteration, thus giving an expression for the Heisenberg field $\psi(x)$ in terms of powers of the $\varphi(x)$ field; this is the Haag expansion (or “dynamical map” [199, 617, 619], cf. Section 2.2), which might be formally written as

$$\psi(x) = \Psi [x; \varphi]. \quad (7.4)$$

We recall that such an expression is valid in a weak sense, i.e., for the matrix elements only (cf. Chapter 2). This implies that Eq. (7.4) is not unique, since in general different sets of asymptotic fields (and the corresponding Hilbert spaces) can be used in its construction. Let us indeed consider a $c$–number function $f(x)$, solution of

$$\Lambda(\partial)f(x) = 0, \quad (7.5)$$
where $\Lambda(\partial)$ is the same as in Eq. (7.2). Then the corresponding Yang–Feldman equation takes the form

$$
\psi^f(x) = \varphi(x) + f(x) + \Lambda^{-1}(\partial) J[\psi^f(x)].
$$

(7.6)

The latter gives rise to a different Haag expansion for a field $\psi^f(x)$ still satisfying the Heisenberg equation (7.1):

$$
\psi^f(x) = \Psi^f[x; \varphi + f].
$$

(7.7)

The difference between the two solutions $\psi$ and $\psi^f$ is only in the boundary conditions. An important point is that the expansion Eq. (7.7) is obtained from that in Eq. (7.4), by the spacetime-dependent translation (boson transformation):

$$
\varphi(x) \rightarrow \varphi(x) + f(x).
$$

(7.8)

Eqs. (7.6)–(7.8) express the boson transformation theorem [619] (cf. Section 4.3): the dynamics embodied in Eq. (7.1), contains an internal freedom, represented by the possible choices of the function $f(x)$, satisfying the free field equation (7.2). Eq. (7.8) is a canonical transformation since it leaves invariant the canonical commutation relations.

The vacuum expectation value of Eq. (7.6) gives

$$
\phi^f(x) \equiv \langle 0 | \psi^f(x) | 0 \rangle = f(x) + \langle 0 | \Lambda^{-1}(\partial) J[\psi^f(x)] | 0 \rangle.
$$

(7.9)

The classical solution is obtained by means of the classical or Born approximation, which consists in taking

$$
\langle 0 | J[\psi^f(x)] | 0 \rangle = J[\phi^f],
$$

i.e., neglecting all contractions of the physical fields. In this limit, $\phi^f_{cl}(x) \equiv \lim_{\hbar \rightarrow 0} \phi^f(x)$ is the solution of the classical Euler–Lagrange equation:

$$
\Lambda(\partial) \phi^f_{cl}(x) = J[\phi^f_{cl}(x)].
$$

(7.10)

The Yang–Feldman equation (7.6) describes not only the equations for $\phi^f_{cl}(x)$ in the classical approximation, i.e., Eq. (7.10), but also, at higher orders in $\hbar$, the dynamics of one or more quantum physical particles in the potential generated by the macroscopic object $\phi^f(x)$ [619].

To see this, we rewrite the dynamical map (7.7) by expanding $\psi^f(x)$ around $\phi^f(x)$. Using the relation

$$
\frac{\delta J^f(x)}{\delta f(y)} = \int d^4 z \frac{\delta J^f(x)}{\delta \phi^f(z)} \frac{\delta \phi^f(z)}{\delta f(y)},
$$

(7.11)

we obtain [619]:

$$
\psi^f(x) = \phi^f(x) + \frac{1}{2} : \int d^4 y_1 d^4 y_2 \varphi(y_1) \varphi(y_2) \frac{\delta}{\delta f(y_1)} \frac{\delta}{\delta f(y_2)} \phi^f(x) : + \ldots
$$

$$
\equiv \phi^f(x) + \psi^{(1)}_f(x) + \frac{1}{2} : \psi^{(2)}_f(x) : + \ldots,
$$

(7.12)
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with

\[ \Lambda(\partial) \phi^{f}(x) = J[\phi^{f}(x)], \quad (7.13) \]

\[ \Lambda(\partial) \psi^{(1)}_{f}(x) - \int d^{4}y V^{f}(x,y) \psi^{(1)}_{f}(y) = 0, \quad (7.14) \]

where \( V^{f}(x,y) = \frac{\delta}{\delta \phi^{f}(y)} \langle 0 | J[\psi^{f}(x)] | 0 \rangle \) is the (self-consistent) potential induced by the macroscopic object which is self-consistently created in the quantum field system.

Eq. (7.14) describes a quantum particle under the influence of the potential \( V^{f}(x,y) \). It is possible to derive a complete hierarchy of such equations, describing, at higher order, scattering of two or more particles in the potential of the macroscopic object. For example, the equation of next order with respect to Eq. (7.14) is:

\[ \Lambda(\partial) \psi^{(2)}_{f}(x) - \int d^{4}y V^{f}(x,y) \psi^{(2)}_{f}(y) = \int d^{4}y_{1} d^{4}y_{2} V^{f}(x,y_{1},y_{2}) \psi^{(1)}_{f}(y_{1}) \psi^{(1)}_{f}(y_{2}), \quad (7.15) \]

with \( V^{f}(x,y_{1},y_{2}) = \frac{\delta}{\delta \phi^{f}(y_{1})} \frac{\delta}{\delta \phi^{f}(y_{2})} \langle 0 | J[\psi^{f}(x)] | 0 \rangle \).

For a more detailed description of these aspects, see [617, 619].

The class of solutions of Eq. (7.5), which lead to non-trivial (i.e., carrying a non-zero topological charge) solutions of Eq. (7.10), are those which have some sort of singularity with respect to Fourier transform. These can be either divergent singularities or topological singularities. The former are associated to divergences of \( f(x) \) for \( |x| = \infty \), at least in some direction. The latter arise when \( f(x) \) is not single-valued, i.e., is path-dependent.\(^1\) In both cases, the macroscopic object described by the order parameter will carry a non-zero topological charge (cf. Sections 3.5, 4.3, 4.3.1).

The computational strategy is the following (see Fig. 7.1): the first step consists in writing down the dynamical map(s) for the Heisenberg operator(s). Then one introduces the boson transformation function(s) \( f \) controlling the choice of the Hilbert space. The next step is to determine \( f \), say \( \tilde{f} \), corresponding to a particular soliton solution by taking the classical limit \( \phi^{f}_{cl} \equiv \lim_{\hbar \to 0} \phi^{f} \) of the order parameter \( \phi^{f} \equiv \langle 0 | \psi^{f} | 0 \rangle \). The function \( \tilde{f} \) is then used to obtain the Heisenberg field operator in the chosen soliton sector: \( \psi^{\tilde{f}} \). At this point there are various possibilities: \( i \) calculate quantum corrections to the order parameter, by taking higher orders in the \( \hbar \) expansion of \( \langle 0 | \psi^{f} | 0 \rangle \); \( ii \) study finite temperature effects on the order parameter,\(^1\) An interesting study on multivalued fields and topological defects can be found in [383].
by considering \( \langle \psi^f \rangle_\beta \), where \( \langle . . . \rangle_\beta \) stands for thermal average; iii) calculate Green’s functions, such as \( \langle T[\psi^f \psi^f] \rangle \), in the presence of defects, both at zero and finite temperature. Another possibility, not considered here, is the study of the non-equilibrium phase transition properties of systems containing defects.

Finally, we remark that the \( \epsilon \)-number (classical) field \( \phi^f(x) \) is obtained without need of performing the \( \hbar \to 0 \) limit. Since a large number of bosons is condensed, we may have

\[
\frac{\hbar \Delta n}{\hbar n} = \frac{\Delta n}{n} \ll 1,
\]

i.e., quantum fluctuations \( \hbar \Delta n \) can be much less than the total quantum number \( \hbar n \) \[182, 619\]. The point is that the inequality (7.16) does not depend on \( \hbar \). Therefore, classical behavior is possible even for non-vanishing \( \hbar \), which allows the co-existence of quanta and classically (macroscopically) behaving systems (extended objects) and their interaction. We have already commented on the interaction of quanta with classical fields and currents of quantum origin in Chapter 4, see in particular Sections 4.3.1 and 4.4.2.

### 7.2.2 The quantum coordinate

The appearance of a localized macroscopic object breaks the translational invariance of the system (and in particular that of the ground state): this is reflected by the appearance of zero energy modes, i.e., the Nambu–Goldstone (NG) modes associated with the symmetry breaking.
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The dynamics of the quasiparticles in the presence of the extended object may admit different solutions: scattered waves, bound states and zero energy modes. The first ones are recovered by solving by iteration Eq. (7.14) and have a continuous spectrum; the second ones are discrete energy solutions of Eq. (7.14) and represent bound states of $\varphi$-quanta and the extended object. The discrete energy solutions may also include zero energy solutions, describing the NG modes created by the breakdown of translational symmetry.

These solutions are easily shown to exist when we consider Eq. (7.14), for simplicity, at tree level and for a static extended object (i.e., $f(x) = f(x)$):

$$\Lambda(-i\omega, \nabla) u_\omega(x) - \int d^3y \frac{\delta J[\phi^f(x)]}{\delta \phi^f(y)} u_\omega(y) = 0, \quad (7.17)$$

where $u_\omega(x)$ denotes the wave function of the solution of energy $\omega$. By applying $\nabla$ on Eq. (7.13), we obtain [619] in the static case, $\phi^f(x) = \phi^f(x)$,

$$\Lambda(0, \nabla) \nabla \phi^f(x) - \int d^3y \frac{\delta J[\phi^f(x)]}{\delta \phi^f(y)} \nabla \phi^f(x) = 0, \quad (7.18)$$

i.e., $\nabla \phi^f(x)$ is a solution of Eq. (7.17) with zero energy.

The necessity of taking into account all the different solutions of Eq. (7.17) comes when considering the commutation relations for the $\psi(x)$ field. In the tree approximation, the only contribution to the $\delta$ function in the canonical commutator $[\psi(x), \partial_t \psi(y)]|_{t_x=t_y} = \delta^3(x-y)$ comes from the $\psi^{(1)}(x)$ component.

The fact that Eq. (7.17) admits both continuous and discrete energy solutions implies that a completeness relation can be obtained only by considering a combination of all the wave functions related to these modes. More explicitly, denoting by $\chi^s(x)$ and $\chi^b(x)$ the scattered waves and the bound states solutions of Eq. (7.17), they are expanded as follows:

$$\chi^s(x) = \int d^3k \frac{h}{\sqrt{2\omega_k}} \left[ u_k(x) \alpha_k e^{-i\omega_k t} + u_k^*(x) \alpha_k^* e^{i\omega_k t} \right], \quad (7.19)$$

$$\chi^b(x) = \sum_{i>3} \frac{h}{\sqrt{2\omega_i}} \left[ u_i(x) \alpha_i e^{-i\omega_i t} + u_i^*(x) \alpha_i^* e^{i\omega_i t} \right], \quad (7.20)$$

where the operators $\alpha_k$ and $\alpha_i$ are independent. In Eq. (7.20) the first three modes (not included into the sum) are those associated with the three directions for spatial translations, given by $\nabla \phi^f(x)$. Since these modes have zero energy, they cannot be written in the form (7.20) and must be considered separately.
Denoting by $\beta_i$, $i = 1, 2, 3$, the annihilation operators for these modes, we can write

\[
q = \frac{1}{\sqrt{2\omega}} (\beta + \beta^\dagger) ,
\]

\[
p = -i \sqrt{\frac{\omega}{2}} (\beta - \beta^\dagger) ,
\]

with $[q_i, p_j] = i\delta_{ij}$. The quantum mechanical operator $q$ is called the quantum coordinate and it commutes with $\alpha_k$ and $\alpha_i$.

The expression for $\psi_f^{(1)}(x)$ is then:

\[
\psi_f^{(1)}(x) = \varphi(x) - (q \cdot \nabla)\phi_f(x) ,
\]

where $\varphi(x) = \chi^x(x) + \chi^b(x)$. The dynamical map now reads

\[
\psi_f(x) = \phi_f(x) - (q \cdot \nabla)\phi_f(x) + \varphi(x) + \ldots
\]

\[
= \phi_f(x - q) + \varphi(x) + \ldots ,
\]

which shows how the quantum coordinate appears in the dynamical map in the combination $(x - q)$ with the spatial coordinate. The quantum coordinate $q$ and the conjugate momentum $p$ describe respectively quantum fluctuations of the position and momentum of the soliton.

The appearance of the quantum coordinate modifies the structure of the Hilbert space, since it is now the direct product of the Hilbert space for the quantum coordinate and of the Fock space for the excitation modes. The order parameter is then defined more properly as

\[
\phi_f(x) = \langle 0 | \psi_f(x) | 0 \rangle_{q=p=0} .
\]

For a systematic discussion of quantum coordinates and their relation to collective coordinates (cf. Chapter 10) see [617, 619]. A further issue connected with quantum coordinates is the one of the so-called emergent symmetries, i.e., those symmetries associated with the macroscopic objects and which do not exist in the basic Lagrangian. An example of this is the Abrikosov lattice formed by vortices in superconductors. Here we will not discuss emergent symmetries, see [617, 619].

### 7.3 The $\lambda \phi^4$ kink solution

We consider a real scalar Heisenberg field $\psi$ with quartic interaction term in $(1 + 1)$ dimensions. The Lagrangian (throughout we adopt the Minkowski metric with signature $(+-)$) is:

\[
\mathcal{L} = \frac{1}{2} (\partial_\mu \psi(x))^2 - \frac{1}{2} \mu^2 \psi^2(x) - \frac{\lambda}{4} \psi^4(x) .
\]
For simplicity we do not consider here the renormalization problem; see [95, 617, 619] for a discussion of this issue. The Heisenberg equation is

\[(\partial^2 + \mu^2)\psi(x) = -\lambda \psi^3(x),\]  

where \(\partial^2 \equiv \partial^2_t - \partial^2_{x_1}\) and \(x = (x_0, x_1)\). We symbolically write

\[\Lambda(\partial)\psi(x) = J[\psi(x)],\]  

where \(\Lambda(\partial) \equiv -\partial^2 - \mu^2\) and \(J[\psi(x)] \equiv \lambda \psi^3(x)\). In the case \(\mu^2 < 0\), it is known that (7.26) admits at a classical level kink solutions [163, 271, 532]. We shall not consider the case \(\mu^2 > 0\), since it does not possess the kink solutions. The quantum theory is completely specified when the Hilbert space on which the field operators have to be realized is assigned. We choose to work in the Hilbert space for the in-fields and denote by \(|0\rangle\) the vacuum for such fields. We assume that the \(\psi(x)\) field has non-vanishing expectation value in the vacuum \(|0\rangle\):

\[\langle 0|\psi(x)|0 \rangle = v,\]  

and define the Heisenberg field operator \(\rho(x)\) by the relation

\[\psi(x) = v + \rho(x).\]  

As a consequence of the parametrization (7.29) we obtain

\[\mathcal{L} = \frac{1}{2} (\partial_\mu \rho)^2 - \frac{1}{2} \mu^2 \rho^2 - \frac{g^2}{8} \rho^4 - \frac{1}{2} mg \rho^3 + \frac{m^4}{8g^2},\]  

and the Heisenberg equation for the field \(\rho\) is:

\[(\partial^2 + m^2)\rho(x) = -\frac{3}{2} mg \rho^2(x) - \frac{1}{2} g^2 \rho^3(x),\]  

with \(g = \sqrt{2\lambda}\) and \(m^2 = 2\lambda v^2 = -2\mu^2 > 0\). The in-field (or quasiparticle field) \(\rho_{in}(x)\) solves the free field equation

\[(\partial^2 + m^2)\rho_{in}(x) = 0.\]  

The Heisenberg field \(\psi(x)\) operates on the state \(|0\rangle\) when expressed in terms of \(\rho_{in}(x)\) fields. We thus search for the dynamical map

\[\psi(x) = \Psi[x; \rho_{in}],\]  

which, as we know, has to be understood as a weak relation, i.e.,

\[\langle a|\psi(x)|b \rangle = \langle a|\Psi[x; \rho_{in}]|b \rangle.\]
Here, \(|a\rangle\) and \(|b\rangle\) are any two states belonging to the Hilbert space for \(\rho_{in}(x)\). \(\Psi[x;\rho_{in}]\) represents a functional of normal products of \(\rho_{in}(x)\) determined by the dynamics, which, in the tree approximation, reads

\[
\rho(x) = \rho_{in}(x) + \frac{3}{2}mg(-i) \int d^2y \Delta(x-y) : [\rho_{in}(y)]^2 :
\]

\[
+ \frac{1}{2}g^2(-i) \int d^2y \Delta(x-y) : [\rho_{in}(y)]^3 :
\]

\[
+ \frac{9}{2}m^2g^2(-i)^2 \int d^2yd^2z \Delta(x-y)\Delta(y-z) : \rho_{in}(y)[\rho_{in}(z)]^2 :
\]

\[+ \ldots .\] (7.36)

\(\Delta(x-y)\) is the Green’s function:

\[(\partial^2 + m^2)\Delta(x-y) = -i\delta^{(2)}(x-y).\] (7.37)

We now write

\[
\rho(x) = \sum_{n=1}^{\infty} \rho^{(n)}(x),
\] (7.38)

where \(n\) denotes the order of the normal products. In the tree approximation we obtain the recurrence relation

\[
\rho^{(n)}(x) = -\frac{3}{2}mg(-i) \int d^2y \Delta(x-y) \sum_{i+j=n} : \rho^{(i)}(y)\rho^{(j)}(y) :
\]

\[
+ \frac{1}{2}g^2(-i) \int d^2y \Delta(x-y) \sum_{i+j+k=n} : \rho^{(i)}(y)\rho^{(j)}(y)\rho^{(k)}(y) : .\] (7.39)

Now we perform the boson transformation

\[
\rho_{in}(x) \rightarrow \rho_{in}(x) + f(x),
\] (7.40)

where \(f(x)\) is a c-number function solution of the in-field Eq. (7.33):

\[(\partial^2 + \mu^2)f(x) = 0 .\] (7.41)

We denote the boson-transformed field operators by \(\psi^f\) and \(\rho^f\) and define

\[
\phi^f(x) \equiv \langle 0|\psi^f(x)|0\rangle ,
\] (7.42)

i.e.,

\[
\phi^f(x) = v + \langle 0|\rho^f(x)|0\rangle ,
\] (7.43)

and put

\[
\phi_0^f(x) = \lim_{\hbar \rightarrow 0} \phi^f(x).\] (7.44)
The boson transformation theorem implies that \( \psi_f(x) = \psi(x; \phi_m + f) \) also satisfies the Heisenberg field equation as \( \psi(x) \) does (cf. Eq. (7.28))

\[
\Lambda(\partial) \psi_f(x) = J[\psi_f(x)]. \tag{7.45}
\]

The \( \hbar \to 0 \) limit in Eq. (7.44) indicates that the tree approximation is used, i.e., we neglect the contributions \( O(\hbar) \) of the order of \( \hbar \) due to the contraction of fields which create loop diagrams. In other words, one writes all products of normal products as normal products without contractions. Therefore, when considering the expectation values of the non-linear functional \( J \) of the \( \psi \) field, we have

\[
\langle 0 | J[\psi] | 0 \rangle = J[\langle 0 | \psi | 0 \rangle] + O(\hbar), \tag{7.46}
\]

and thus

\[
\phi_f^0(x) = f(x) + [\Lambda(\partial)]^{-1} J[\phi_f^0(x)], \tag{7.47}
\]

which gives the classical Euler–Lagrange equation

\[
\Lambda(\partial) \phi_f^0(x) = J[\phi_f^0(x)]. \tag{7.48}
\]

The c-number field \( \phi_f(x) \) describes a classically behaving object even when \( \hbar \neq 0 \). We now consider the static case since we are interested in the static kink solution. Non-static configurations can then be generated by boosting static solutions with a Lorentz transformation. We denote the space coordinates \( x_1, y_1, \ldots \) simply by \( x, y, \ldots \). Then the function \( f(x) \) has to be a solution of the equation

\[
\left( \frac{d^2}{dx^2} - m^2 \right) f(x) = 0. \tag{7.49}
\]

We obtain

\[
\phi_f^0(x) = v + f(x) + \frac{3}{2} m g \int dy K(x-y)f^2(y) + \frac{1}{2} g^2 \int dy K(x-y)f^3(y) + \frac{9}{2} m^2 g^2 \int dydz K(x-y)K(y-z)f(y)f^2(z) + \ldots, \tag{7.50}
\]

where \( K(x-y) \) is the Green’s function defined by:

\[
\left( \frac{d^2}{dx^2} - m^2 \right) K(x-y) = \delta(x-y). \tag{7.51}
\]

The recurrence relation Eq. (7.39) now becomes

\[
\rho_f^{(n)}(x) = \frac{3}{2} mg \int dy K(x-y) : \sum_{i+j=n} \rho_f^{(i)}(y) \rho_f^{(j)}(y) : + \frac{1}{2} g^2 \int dy K(x-y) : \sum_{i+j+k=n} \rho_f^{(i)}(y) \rho_f^{(j)}(y) \rho_f^{(k)}(y) :. \tag{7.52}
\]
We choose \( f(x) = Ae^{-mx} \) as a solution of Eq. (7.49). We do not choose as \( f(x) \) a superposition of \( e^{-mx} \) and \( e^{+mx} \) since it would be divergent both as \( x \to -\infty \) and \( x \to +\infty \). Then we choose the Green’s function \( K \) such that

\[
K(x - y) = 0 \text{ for } x > y
\]

\[
K(x) = -\theta(-x) \frac{1}{m} \sinh mx . \tag{7.53}
\]

The choice of \( f(x) \) and the Green’s function \( K(x) \) are conditioned by the convergence of the integrals in Eq. (7.50). It is, for instance, clear that Feynman causal Green’s function would produce exponential divergences. By induction one can prove from Eq. (7.52) that

\[
\rho^{(1)} f = f(x),
\]

\[
\rho^{(n)} f = C_n (e^{-mx})^n
\]

and that \( C_1 = A \), and for \( n \geq 2 \)

\[
C_n = \frac{1}{m^2(n^2 - 1)} \left( \frac{3}{2} mg \sum_{i+j=n} C_i C_j + \frac{1}{2} g^2 \sum_{i+j+k=n} C_i C_j C_k \right). \tag{7.54}
\]

This and use of \( g v = m \) give \( C_n = 2v \left( \frac{A}{2v} \right)^n \), which leads to

\[
\phi_0^f(x) = v + 2v \sum_{n=1}^{\infty} \left( \frac{A}{2v} e^{-nx} \right)^n = v \frac{1 + \frac{A v e^{-mx}}{1 - \frac{A v e^{-mx}}}}{1 - \frac{A v e^{-mx}}}. \tag{7.55}
\]

By choosing \( A = -2ve^{ma} \), the kink soliton is obtained in the form

\[
\phi_0^f(x) = v \tanh \left[ \frac{m}{2} (x - a) \right], \tag{7.56}
\]

i.e., the kink solution of the classical Euler–Lagrange equation (7.48):

\[
(\partial^2 + \mu^2)\phi_0^f(x) = -\lambda [\phi_0^f]^3(x). \tag{7.57}
\]

The antikink solution is similarly obtained for \( A = -2ve^{-ma} \) and \( f(x) = Ae^{+mx} \), or, alternatively, for \( \langle 0|\psi(x)|0 \rangle = -v \).

When \( A = 2ve^{ma} \) we obtain another solution of (7.57):

\[
\phi_0^f(x) = v \coth \left[ \frac{m}{2} (x - a) \right]. \tag{7.58}
\]

Eqs. (7.56) and (7.58) are the only static solutions of (7.57) satisfying the condition \( \phi_0^f(x) \to v \) for \( x \to \infty \) (see Section 10.3.2).

For static soliton-like solutions created by non-homogeneous boson condensation, the equation to be solved by \( f(x) \) has the general form

\[
(\nabla - m^2)f(x) = 0 . \tag{7.59}
\]

For \( m = 0 \) this admits the trivial solution \( f(x) = \text{constant} \). Disregarding such a solution, for \( m \geq 0 \), Eq. (7.59) does not admit any solution which is Fourier transformable. This implies that static extended objects created by
boson condensation carry certain singularities which prohibit the Fourier transform of \( f(x) \). Thus \( f(x) \) has either a divergent singularity, i.e., \( f(x) \) diverges at \( |x| \to \infty \) at least in certain direction of \( |x| \) (as in the case of the kink discussed above) or a topological singularity, i.e., \( f(x) \) is not single-valued. We refer to Section 4.3.1 for a discussion of non-homogeneous boson condensation in the case of \( f(x) \) not single-valued. There we have seen that such a case is compatible only with the condensation of massless bosons (such as the NG bosons). An example of extended object where \( f(x) \) carries topological singularity is the vortex solution, which will be discussed later.

As already observed in Section 7.2.1, we remark that \( \phi^f(x) \) contains quantum effects, although it describes a macroscopic object. In other words, \( \phi^f(x) \) is the soliton solution with quantum corrections given by loop diagrams [619].

### 7.3.1 The kink solution and temperature effects

In Section 5.7 we have seen how to treat in the TFD formalism and in the Ginzburg–Landau functional method at finite temperature the occurrence of a non-zero vacuum expectation value \( v(\beta) \) of a real scalar field \( \psi(x) = \rho(x) + v(\beta) \) (for uniformity of notation here we denote by \( \psi(x) \) the scalar quantum field)

\[
\langle 0(\beta)|\psi(x)|0(\beta) \rangle = v(\beta) . \tag{7.60}
\]

In the present Section we consider the case of dimensions \( D = 2 \), i.e., \( 1 + 1 \) dimensions, and the kink solution in the tree approximation.

We start from Eqs. (5.183) obtained in the TFD formalism and in the variational method, here rewritten for the reader’s convenience:

\[
(\partial^2 - \mu^2(\beta))\rho(x) = : \lambda \rho^3(x) :_\beta + 3\lambda v(\beta) : \rho^2(x) :_\beta , \tag{7.61}
\]

where, according to Eq. (5.182),

\[
\mu^2(\beta) = 2\lambda v^2(\beta) = 2(-\mu^2 - 3\lambda : \rho^2 :)_0 . \tag{7.62}
\]

The solution of (7.61) is formally given by the Yang–Feldman relation

\[
\rho(x) = \rho_{in,\beta}(x) + (\partial^2 - \mu^2(\beta))^{-1} \left( : \lambda \rho^3(x) :_\beta + 3\lambda v(\beta) : \rho^2(x) :_\beta \right) , \tag{7.63}
\]

where \( \rho_{in,\beta}(x) \) is the quasiparticle field in the \( \beta \)-representation \( \{|0(\beta)\} \) solution of Eq. (5.184), i.e.:

\[
(\partial^2 - \mu^2(\beta))\rho_{in,\beta}(x) = 0 . \tag{7.64}
\]
At $T = 0$ the soliton solution is obtained in the tree approximation as the macroscopic envelope of the localized Bose–Einstein condensation. When $T \neq 0$ we assume that the instability of the quasiparticle state due to thermal fluctuations can be neglected provided we work at a temperature low enough with respect to the critical temperature $T_C$ where instability is dominant. The soliton is then obtained similarly as in the case $T = 0$, provided the temperature is carefully kept below $T_C$. As $T \to T_C$ the soliton solution may vanish due to large thermal fluctuations. We proceed therefore as follows. The non-homogeneous boson condensation of the $\rho_{\text{in},\beta}$ field is induced by the translation

$$\rho_{\text{in},\beta}(x) \to \rho_{\text{in},\beta}(x) + f_{\beta}(x).$$

This is an invariant translation provided the condensation function $f_{\beta}(x)$ is a solution of the field equation

$$(\partial^2 - \mu_0^2(\beta))f_{\beta}(x) = 0.$$  (7.66)

We are interested in obtaining the static kink solution, thus we consider the static case where $f_{\beta}(x) = \text{const.} e^{-\mu_0(\beta) x_1}$. Then

$$\psi(x) \to \psi^f(x) = \rho^f(x) + v(\beta),$$  (7.67a)

$$\rho(x) \to \rho^f(x) = F[\rho_{\text{in},\beta}(x) + f_{\beta}(x)],$$  (7.67b)

and

$$\langle 0(\beta)|\psi^f(x)|0(\beta)\rangle = v(\beta) + \langle 0(\beta)|\rho^f(x)|0(\beta)\rangle \equiv v^f(x, \beta).$$  (7.68)

Note that $f_{\beta}(x)$ is self-consistently determined under the condition (7.66) through (7.61), (7.63) and (7.64). The static kink solution

$$v_{0f}(x_1, \beta) = \lim_{\hbar \to 0} v^f(x_1, \beta),$$  (7.69)

is obtained as solution of the classical Euler–Lagrange equation derived from (5.186)

$$\left(\nabla + |\mu|^2 - 3\lambda(\rho^2)\right) v_{0f}(x_1, \beta) = \lambda [v_{0f}^2(x_1, \beta)]^3.$$  (7.70)

The kink solution of Eq. (7.70) centered at $x_1 = a$ is thus

$$v_{0f}(x_1, \beta) = v(\beta) \tanh \sqrt{\frac{\lambda}{2} v(\beta)} (x_1 - a).$$  (7.71)

Eq. (7.71) shows that the “order parameter” $v_{0f}(x_1, \beta)$ (the kink solution) depends on $\beta$ through $\langle \rho^2 \rangle_0$ (cf. Eq. (7.62)). From (7.62), we see that $v^2(\beta) \to 0$ as $T$ approaches the critical temperature $T_C$ such that

$$|\mu|^2 = 3\lambda(\rho^2)_{T=T_C}.$$  (7.72)
Therefore, in the same limit \((T \to T_C)\) the kink solution and the associated topological charge \(v_0^f(+\infty, \beta) - v_0^f(-\infty, \beta) \to 0\) go to zero [438, 637].

The boson condensation function \(f_\beta(x) = \text{const.} e^{-\mu_0(\beta)x_1}\) plays the role of “form factor” and the density of condensed bosons is proportional to

\[
|f_\beta(x)|^2 = \text{const.} e^{-2\mu_0(\beta)x_1} = e^{-2\mu_0(\beta)(x_1-a)}.
\]

(7.73)

Such a number is maximal near the kink center \(x_1 = a\) and decreases over the size \(\xi_\beta = \frac{2}{\mu_0(\beta)}\).

The meaning of the transformation (7.65) is clearly expressed by Eq. (7.68) which shows that the \(f_\beta\)-translation breaks the homogeneity of the otherwise constant in space order parameter \(v(\beta)\). On the other hand, the mass \(\mu_0(\beta) = (2\lambda)^{1/2} v(\beta)\) of the “constituent” fields \(\rho\) fixes the kink size \(\xi_\beta \propto \frac{2}{\mu_0(\beta)} = \frac{\sqrt{2}}{\sqrt{\lambda v(\beta)}}\). Since in our picture the kink is made out of the coherent condensation of the \(\rho\) particles, which are confined around the kink center, we see that there is a deconfinement at \(T \to T_C\).

It is interesting to note that in the \(T \to 0\) limit the kink size \(\xi_0\) is \(\xi_0 \propto \frac{\sqrt{2}}{\sqrt{\lambda v(\beta)}} < \xi_\beta\), since \(v^2(\beta) = v^2 - 3\langle \rho^2 \rangle_0 < v^2\). At \(T = 0\) the kink equation and the kink solution are in fact

\[
(\nabla + |\mu^2|) \ v_0^f(x_1) = \lambda [v_0^f(x_1)]^3, \quad \mu^2 = -\lambda v^2,
\]

(7.74)

and

\[
v_0^f(x_1) = v \tanh \sqrt{\frac{2}{\lambda}} v (x_1-a),
\]

(7.75)

respectively, according to the assumption \(\langle 0|\psi(x)|0 \rangle = v \neq 0\) at \(T = 0\).

As \(T\) starts to be different from zero, the thermal Bose–Einstein condensate \(\langle :\rho^2(x) :0 \rangle\) develops, acting as a potential term (or thermal mass [411]) for the quantum field \(\rho(x)\), cf. Eqs. (7.61) and (7.62): in this way quantum dynamics is affected by temperature effects. Similarly, such temperature effects manifest at classical level as potential term for the classical field \(v_0^f\) (cf. Eq. (7.70) with Eq. (7.74)). It is such a potential term which actually controls the size of the kinks.

Notice that in Eq. (7.64) \(\mu_0^2(\beta)\) also acts as a potential for the \(\rho_{in,\beta}(x)\) field. Only in the limit \(v(x, \beta) \to \text{const.}\) the \(\rho_{in,\beta}(x)\) field may be considered as a free field; e.g., far from the kink core. In general, however, the free field description breaks down for \(v \neq \text{const.}\) At \(T > T_C\), \(\mu_0\) becomes imaginary (cf. Eq. (7.62)) and \(\rho_{in}\) becomes unstable. Their condensation disappears and we have symmetry restoration (cf. (7.62) and (7.71)).

For \(D = 4\) dimensions the soliton-like solution has been discussed in the literature, see, e.g., [597], and in thin-wall approximation [425] the spherical
symmetric solution has the same form as the kink solution. Also in these cases, the temperature effects may lead to symmetry restoration in a way very similar to the one presented above for the kink in $D = 2$.

### 7.3.2 The kink solution: closed time-path approach

In this Section we present an alternative derivation of the kink solution considered above, by means of the closed time-path approach, introduced in Section 6.2. In this formalism, some aspects of the boson condensation mechanism will be clearer and the dynamical map are given in a closed form, which allows a straightforward extension to the case of finite temperature. Another application of this formalism will be presented in Section 7.7.

**The Heisenberg operator in the presence of a kink**

We consider the real scalar field $\psi(x)$ with quartic interaction term in $1 + 1$ dimensions already considered in Section 7.3. The interaction Lagrangian $\mathcal{L}^I$ for the field $\rho$ introduced in Eq. (7.31) is

$$\mathcal{L}^I[\rho] = -\frac{1}{8} g^2 \rho^4 - \frac{1}{2} m \rho^3 + \frac{m^4}{8g^2},$$

and the dynamical map for the field $\psi$ is written in the form (see Eq. (6.4))

$$\psi(x) = v + T_C^* \left[ \rho_{in}(x) \exp \left\{ i \int_C d^2y \mathcal{L}^I[\rho_{in}] \right\} \right].$$

(7.77)

Note that the constant factor in $\mathcal{L}^I$ automatically cancels in performing the contour integration. We then consider the boson transformation $\rho_{in}(x) \rightarrow \rho_{in}(x) + f(x)$ with $(\partial^2 + m^2)f(x) = 0$ (cf. Eqs. (7.40) and (7.41)). As a result we get the following Haag expansion for the field $\psi^f(x)$

$$\psi^f(x) = v + T_C^* \left[ (\rho_{in}(x) + f(x)) \exp \left\{ i \int_C d^2y \mathcal{L}^I[\rho_{in}(y) + f(y)] \right\} \right]$$

$$= v + \left[ \frac{\delta}{i\delta J(x)} + f(x) \right] \exp \left\{ i \int_C d^2y \mathcal{L}^I \left[ \frac{\delta}{i\delta J(y)} + f(y) \right] \right\} \right\} \right\}$$

$$\times T_C \left( \exp i \int_C d^2y J(y) \rho_{in}(y) \right) \bigg|_{J=0},$$

(7.78)
where we have introduced the \( c \)-number source \( J \) to perform some formal manipulations. By use of the (operatorial) Wick theorem \[343\], we get

\[
\psi^f(x) = v + \left[ \frac{\delta}{i\delta J(x)} + f(x) \right] \exp \left\{ i \int_C d^2y \mathcal{L}^f \left[ \frac{\delta}{i\delta J(y)} + f(y) \right] \right\}
\]

\[
\times : \exp i \int_C d^2y J(y) \rho_{in}(y) : \exp \left\{ -\frac{1}{2} \int_C d^2yd^2z J(y) J(z) \right\} \bigg|_{J=0},
\]

(7.79)

where \( \Delta_C(x; y) = \langle 0|T_C(\rho_{in}(x)\rho_{in}(y))|0 \rangle \) and \( |0\rangle \) is the vacuum for the \( \rho_{in} \) field. Once the function \( f \) is properly chosen (see below), Eq. (7.79) provides a representation of the Heisenberg operator in the presence of kinks.

In order to determine the function \( f \) leading to kink solutions, we consider the vacuum expectation value of the Heisenberg field \( \psi^f \). Here the normal ordered term drops, and we get

\[
\langle \psi^f(x) \rangle = v + \exp \left\{ -\frac{1}{2} \int_C d^2yd^2z J(y) \Delta_C(y; z) J(z) \right\} \bigg|_{J=0}.
\]

(7.80)

By use of the relation

\[
F \left[ \frac{\delta}{i\delta J} \right] G[J] = G \left[ \frac{\delta}{i\delta K} \right] F[K] e^{\int K_f J} \bigg|_{K=0},
\]

(7.81)

we obtain

\[
\langle \psi^f(x) \rangle = v + \exp \left\{ -\frac{1}{2} \int_C d^2yd^2z \Delta_C(y; z) \frac{\delta}{i\delta K(y)} \frac{\delta}{i\delta K(z)} \right\}
\]

\[
\times (K(x) + f(x)) \exp \left\{ i \int_C d^2y \mathcal{L}^f [K(y) + f(y)] + K(y) J(y) \right\} \bigg|_{K=J=0}.
\]

(7.82)

Performing the change of variables \( K(x) \rightarrow K(x) + f(x) \) and setting to zero the \( J \)-term (there are no derivatives with respect to it), we obtain

\[
\langle \psi^f(x) \rangle = v + \exp \left\{ -\frac{1}{2} \int_C d^2yd^2z \Delta_C(y; z) \frac{\delta}{i\delta K(y)} \frac{\delta}{i\delta K(z)} \right\} K(x) B[K] \bigg|_{K=f},
\]

(7.83)

with

\[
B[K] \equiv \exp \left\{ i \int_C d^2y \mathcal{L}^f [K(y)] \right\}.
\]

(7.84)
We can thus express Eq. (7.83) as a sum of three terms\(^2\)

\[
\langle \psi^f(x) \rangle = v + C[K](x)\big|_{K=f} + D[K](x)\big|_{K=f},
\]

(7.85a)

\[
C[K](x) = -\int_C d^2y \Delta_C(x;y) \frac{\delta}{\delta K(y)} \times
\exp \left\{ -\frac{1}{2} \int_C d^2zd^2y \Delta_C(z;y) \frac{\delta^2}{\delta K(z)\delta K(y)} \right\} B[K],
\]

(7.85b)

\[
D[K](x) = K(x) \exp \left\{ -\frac{1}{2} \int_C d^2zd^2y \Delta_C(x;y) \frac{\delta^2}{\delta K(x)\delta K(y)} \right\} B[K].
\]

(7.85c)

**The kink solution in the Born approximation**

So far, all results obtained were of a full quantum nature. We now deal with the Born, or classical, approximation of Eqs. (7.85) and for this purpose we reintroduce \(\hbar\). Each propagator is then proportional to \(\hbar\) whilst \(B\) has in the exponent the factor \(i\hbar^{-1}\). The Born approximation means that only terms of order \(\hbar^0\) in (7.85) must be taken into account. We recall that the particle mass and momentum are obtained by multiplying \(\omega_0\) and \(k\) by \(\hbar\) (we do set \(c = 1\)). \(\lambda = g^2/2\) goes as \([E^4l^{-3}]\) where \(E\) means energy and \(l\) means length, so dimensionally \([\lambda] = [\hbar^{-1}l^{-2}]\).

We rewrite some of the previous expressions making the \(\hbar\) dependence explicit. In the following we will consider \(\Delta_C(\ldots) \propto \hbar^0\). We have

\[
C[K](x, \hbar) = -\hbar \int_C d^2y \Delta_C(x;y) \frac{\delta}{\delta K(y)} \exp [\hbar a] \exp \left\{ \frac{1}{\hbar} \right\},
\]

(7.86a)

\[
D[K](x, \hbar) = K(x) \exp [\hbar a] \exp \left\{ \frac{1}{\hbar} \right\},
\]

(7.86b)

with

\[
a = -\frac{1}{2} \int_C d^2z d^2y \Delta_C(z;y) \frac{\delta^2}{\delta K(z)\delta K(y)},
\]

(7.87a)

\[
b = -\frac{i}{2} \int_C d^2z \left[ \frac{g^2}{4} K^4(z) + \omega_0 g K^3(z) \right].
\]

(7.87b)

\(^2\)We use the identity

\[
\exp \left\{ \frac{1}{2} \sum_{ij} \Delta_{ij} \partial_{x_i} \partial_{x_j} \right\} x_k B(x) = \left( x_k + \sum_j \Delta_{kj} \partial_{x_j} \right) B(x) + \sum_j \Delta_{kj} \partial_{x_j} B(x),
\]

where \(x_k \rightarrow K(x)\) and \(B(x) \rightarrow B[K]\).
Keeping only the finite terms in the $\hbar \to 0$ limit we get

$$C[K](x, h \to 0) = - \int_C d^2 y \Delta_C(x, y) \frac{\delta}{\delta K(y)} \text{Res}_{\hbar=0} \left( \exp \left[ \frac{\hbar a}{b} \right] \right),$$

$$= -i \int_{-\infty}^{\infty} d^2 y G_R(x, y) \frac{\delta}{\delta K(y)} \sum_{n=0}^{\infty} \frac{1}{n! (n+1)!} a^n b^{n+1},$$

(7.88)

where $i G_R(x, y) = \theta(x_0 - y_0) \Delta(x, y)$ is the (position space) retarded Green's function of the free theory and $\Delta(x, y)$ is the Pauli–Jordan function:

$$\Delta(x_0, x_1; 0, 0) = \langle 0 | [\rho_{in}(x), \rho_{in}(0)] | 0 \rangle$$

$$= \int \frac{d^2 k}{(2\pi)} \delta(k^2 - \omega_0^2) \varepsilon(k_0) e^{-ikx}$$

$$= -\frac{i}{2} \theta(x_0 - |x_1|) J_0 \left( \omega_0 \sqrt{x_0^2 - x_1^2} \right).$$

(7.89)

The $D$ term gives

$$D(x, h \to 0) = K(x) \text{Res}_{\hbar=0} \left( \frac{1}{\hbar} \exp \left[ \frac{\hbar a}{b} \right] \right)$$

$$= K(x) \sum_{n=0}^{\infty} \frac{1}{(n!)^2} a^n b^n, \quad (7.90)$$

In [95] it was shown that $D[K, h \to 0] = K$. The final result is then

$$\langle \psi_0^f(x) \rangle = v + f(x) - i \int_{-\infty}^{\infty} d^2 y G_R(x, y) \frac{\delta}{\delta K(y)} \sum_{n=0}^{\infty} \frac{1}{n! (n+1)!} a^n b^{n+1} \bigg|_{K=f}$$

$$= v + \sum_{n=1}^{\infty} P_n[K](x) \bigg|_{K=f}, \quad (7.91)$$

where

$$P_1(x) = K(x),$$

$$P_n(x) = - \frac{1}{(n-2)!^2} \int_{-\infty}^{\infty} d^2 y G_R(x, y) a^{n-2} \left\{ \frac{3}{2} \omega_0 g \left[ K^2(y) \right. \right.$$

$$+ \frac{1}{2} g^2 K^3(y) \left. \right] b^{n-2} \right\} ; \quad n \geq 2. \quad (7.92)$$

Using mathematical induction the following recurrence relation is obtained:

$$P_n(x) = - \int_{-\infty}^{\infty} d^2 y G_R(x, y) \left[ \frac{3}{2} \omega_0 g \sum_{i+j=n} P_i(y) P_j(y)$$

$$+ \frac{1}{2} g^2 \sum_{i+j+k=n+1} P_i(y) P_j(y) P_k(y) \right] ; \quad n \geq 2, \quad (7.93)$$
where \( i, j, k = 1, 2, \ldots \). This may be “diagonalized” to obtain
\[
Q_1(x) = K(x),
\]
\[
Q_2(x) = - \int_{-\infty}^{\infty} d^2 y \frac{3}{2v} G_R(x, y) \sum_{i+j=2} Q_i(y) Q_j(y),
\]
\[
Q_n(x) = - \int_{-\infty}^{\infty} d^2 y G_R(x, y) \left[ \frac{3}{2} \omega_0 g \sum_{i+j=n} Q_i(y) Q_j(y) + \frac{1}{2} g^2 \sum_{i+j+k=n} Q_i(y) Q_j(y) Q_k(y) \right]; \quad n \geq 3.
\]
(7.94)

with \( Q_n = P_1 P_{n+1} + P_n \). This equation can be solved by the Ansatz [95]:
\[
Q_n(x) = A_n f^n(x) = A_n e^{\pm \omega_0 n \gamma (x_1 - x_0 u)},
\]
(7.95)
where \( \gamma = \left(1 - u^2\right)^{-\frac{1}{2}} \) (\( u \) will be later interpreted as the velocity of the kink). Plugging this form into the recurrence relation (7.94), we arrive at the following equation for the factor \( A_n \) (cf. Eq. (7.54) for \( C_n \))
\[
A_n = \frac{1}{(n^2 - 1)} \left\{ \frac{3}{2v} \sum_{i+j=n} A_i A_j + \frac{1}{2v^2} \sum_{i+j+k=n} A_i A_j A_k \right\}.
\]
(7.96)
This is a trivial version of Cauchy–Marley equation which has the only (non-zero) fundamental solution, namely \( A_n \propto (A_1)^n \). Using the identities:
\[
\sum_{i+j=n} 1 = n - 1; \quad \sum_{i+j+k=n} 1 = \frac{1}{2}(n - 1)(n - 2),
\]
(7.97)
it might be easily checked that a solution of the recurrence relation (7.96) reads for \( C_n \)
\[
A_n = 2v \left( \frac{s}{2v} \right)^n,
\]
(7.98)
with \( s \) being a real constant. Thus, finally, we have
\[
\langle \psi_0^f(x) \rangle = v + 2v \sum_{n=1}^{\infty} \left( \frac{s f(x)}{2v} \right)^n = v \cosh \left[ \frac{1}{2} \ln \left( \frac{s f(x)}{2v} \right) \right].
\]
(7.99)
Here \( \ln(z) = \ln|z| + i \arg z \) is the usual principal value of the logarithm of \( z \). Thus, provided \( f(x) \) is an exponential solution of Eq. (7.41), the solution (7.99) fulfills the (classical) Euler–Lagrange equation of motion:
\[
(\partial^2 + \mu^2) \langle \psi_0^f(x) \rangle = -\lambda \langle \psi_0^f(x) \rangle^3, \quad \mu^2 = -\omega_0^2/2.
\]
(7.100)
The latter is nothing but the expectation value of equation (7.27) in the Born approximation. For instance, if we choose \( f(x) = e^{-\omega_0 \gamma (x_1 - x_0 u)} \) with \( s = -2ve^{2\omega_0 \gamma a} \), we easily obtain the standard kink solution \([176, 290, 524]\)

\[
\langle \psi_0^f(x) \rangle = v \tanh \left[ \frac{\omega_0}{2} \gamma ((x_1 - a) - x_0 u) \right], \tag{7.101}
\]
describing a constantly moving kink of a permanent profile with a center localized at \( a + ux_0 \). Note that \( f(x) \) is the solution of the homogeneous Klein–Gordon equation (7.41); it is not Fourier transformable and it fulfills the initial value condition: \( f(x_0 \rightarrow -\operatorname{sgn}(u) \infty, x_1) \rightarrow 0. \)

As the Lagrangian (7.26) is \( Z_2 \) invariant we could equally choose \( \langle \psi(0) | \psi(x) | 0 \rangle = -v \). In this case we would get

\[
\langle \psi_0^f(x) \rangle = -v \tanh \left[ \frac{\omega_0}{2} \gamma ((x_1 - a) - x_0 u) \right], \tag{7.102}
\]
which is the antikink solution. Note that it is also obtained by choosing \( f(x) = e^{+\omega_0 \gamma (x_1 - x_0 u)} \) and \( s = -2ve^{-\omega_0 \gamma a} \), provided we keep \( \langle 0 | \psi(x) | 0 \rangle = v \).

According to the scheme of Fig. 7.1, the above solutions for the shift function \( f \) corresponding to kink solutions can now be used in Eq. (7.79) to get the Heisenberg operator in a given kink sector. One can thus calculate Green’s functions and higher quantum corrections to \( \psi^f \) \([95, 96]\).

### The kink solution at finite temperature

We now consider the finite temperature kink solution in the framework of the CTP formalism.

As already discussed in Section 6.2, in thermal equilibrium the most convenient choice for the time-path is the one in Fig. 6.3, to which we refer as the **thermal path**. The crucial observation at finite temperature is that the operatorial Wick theorem still holds (see, e.g., \([226]\) and Appendix M) and consequently Eq. (7.79) retains its validity provided the following substitutions are performed:

\[
\Delta_C(x; y) = \langle 0 | T_C(\rho_{in}(x)\rho_{in}(y)) | 0 \rangle \rightarrow \Delta_C(x; y, T) = \langle T_C(\rho_{in}(x)\rho_{in}(y)) \rangle^\beta
\]

\[
\vdots \rightarrow \vdots \beta,
\]
where \( \langle \ldots \rangle^\beta \equiv \operatorname{Tr}(e^{-\beta H} \ldots)/\operatorname{Tr}(e^{-\beta H}) \) and \( \beta = 1/T \). The thermal normal ordering \( \vdots \beta \) is defined in such a way \([226]\) that \( \langle \ldots \rangle^\beta = 0 \), where the dots stand for a product of \( T = 0 \) free fields. This ensures that all the formal considerations developed above go through also for finite \( T \).

There is, however, a fundamental difference between the zero temperature case and the finite temperature case, when the classical limit is in
question. Indeed, at non-zero temperature the question of $\hbar$ appearance is more delicate than in the zero-temperature case. The whole complication is hidden in the thermal propagator $\Delta_C(x; y, T)$. Whilst at $T = 0$ the latter is directly proportional to $\hbar$, at finite $T$ the situation is very different. To understand this let us make $\hbar$ explicit. The free thermal propagator in the spectral or Mills representation \cite{411,475} reads

$$\Delta_C(x; y, T) = \hbar \int \frac{d^2k}{(2\pi)^2} e^{-ik(x-y)} \rho(k) \left[ \theta_C(x_0 - y_0) + f_0(hk_0/T) \right]$$

$$= \Delta_C(x; y) + \Delta_C^T(x; y), \quad (7.103)$$

where $f_0(x) = (e^x - 1)^{-1}$ the Bose–Einstein distribution is. The $T = 0$ part, which is proportional to $\hbar$, reads

$$\Delta_C(x; y) = \hbar \int \frac{d^2k}{(2\pi)^2} e^{-ik(x-y)} \rho(k) \left[ \theta_C(x_0 - y_0) - \theta(-k_0) \right]. \quad (7.104)$$

Here $\rho(k) = (2\pi)\varepsilon(k_0) \delta(k_0^2 - \omega_0^2)$, with $\varepsilon(k_0) = \theta(k_0) - \theta(-k_0)$, is the spectral density. The contour step function $\theta_C(x_0 - y_0)$ is 1 if $y_0$ precedes $x_0$ along the contour $C$. One obtains the usual elements of the (free) thermal propagator (cf. Eq. \eqref{6.50})�:

$$\Delta_{11}(x; y, T) = \hbar \int \frac{d^2k}{(2\pi)^2} e^{-ik(x-y)} \left\{ \frac{i}{k^2 - \omega_0^2 + i\varepsilon} + 2\pi \delta(k^2 - \omega_0^2)f_0(hk_0/T) \right\}, \quad (7.105)$$

$$\Delta_{21}(x; y, T) = \hbar \int \frac{d^2k}{(2\pi)^2} e^{-ik(x-y)} \left\{ \theta(k_0) + f_0(hk_0/T) \right\} \delta(k^2 - \omega_0^2),$$

$$\Delta_{22}(x; y, T) = (\Delta_{11}(x; y, T))^*; \quad \Delta_{12}(x; y, T) = (\Delta_{21}(x; y, T))^*,$$

where the particle mass $m = \hbar \omega_0$. From Eqs. \eqref{7.105} we see that the thermal part of $\Delta_C(x; T)$ is identical for all matrix elements and in \eqref{7.105} it appears $f_0(hk_0/T)$ and not $f_0(hk_0/T)$. Note that $k$ in the integration is a wave vector – a reciprocal length – and not a momentum.

Due to the mentioned analogy with the $T = 0$ situation, we may write for the order parameter

$$\langle \psi^f(x) \rangle_\beta = v + C[K](x; T)\vert_{\kappa=f} + D[K](x; T)\vert_{\kappa=f}, \quad (7.106)$$

where we took the thermal average of the expression analogous to the one in Eq. \eqref{7.79}, but with the normal ordering and the propagator replaced with their thermal counterparts. Both $C[K](x; T)$ and $D[K](x; T)$ entering Eq. \eqref{7.106} formally coincide with their zero temperature counterparts provided one uses the thermal propagator $\Delta_C(x; y, T)$ instead of $\Delta_C(x; y)$.
A detailed analysis of the classical limit of Eq. (7.106) is given in [95] where it is shown that \( D[f](x; T, h \to 0) = f(x) \).

The analysis of the \( C[f](x; T) \) term is more complicated and requires an explicit Laurent expansion of \( \Delta_C(x, T) \) around \( h = 0 \). Using the Bernoulli expansion:

\[
\frac{x}{e^x - 1} = \sum_{\alpha=0}^{\infty} B_\alpha \frac{x^\alpha}{\alpha!}, \quad |x| < 2\pi,
\]

(\( B_\alpha \) are Bernoulli’s numbers) we may Laurent expand \( f_b \) as

\[
f_b(hk_0/T) + \frac{1}{2} = \frac{T}{hk_0} + \frac{1}{12} \frac{hk_0}{T} - \frac{1}{90} \left( \frac{hk_0}{T} \right)^2 + \ldots . \quad (7.107)
\]

The key point is that the foregoing series converges only for \( h|k_0| < 2\pi T \). The leading term in (7.107) gives the classical thermal part of the propagator,\(^3\) and the classical approximation is then equivalent to taking the leading term in Laurent expansion (7.107). Higher quantum corrections are due to higher terms in the expansion, but for large \( |k_0| \) the expansion does not work, i.e., an expansion in \( h \) is unwarranted. Of course, for \( h|k_0| \gg T \) the distribution \( f_b \) is exponentially small (Wien distribution law) and is dropped in comparison to the (zero point) first term in the integral (7.103), which returns the \( T = 0 \) approach from the previous subsection. For the high temperature case see [95].

7.4 The sine-Gordon solution

We now present the explicit derivation of the sine-Gordon soliton solutions in the tree approximation following closely [503]. When no confusion arises we will use the symbol \( x \) to denote either \((x_1, t)\) or \( x_1 \).

Consider the Heisenberg real scalar (boson) field \( \psi(x) \) and its motion equation for the \((1 + 1)\)-dimensional quantum sine-Gordon model:

\[
\partial^2 \psi(x) + \frac{m^3}{g} \sin \left[ \frac{g}{m} \psi(x) \right] = 0 , \quad (7.108)
\]

which we symbolically rewrite as

\[
\Lambda(\partial)\psi(x) = J[\psi(x)] . \quad (7.109)
\]

The quasiparticle field \( \rho_{in}(x) \) solves the free field equation

\[
\Lambda(\partial)\rho_{in}(x) = 0 . \quad (7.110)
\]

\(^3\) We can call it Rayleigh–Jeans sector of the thermal propagator as the corresponding distribution function \( f(\omega) = T/\omega \) is nothing but Rayleigh–Jeans distribution law.
Let $|0\rangle$ denote the vacuum for such a field and assume that
\[ (0|\psi(x)|0) = 0. \quad (7.111) \]

By expanding the sine function around $\psi = 0$, Eq. (7.108) becomes:
\[ (\partial^2 + m^2)\psi(x) = \frac{m^3}{g} \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{(2k+1)!} \left( \frac{g}{m} \psi(x) \right)^{2k+1}. \quad (7.112) \]

We perform the boson transformation
\[ \rho_{in}(x) \rightarrow \rho_{in}(x) + f(x), \quad (7.113) \]
where the c-number function $f(x)$ is a solution of Eq. (7.110). The dynamical map then becomes:
\[ \psi^f(x) = \Psi^f[x; \rho_{in} + f], \quad (7.114) \]

where $\psi^f(x)$ also satisfies Eq. (7.108). The dynamical map can also be written as
\[ \psi(x) = \sum_{n \geq 1} \psi^{(n)}(x), \quad (7.115) \]

where $\psi^{(n)}(x)$ denotes a product of $n$ normal ordered field factors. In the tree approximation ($\hbar \rightarrow 0$), use of Eq. (7.115) into Eq. (7.112) gives
\[ (\partial^2 + m^2)\psi^{(n)}(x) = \frac{m^3}{g} \sum_{k=1}^{n-1} \frac{(-1)^{k+1}}{(2k+1)!} \left( \frac{g}{m} \psi^{(n)}(x) \right)^{2k+1} \times \sum_{\substack{i_1, i_2, \ldots, i_{2k+1} \geq 1 \atop i_1 + i_2 + \cdots + i_{2k+1} = n}} \psi^{(i_1)}(x)\psi^{(i_2)}(x)\cdots\psi^{(i_{2k+1})}(x), \quad (7.116) \]

where $n$ is restricted to be odd integer. By performing the boson transformation (7.113), the order parameter $\phi(x)$ is obtained as
\[ \phi_f(x) \equiv (0|\phi^f(x)|0) = \sum_{n \geq 1} \phi^{(n)}_f(x), \quad (7.117) \]

where $n$ is odd, $\phi^{(1)}_f(x) = f(x)$ and
\[ (\partial^2 + m^2)\phi^{(n)}_f(x) = \frac{m^3}{g} \sum_{k=1}^{n-1} \frac{(-1)^{k+1}}{(2k+1)!} \left( \frac{g}{m} \phi^{(n)}_f(x) \right)^{2k+1} \times \sum_{\substack{i_1, i_2, \ldots, i_{2k+1} \geq 1 \atop i_1 + i_2 + \cdots + i_{2k+1} = n}} \phi^{(i_1)}_f(x)\phi^{(i_2)}_f(x)\cdots\phi^{(i_{2k+1})}_f(x). \quad (7.118) \]
Summation over \( n \) of both sides of Eq. (7.118) then leads to the classical Euler–Lagrange equation for the order parameter \( \phi_f(x) \):

\[
(\partial^2 + m^2)\phi_f(x) = m^2\phi_f(x) - \frac{m^3}{g} \sin \frac{g}{m} \phi_f(x). \tag{7.119}
\]

In the following we simplify the notation by introducing \( \phi \equiv \frac{g}{m} \phi_f \) and by rescaling the coordinates as \( t \to t/m \) and \( x \to x/m \). The differential operator \((\partial^2 + m^2)\) then becomes \((\partial^2 + 1)\). If its inverse is well defined, Eq. (7.119) can be formally solved and (cf. Eq. (7.117))

\[
\phi^{(n)}(x) = \sum_{k=1}^{n-1} \frac{(-1)^{k+1}}{(2k+1)!} \times \sum_{i_1, i_2, \ldots, i_{2k+1} \geq 1 \atop i_1 + i_2 + \cdots + i_{2k+1} = n} (\partial^2 + 1)^{-1} \left[ \phi^{(i_1)}(x)\phi^{(i_2)}(x)\cdots\phi^{(i_{2k+1})}(x) \right], \tag{7.120}
\]

which is a recurrence relation. Since \( \phi^{(1)}(x, t) = f(x, t) \) is a solution of

\[
(\partial^2 + 1) f(x, t) = 0, \tag{7.121}
\]

the problem is reduced to the one of the summation of a series in \( f(x, t) \). As a result, we can choose the following Ansatz for \( f(x, t) \)

\[
f(x, t) = \exp[X], \quad X = \gamma x - \beta t + \delta, \tag{7.122}
\]

where \( \gamma \) and \( \beta \) are real constants subject to the condition \( \gamma^2 - \beta^2 = 1 \). The constant \( \delta \) is real modulo \( i\pi \) to allow for a change of sign of \( f \).

Note that this solution can be obtained by boosting the solution \( f(x) = \text{const.} \exp[x] \), or \( f(x) = \text{const.} \exp[-x] \), of the time-independent equation for \( f \). We remark that a superposition of \( \exp[x] \) and \( \exp[-x] \) would make \( f \) divergent at both \( x = +\infty \) and \( x = -\infty \), but in that case the operator \((\partial^2 + 1)^{-1}\) cannot be defined. Therefore, we restrict ourselves to the use of \( \exp[-x] \) only, or \( \exp[x] \) only. Such a restriction will not affect the final result, as we will see. By using Eqs. (7.120) and (7.121) we get

\[
\phi^{(3)}(x, t) = \frac{1}{1 - 3^2} \frac{\exp[3X]}{3!}, \tag{7.123}
\]

where we used \((\partial^2 + 1)^{-1}\exp[\alpha X] = (-\alpha^2 + 1) \exp[\alpha X], \alpha \neq 1\), which shows that \((\partial^2 + 1)^{-1}\) is well defined when operating on \( \exp[\alpha X] \), provided \( \alpha \neq 1 \), but not when operating on a linear combination of \( \exp[\alpha X] \) and \( \exp[-\alpha X] \), as observed above. The general term is then of the form

\[
\phi^{(n)}(x, t) = A_n \exp[nX]. \tag{7.124}
\]
The constants $A_n$ satisfy the recurrence relation
\[(1 - n^2)A_n = \sum_{k=1}^{n-1} \frac{(-1)^{k+1}}{(2k+1)!} \sum_{i_1, i_2, \ldots, i_{2k+1} \geq 1 \atop i_1 + i_2 + \cdots + i_{2k+1} = n} A_{i_1} A_{i_2} \cdots A_{i_{2k+1}}, \quad n \geq 3\]
\[A_1 = 1.\]  
(7.125)

The generating function $F(z)$ can be introduced, where $z$ is an auxiliary variable such that the coefficient of order $n$ of $F(z)$ is the r.h.s. of Eq. (7.125):
\[F(z) = -\sin \left( A_1 z + A_3 z^3 + \cdots + A_{n-2} z^{n-2} \right).\]  
(7.126)

From Eq. (7.125) we see that $A_3 = -\frac{1}{3} \left( \frac{1}{4} \right)^2$. This suggests to assume that
\[A_p = \frac{(-1)^{p+1}}{p} \left( \frac{1}{4} \right)^{p-1}, \quad p = 1, 3, \ldots, n-2,\]  
(7.127)
and we can thus write
\[F(z) = -\sin \left( 4 \arctan \frac{z}{4} - \varphi \right)\]
\[= -\cos \varphi \sin \left( 4 \arctan \frac{z}{4} \right) + \sin \varphi \cos \left( 4 \arctan \frac{z}{4} \right),\]  
(7.128)
where $\varphi$ stands for the subtraction of all the terms of order $\geq n$ in the series expansion of $4 \arctan(z/4)$. Since we are interested only in the coefficient of $z^n$, the relevant part of $F(z)$ is
\[\varphi - \sin \left( 4 \arctan \frac{z}{4} \right) = \varphi - z \frac{1 - (z/4)^2}{(1 + (z/4)^2)z^2}.\]  
(7.129)

By equating the coefficient of $z^n$ of the r.h.s. of Eq. (7.129) with $(1 - n^2)A_n$, we get
\[A_n = \frac{(-1)^{n-1}}{n} \left( \frac{1}{4} \right)^{n-1}, \quad n \text{ odd.}\]  
(7.130)

Now the series (7.117) can be summed up giving
\[\phi(x) = 4 \arctan \frac{e^x}{4}.\]  
(7.131)

This is the well-known single-soliton solution of the classical sine-Gordon equation. The factor $1/4$ can be incorporated in the $e^X$, which we will do in the following, thus reproducing the usual expression for the sine-Gordon solution [57,126,346,532,563] (see also Section 10.3.1). We recall that quantum corrections have been neglected since the solution has been obtained in
the tree approximation. When collective coordinates (or “quantum coordinates”) are introduced one can see that, provided the fluctuations of these coordinates are negligible with respect to the size of the soliton, it behaves as a classical object; otherwise quantum features show up. An extensive treatment of these occurrences is presented in [619].

The sine-Gordon single-soliton solution presented above only describes static objects. Time-dependent solutions are described by the $N$-soliton solutions which account for the collisions and the bound states of static solutions. The rest frame of each of these static solutions can only appear via the boson transformation function $f$. In [503] it is shown that the $N$-soliton solution is obtained by considering the function

$$f(x, t) = \sum_{i=1}^{N} f_i(x, t) = \sum_{i=1}^{N} \exp[X_i],$$

where each $X_i = \gamma_i x - \beta_i t + \delta_i$, $\gamma_i^2 - \beta_i^2 = 1$, $i = 1, \ldots, N$, corresponds to a moving reference frame and the velocities $\beta_i/\gamma_i$ are all different. The solution for $N = 2$ is obtained [503] as

$$\phi_{(N=2)}(x, t) = 4 \arctan \frac{\exp[X_1] + \exp[X_2]}{1 + a \exp[X_1 + X_2]},$$

$$a = \frac{1 - \gamma_1 \gamma_2 + \beta_1 \beta_2}{1 + \gamma_1 \gamma_2 - \beta_1 \beta_2},$$

which, up to phase factors, is the known 2-soliton solution [328]. Here we are not going to present the details of the derivation of Eq. (7.133), which can be found in [503]. Instead, in the following Section we are going to discuss the coherent state representation of the soliton solution and discuss the “quantum image” of the Bäcklund transformation which connects the $N-1$-soliton to the $N$-soliton solution in the classical soliton treatment (see also the Appendix S).

We close this Section with a comment on the equivalence between the sine-Gordon model and the massive Thirring model, i.e., a two-dimensional self-coupled Fermi field model with vector interaction (see, e.g., [1]). The equivalence between the two models was derived in [165]. On the basis of results obtained in the massless Thirring model [377], it can be shown [165] that the perturbation series in the mass parameter $\mu$ of the Thirring model is term-by-term identical with the perturbation series in $m^4$ for the sine-
Gordon model, provided the identification is made

$$\frac{4\pi m^2}{g^2} = 1 + \frac{\lambda}{\pi},$$  \hspace{1cm} (7.134a)

$$\bar{\chi}\gamma_\mu\chi = ig\frac{g}{2\pi m}\epsilon_{\mu\nu}\partial_\nu\psi,$$  \hspace{1cm} (7.134b)

$$i\mu\kappa\bar{\chi}\chi = -\frac{m^4}{g^2}\cos\left(\frac{g}{m}\psi\right),$$  \hspace{1cm} (7.134c)

where $\chi$, $\lambda$ and $\kappa$ are the fermion field, the coupling constant and a constant dependent on a cut-off, respectively, in the Thirring model. For $\mu = 0, 1$, the $\gamma^\mu$ are the two-dimensional gamma matrices. The soliton solutions thus correspond to states with unit fermion number. It is remarkable that for $\frac{g^2}{m^2} = 4\pi$ the sine-Gordon model is equivalent to a free Fermi field, as implied by Eq. (7.134). In [436] the creation and annihilation operators for the quantum sine-Gordon soliton are obtained and shown to satisfy anticommutation rules and solve the field equations in the fermionic massive Thirring model. Analogous operators were obtained in [200] in the massless Thirring model. However, in this case they do not possess the physical significance as they do in the case of the massive model. These results, also obtained by means of functional integration technique [494], hold at zero temperature and extension to finite temperature can be done [198] in the functional integration approach. It is known that in (1 + 1)-dimensional theories fermionic degrees of freedom may be expressed in terms of bosonic degrees of freedom and vice-versa [1]. The remarkable fact in the equivalence massive Thirring model/sine-Gordon model is the duality symmetry between the two theories expressed by Eq. (7.134), namely the correspondence between the strong coupling regime in one theory and the weak coupling one in the other. We will not comment further on this problem.

### 7.4.1 The quantum image of the Bäcklund transformations

The kink solution and the sine-Gordon solitons are two examples of topologically non-trivial solutions. However, the sine-Gordon equation, contrary to the equation for the kink solution, belongs to the family of the so-called completely integrable Hamiltonian systems [629], which have an infinite number of conservation laws (of conserved functionals). In the frame of classical integrable field theory, one can see (cf. Chapter 10 and Appendix S) that a transformation exists such that a new solution can be obtained from a given one. Such a transformation is called the Bäcklund
transformation and it expresses the invariance of the theory under certain symmetry transformations (see, e.g., [629]). In the present Section we show that a “quantum image” of the Bäcklund transformation exists [469, 642] in the boson condensation formalism. Then we discuss the coherent state representation of the soliton solution. We use the sine-Gordon model as an example for our discussion.

In the $N$-soliton case, one has to use the boson transformation function (cf. Eq. (7.132))

$$f^{(N)}(x) = \sum_{i=1}^{N} f_i(x), \quad i = 1, \ldots, N,$$

(7.135)

where each of the $f_i(x)$ has to be a solution of the equation for $\rho_{in}$. This means that we need to consider the canonical transformation $\beta^{(N)}$ on the in-field:

$$\rho_{in}(x) \rightarrow \rho_{in}^{(N)}(x) = \beta^{(N)}\rho_{in}(x) = \rho_{in}(x) + f^{(N)}(x).$$

(7.136)

This can be considered as the chain of $N$ successive $\beta$ transformations:

$$\rho_{in}(x) \xrightarrow{\beta} \rho_{in}(x) + f_1(x) \xrightarrow{\beta} \rho_{in}(x) + f_1(x) + f_2(x) \xrightarrow{\beta} \cdots,$$

(7.137)

so as to induce the transformations

$$\psi(x) \xrightarrow{B} \psi^{(1)}(x) \xrightarrow{B} \psi^{(2)}(x) \xrightarrow{B} \cdots,$$

(7.138)

on the Heisenberg field. The $N$-soliton solution is then given by

$$\phi^{(N)}(x) = \langle 0 | B^{(N)} \psi(x) | 0 \rangle.$$

(7.139)

In this sense we refer to $\beta^{(N)}$ as the “quantum image” of the Bäcklund transformation. Note that, as in the case of Bäcklund transformation, $\beta^{(N)}$ is a canonical transformation which keeps the Hamiltonian invariant.

Let us now consider the generator of the transformation (7.113) (or $\beta$ in Eq. (7.137)). It is given by

$$D_{in} = -\int_{-\infty}^{+\infty} dy_1 g(y_1) \partial_t \rho_{in}(y),$$

(7.140)

where we have made explicit the notation for the space coordinate $x_1$ and the temporal one; $g(x_1) \equiv \theta(x_1) f(x_1)$ and $\theta(x_1)$ is the step function. Use of the canonical commutation relations shows indeed that

$$\beta \rho_{in}(x) = e^{-iD_{in}} \rho_{in}(x) e^{iD_{in}},$$

(7.141)

and therefore

$$\langle 0 | e^{-iD_{in}} \rho_{in}(x) e^{iD_{in}} | 0 \rangle = \langle f | \rho_{in}(x) | f \rangle = f(x_1),$$

(7.142)
where we have used the notation
\[ |f\rangle = e^{iD_{in}}|0\rangle. \tag{7.143} \]

Note that a restriction to a convenient \( x_1 \) domain has to be made in order to make Eq. (7.141) well defined. Due to the isometry of the transformation induced by (7.140) it is \( \langle f|f\rangle = 1 \) and we have
\[ \alpha_{in,k}|f\rangle = \alpha_k|f\rangle, \tag{7.144} \]
where \( \alpha_{in,k} \) is the annihilation operator of the field \( \rho_{in} \) and \( \alpha_k \) a c-number related with the Fourier image of the \( f(x_1) \) function. The state \( |f\rangle \) is thus a coherent state for the \( \rho_{in} \) field. Use of the dynamical map and of basic properties of the coherent states [519] gives (cf. Appendices B and C)
\[ \langle f|\psi(x)|f\rangle = \Psi[f(x_1)], \quad \langle f|J[\Psi[\rho_{in}]]|f\rangle = J[\Psi[f(x_1)]]. \tag{7.145} \]
Thus \( \langle f|\psi(x)|f\rangle \) solves the static Euler–Lagrange equation
\[ \Lambda_{\text{static}}(\partial)\langle f|\psi(x)|f\rangle = J[\langle f|\psi(x)|f\rangle], \tag{7.146a} \]
\[ \langle f|\psi(x)|f\rangle = \phi_{c}^{(1)}(x_1), \tag{7.146b} \]
where \( \Lambda_{\text{static}}(\partial) \equiv \partial_{x_1}^2 - m^2 \). Note that our discussion can be easily extended to the case of the \( N \)-soliton solution.

We remark that \( |f\rangle \) is not the soliton solution coherent state for \( \psi(x) \) (see [29, 129, 604]), i.e., \( |\phi_{c}^{(1)}(x_1)\rangle = e^{iD}|0\rangle \), where
\[ D = -\int_{-\infty}^{+\infty} dy \phi_{c}^{(1)}(x_1)\partial_y \psi(y), \tag{7.147} \]
which is indeed different from \( D_{in} \). Since \( |0\rangle \) is the vacuum for \( \rho_{in} \), the dynamical map for \( \psi(x) \) must be used to express \( D \) in terms of \( \rho_{in} \). In this way the non-linearity of the dynamics is taken into account. It must also be observed that in the infinite volume limit \( (x_1 \to \pm\infty) \), since the soliton solution goes to a constant \( (\phi_{c}^{(1)}(x_1 = \pm\infty) = \text{const}^{\pm}) \), a generator such as the one in Eq. (7.147) cannot be defined for the transformation \( \psi(x) \to \psi(x) + \text{const}^{\pm} \) at \( x_1 \to \pm\infty \) and \( \text{const}^{+} \neq \text{const}^{-} \), as explained in Chapters 1 and 2. This fact expresses the stability of the soliton against the decay into a number of components \( \rho_{in} \). Indeed, the overlap between the soliton state \( |\phi_{c}^{(1)}(x_1)\rangle \) and the vacuum \( |0\rangle \) is given by [604]
\[ \langle 0|\phi_{c}^{(1)}|t=\pm\infty = \exp \left[ -\frac{1}{2} \int dk|\tilde{\phi}_{c}^{(1)}|^2 \omega_k \right], \tag{7.148} \]
where Eq. (7.147) and the asymptotic field for \( \psi \) have been used, \( \tilde{\phi}_{c}^{(1)} \) is the Fourier image of \( \phi_{c}^{(1)} \) and \( \omega_k = (k^2 + m^2)^{1/2} \). Since \( \int dk|\tilde{\phi}_{c}^{(1)}|^2 \omega_k >
\[ \int dk |\tilde{\phi}(1)^c|^2 = \int dx_1 |\phi(1)^c(x_1)|^2 = \infty \]

The transition probability is zero. The existence of the conservation law of the topological charge corresponds indeed [604] to the soliton being a stable bound state of infinite number of constituents. We thus conclude that the confinement of the constituents of an extended object finds its origin in the fact that the transformation

\[ \rho_{in}(x) \rightarrow \rho_{in}(x) + \text{const.} \pm, \quad (7.149) \]

is not unitarily implementable. In order to implement the transformation (7.149) an infinite amount of energy would be required because it is not an invariant transformation for the \( \rho_{in} \) equation. The interpolating character of the soliton solution between degenerate vacua

\[ 2\pi \langle 0|\psi(x)|0 \rangle_{2\pi} = -2\pi \frac{m}{g} \phi(1)^c(x_1) \xrightarrow{x_1 \rightarrow \pm \infty} 0 = \langle 0|\psi(x)|0 \rangle_0, \quad (7.150) \]

equivalently expresses the existence of the conservation law of the topological charge. There does not exist any unitary operator generating the transformation \( |0\rangle_{2\pi} \rightarrow |0\rangle_0 \), or vice-versa, due to their unitarily inequivalence. Nevertheless, the interpolation between the expectation values of \( \psi \) in the states \( |0\rangle_0 \) and \( |0\rangle_{2\pi} \), as in (7.150), is characteristic of the non-trivial topology of the soliton \( \phi(1)^c(x_1) \). This is a manifestation of the classical nature of the soliton solution. At a quantum level such an interpolation would be strictly forbidden, which is the meaning of unitarily inequivalence. The non-trivial mapping between the soliton field values at \( x_1 = \pm \infty \) and the inequivalent representations associated to \( |0\rangle_0 \) and \( |0\rangle_{2\pi} \) is an example of homotopy mapping (see Chapter 10).

We remark that the above stability argument fails if the integration in Eq. (7.148) does not extend over an infinite range. Thus for a one-dimensional system of finite length the transition probability (7.148) is not zero and the local deformation (the kink or the sine-Gordon soliton) is not stable against decay in a number of constituent excitations.

### 7.5 Soliton solutions of the non-linear Schrödinger equation

The two-dimensional non-linear Schrödinger equation (NSE) provides another example of a completely integrable dynamical system [179]. It admits a soliton solution which, contrary to the sine-Gordon soliton, goes to zero at \( x_1 \rightarrow \pm \infty \). In this Section we discuss some physical systems where NSE is relevant, such as the ferromagnetic chain, kink-like deformations acting as a potential well for the magnon fields, the case of Toda lattice back-reaction...
potential and ring solitons in molecular aggregates. NSE has been used also to tackle the problem of efficient, non-dissipative energy transfer which is of great interest in many physical systems, including biological systems. For example, in order to explain efficient energy transfer on long muscle fibers, Davydov has proposed a non-linear dynamics of electric dipole excitations in protein molecular chains ruled by NSE [178–180, 180, 193, 194, 645].

7.5.1 The ferromagnetic chain

An interesting physical system which, in certain approximations, is described by the NSE equation is the ferromagnetic chain. We discuss such a system in the present Section. Our conclusions are, however, applicable to the soliton solution of the NSE equation in general cases.

One speaks of magnetic chains since magnetic substances exist [187, 578] with chain structures. In these substances the interaction between chains is smaller than the interaction of the neighboring spins within a chain at a temperature slightly higher than the crystal magnetic ordering temperature $T_c$. In these conditions, although long-range magnetic order does not exist in the one-dimensional system (cf. Section 3.10), one can speak of a magnetic chain, provided there exists a correlation length much greater than the lattice constant along the chain. The generalized Heisenberg spin chain with phonon interaction was studied, e.g., in [394], where real magnetic systems have been obtained by some reduction procedure and have been shown to be close to integrable models in certain limits. Usually semi-classical quantization procedures are used to relate the c-number soliton solution to collective excitations such as magnons [549]. In the following we will introduce the boson creation and annihilation operators, which we now denote $\phi$ and $\phi^\dagger$, respectively, for the magnon quantum field excitations considered to be the quanta of the spin wave. The soliton appears thus strictly related to the quantum magnon-magnon bound state. In the semi-classical approach of crucial importance is the bosonization of the basic spin variables, usually achieved by introduction of the Holstein–Primakoff boson spin operators. From Sections 4.4.1 and 4.4.3 we know that when spin operators $S^+, \ S^-, \ S^z$, which are functionals of the Heisenberg field operators, are expressed in terms of the (quasiparticle) magnon field operators $\phi$, $\phi^\dagger$, they reproduce the Holstein–Primakoff linear representation without any approximation, namely $S_j^+ = \sqrt{2}S\phi^+_j$, $S_j^- = \sqrt{2}S\phi^-_j$, $S_j^z = S - \phi^+_j\phi^-_j$, with $j = 1, 2, \ldots$ denoting the spin site in the chain lattice of spacing $\delta$. Here and in the following $S$ denotes the expectation value of $S^z$. In the present
Section we show that the soliton in a one-dimensional ferromagnetic chain can be described by localized quantum condensation of magnons as an effect of the non-linear magnon-magnon interaction [134]. This interaction will turn out to be dynamically equivalent to the coupling between the deformation of the chain lattice structure and the magnon field [134]. Let us denote by \( a_j \) the Heisenberg magnon operators in terms of which the spin operators are expressed. These \( a_j \) are in general complicated non-linear functionals of the quasiparticles magnon fields \( \phi \). Following [530], in the continuum limit (where the discretization implied by the lattice spacing \( \delta \) may be ignored due to the large number of sites which are considered) the field equation for the Heisenberg magnon field \( a(x,t) \) is

\[
\left( \frac{i\hbar}{\partial t} + JS \frac{\partial^2}{\partial x^2} - V \right) a(x,t) = -2(\tilde{J} - J) |a(x,t)|^2 a(x,t), \tag{7.151a}
\]

\[
V = \mu H + 2(\tilde{J} - J) S, \tag{7.151b}
\]

which is indeed the non-linear Schrödinger equation (NSE) (of Gross–Pitaevskii-type). In Eq. (7.151) \( \mu H \) is the chemical potential term, with \( H \) the associated energy. \( \tilde{J} \) and \( J \) are the exchange integrals appearing in the phenomenological Hamiltonian from which the NSE Eq. (7.151) is obtained in the continuum limit and in the biquadratic approximation [530]. Such an Hamiltonian is written as

\[
H = -\mu H \sum_j S_j^z - \frac{1}{4} J \sum_{j,\delta} (S_j^+ S_{j+\delta}^- + S_j^- S_{j+\delta}^+) - \frac{1}{2} \tilde{J} \sum_{j,\delta} S_j^+ S_{j+\delta}^+. \tag{7.152}
\]

The soliton solution of Eq. (7.151) is [352, 550, 551]

\[
\alpha(x,t) = \frac{1}{\sqrt{2\ell}} \exp\left[ i (\eta x + \gamma_1 - \omega t) \right], \tag{7.153}
\]

with

\[
\int_{-\infty}^{-\infty} dx |\alpha(x,t)|^2 = 1, \tag{7.154}
\]

and where \( \gamma_1 \) is the phase constant, \( v \) the soliton velocity and

\[
\ell = \frac{2JS}{(\tilde{J} - J)} > 0, \quad \eta = \frac{\hbar v}{2JS}, \tag{7.155a}
\]

\[
\hbar \omega \equiv E = \mu H + 2(\tilde{J} - J)S + \frac{\hbar^2 v^2}{4JS} - \frac{(\tilde{J} - J)^2}{4JS}. \tag{7.155b}
\]

The quantity \( \ell \) in Eq. (7.155) defines the macroscopic characteristic length.
We now show that the soliton solution Eq. (7.153) can be obtained as the result of the localized boson condensation of the magnon field \( \phi(x,t) \) satisfying the free field equation

\[
\Lambda(\partial)\phi(x,t) = 0 ,
\]

with

\[
\Lambda(\partial) \equiv \left( \frac{i}{\hbar} \frac{\partial}{\partial t} + JS \frac{\partial^2}{\partial x^2} - V \right).
\]

The relation between the Heisenberg magnon field \( a(x,t) \) and the quasiparticle magnon field is provided by the dynamical map

\[
\langle a | a(x,t) | b \rangle = \langle a | F[\phi(x,t)] | b \rangle
\]

where \(|a\rangle\) and \(|b\rangle\) are wave packet states of the physical Fock space and \( F \) is a functional of normal ordered products of the quasiparticle fields; here we consider only the quasiparticle magnon field since it is the only one relevant to our discussion. As already done in the previous Sections, we then assume that a transformation \( B \) for the \( a(x,t) \) field exists, which is an invariant transformation for the NSE (7.151):

\[
a(x,t) \rightarrow a'(x,t) = Ba(x,t) ,
\]

\[
\Lambda(\partial)a'(x,t) = J[a'(x,t)] ,
\]

where \( J[a'(x,t)] \) denotes the r.h.s. of the first of Eqs. (7.151) with \( a(x,t) \) replaced by \( a'(x,t) \). Then, the soliton solution (7.153) is obtained as

\[
\alpha(x,t) = \langle 0 | a'(x,t) | 0 \rangle |_{\hbar \rightarrow 0} .
\]

By a procedure analogous to the one followed in previous Sections and by using the expansion formula

\[
\cosh^{-1} x = 2 \sum_{n=0}^{\infty} (-1)^n e^{-(2n+1)x} ,
\]

one can show [134] that a transformation \( \beta \) for the \( \phi(x,t) \) field exists, which is a canonical transformation leaving invariant the free field equation (7.156). It induces through the dynamical map (7.158) the \( B \) transformation for the \( a(x,t) \) field

\[
\langle a | Ba(x,t) | b \rangle = \langle a | F[\beta\phi(x,t)] | b \rangle .
\]

In this way one finds that

\[
\phi(x,t) \rightarrow \phi'(x,t) = \beta\phi(x,t) = \phi(x,t) + f(x,t) ,
\]
with \( f(x,t) \) a solution of the equation
\[
\Lambda(\partial) f(x,t) = 0 ,
\]
e.g.,
\[
f(x,t) = \frac{2}{\sqrt{2} \ell} \exp\left[i(\eta x + \gamma_1 - \omega_0 t)\right] \exp\left[-(x - x_0)/\ell\right].
\]

Eq. (7.163) describes the localized condensation of the magnon field \( \phi(x,t) \) out of which the soliton solution emerges as an effect of the non-linear dynamics. The soliton thus appears as the macroscopic envelope of localized quantum condensation of magnons.

As done in the case of the sine-Gordon soliton, we may obtain the coherent state representation of the localized boson condensation. Indeed, in the \( v = 0 \) reference frame, provided a restriction to a convenient \( x \) domain, e.g., to the domain \( x \geq 0 \), is introduced, the generator of Eq. (7.163) is written as
\[
D = -\int_{-\infty}^{\infty} dy [g(y,t) \dot{\phi}(y,t) - \dot{g}(y,t) \phi(y,t)],
\]
with
\[
g(x,t) = \theta(-x + x_0) \exp\left[i(\eta x + \gamma_1 - \omega_0 t)\right] \exp\left[-(x - x_0)/\ell\right],
\]
and \( \omega_0 = \omega|_{v=0} \). Then, by using the canonical commutation relations, Eq. (7.163) is obtained as
\[
\phi'(x,t) = e^{-iD} \phi(x,t) e^{iD}, \quad \text{at} \ v = 0 ,
\]
and, by exploiting the coherent state properties, we have from the dynamical map
\[
\langle 0 | e^{-iD} a(x,t) e^{iD} | 0 \rangle = F[f_{v=0}(x,t)] ,
\]
\[
\langle 0 | e^{-iD} J[a(x,t)] e^{iD} | 0 \rangle = J[F[f_{v=0}(x,t)]],
\]
which used in Eq. (7.151) give the c-number NSE equation
\[
\Lambda(\partial) F[f(x,t)] = J[F[f(x,t)]] .
\]

Here a boost to the original reference frame has been performed. Eq. (7.170) admits the soliton solution \( F[f(x,t)] = \alpha(x,t) \) given by Eq. (7.153).
The kink-like deformation of the ferromagnetic chain as a potential well for the magnon field

It is interesting to observe that the localized boson condensation, from which the NSE soliton solution emerges, induces a kink-like deformation excitation which in turn acts as a potential well for the magnon field \( a(x,t) \) and travels with velocity \( v \) [134,193]. This recovers the result of [530], to be compared with the Davydov analysis of excitations in molecular chains, see [177–180,193]. Let us consider the probability density of the magnon field \( a(x,t) \) in the soliton state

\[
\rho(x,t) = \gamma \langle 0 | e^{-iD} a^\dagger(x,t) a(x,t) e^{iD} | 0 \rangle = \gamma |a(x,t)|^2, \quad (7.171)
\]

i.e., after a boost to the original frame,

\[
\rho(x,t) = \frac{\gamma}{2\ell \cosh^2[(x-x_0-vt)/\ell]}, \quad (7.172)
\]

where \( \gamma \) is a proportionality constant. It is easily seen that \( \rho(x,t) \) satisfies the phonon equation

\[
\left( \frac{\partial^2}{\partial t^2} - v_0^2 \frac{\partial^2}{\partial x^2} \right) \rho(x,t) = 0, \quad (7.173)
\]

which, by using

\[
v^2 = v_0^2 - v_0^2(1-s^2), \quad s = \frac{v}{v_0} \ll 1, \quad (7.174)
\]

can be rewritten as

\[
\left( \frac{\partial^2}{\partial t^2} - v_0^2 \frac{\partial^2}{\partial x^2} \right) \beta(x,t) + \frac{K}{M} \frac{\partial}{\partial x} |a(x,t)|^2 = 0. \quad (7.175)
\]

\( v_0 \) is the sound wave velocity on the chain in the absence of soliton,

\[
v_0^2 = \frac{w}{M}, \quad K = w(1-s^2)\gamma. \quad (7.176)
\]

Here \( w \) denotes the elasticity coefficient of the chain, \( M \) the molecular mass. \( \beta(x,t) \) is defined as

\[
-\frac{\partial}{\partial x} \beta(x,t) = \rho(x,t), \quad (7.177a)
\]
\[
\beta(x,t) = -\left[ \frac{\gamma}{2} \tanh \left( \frac{x-x_0-vt}{\ell} \right) \right] + \text{const.} \quad (7.177b)
\]

Note that Eq. (7.177) describes the kink solution (up to an arbitrary constant) discussed in Section 7.3. Eq. (7.170) is now written as

\[
\Lambda(\partial) \alpha(x,t) = \frac{2}{\gamma} (\tilde{J} - J) \frac{\partial \beta(x,t)}{\partial x} \alpha(x,t). \quad (7.178)
\]
Eqs. (7.175) and (7.178) describe a system of coupled equations for the phonon and the magnon similar to the ones of [530] where the reader can find an analysis of the soliton stability and velocity. We remark that Eq. (7.178) is also similar to the Davydov Eq. (2.5a) of [177] describing the kink solution traveling on protein chains in biological systems (see also [193]). Thus our present results can be also extended, in their general features, to the discussion of non-linear excitations in biology [193, 194, 196, 287, 358, 645].

Let us now comment on the anisotropy term $\propto (\tilde{J} - J)$ in Eq. (7.151). The non-linear coupling of the field $a(x,t)$ disappears in the isotropic limit $\tilde{J} - J \to 0$. This leads to the disappearance of the soliton solution Eq. (7.153), consistently with its non-linear dynamical origin. Eqs. (7.155) and (7.156) show that the soliton energy is smaller than linear magnon energy by the amount $(\tilde{J} - J)^2/4JS$ in the $v = 0$ rest frame. Moreover, the anisotropic magnon energy increases by $2(\tilde{J} - J)S$, with $\tilde{J} > J$, with respect to the isotropic ($\tilde{J} = J$) magnon energy. Note also that for $v = 0$:

$$\langle 0 | e^{-iD} \phi^\dagger(x,t) \phi(x,t) e^{iD} | 0 \rangle = \frac{2}{\ell} \exp[-(x - x_0)/\ell],$$  \hspace{1cm} (7.179)

which shows that the condensation of quasimagnons is maximal near the center $x_0$ of the soliton (localized condensation), whereas it disappears in the limit $\ell \to \infty$. It is interesting that such a localized condensation is a self-sustained dynamical effect since the size of the region over which it extends (twice the macroscopic characteristic length $\ell$) is self-consistently controlled by the non-linear coupling constant ($\propto (\tilde{J} - J)$) which is a measure of the anisotropy of the system: as soon the anisotropy is induced (e.g., by external perturbation) a non-linear interaction among magnons appears by which quasimagnon fields are trapped in a one-dimensional bag-like region of size $2\ell$, thus creating the soliton excitation (7.153). By conveniently tuning the anisotropy and the excitation energy one can therefore change the number of solitons on the chain.

Note that as far as the length of the chain is infinite (i.e., in the limit in which the continuum, or infinite number of degrees of freedom, holds) the topological stability of the kink (7.177) is ensured. In the case of chains of finite length, the chain deformation (the kink $\beta(x,t)$ and the associated envelope of localized magnon condensation, i.e., the soliton $\alpha(x,t)$) is unstable and it can decay into a number of free excitations.
7.5.2 Non-linear Schrödinger equation with Toda lattice back-reaction potential

In the previous Section we studied the NSE in one space dimension. In its non-linear term it has been used $|\alpha(x,t)|^2 \propto \rho(x,t)$, with $\rho(x,t)$ solving the phonon equation (7.173) and acting as a potential term which can be understood as a back-reaction field to the $\alpha(x,t)$ excitation field. In the present Section we consider another example [334] of NSE where $|\alpha(x,t)|^2$ in the non-linear term is proportional to the soliton solution to the Toda lattice non-linear equation [606–608]. The interest in such a problem comes from the fact that such a system may model a one-dimensional chain of molecules which undergo space displacement due to their excitation. In two space dimensions, a similar molecular system may represent a coherent molecular domain presenting efficient energy transport. Such a two-dimensional system will be studied in the following Section. A potential term in the Dirac equation also originated from a soliton (a kink) and trapping the fermion field will be studied in the subsequent Section.

We consider the molecular excitation field $a(x,t)$, solution of the Heisenberg field equation

$$\left(i\hbar \frac{\partial}{\partial t} + J \frac{\partial^2}{\partial x^2} - \Lambda + V(x,t)\right) a(x,t) = 0,$$

(7.180)

where $\Lambda$ is the energy of the bottom of the exciton band, $-J$ represents the resonant dipole-dipole interaction between neighboring molecules [178,179] and $V(x,t)$ is the potential arising from the displacement of the excited molecules from their equilibrium positions. The coordinate $x$ refers to a fixed origin on the line. Suppose that we undergo all the formal procedures shown in the previous Sections in order to obtain the coherent state representation of the problem (7.180), or else the boson transformation machinery by introduction of the free field $\phi(x,t)$. We do not repeat these steps here for sake of brevity. We thus assume that a coherent state representation $\alpha(x,t)$ is obtained for the molecular excitation field $a(x,t)$, and use such a representation in the following. The Heisenberg equation (7.180) is then recognized to be the Schrödinger equation for the “wave function” $\alpha(x,t)$ (cf., e.g., the derivation in Eqs. (7.169)–(7.170))

$$\left(i\hbar \frac{\partial}{\partial t} + J \frac{\partial^2}{\partial x^2} - \Lambda + V(x,t)\right) \alpha(x,t) = 0.$$

(7.181)

Let $l$ be the molecular spacing of the aggregate in the absence of excitation: the displacement $\beta_n$ of a molecule at the site $n$ produces the
deformation \( l \to l - \rho_n \) with \( \rho_n = \beta_{n-1} - \beta_n \). We want to study the back-
reaction potential acting on \( \alpha(x,t) \) induced by the \( \rho_n \) displacement. To
this aim we assume that the interaction among the molecules due to the
deformation \( \rho_n \) is described by an anharmonic potential \( U \) of Toda-lattice
type [334, 606–608]:

\[
U = \Phi(\rho_n) = \frac{w}{\gamma} \left\{ -\rho_n + \frac{1}{\gamma} \left[ e^{\gamma \rho_n} - 1 \right] \right\},
\]

(7.182a)

\[
\Phi(\rho_n) = \frac{1}{2} w \rho_n^2 + \frac{1}{6} w \gamma \rho_n^3 + \ldots,
\]

(7.182b)

where \( \gamma \rho_n \ll 1 \). \( w \) is the elasticity coefficient of the chain and \( \gamma \) the
anharmonicity parameter. The sound velocity is \( v_0 = l (\frac{\mu}{M})^{1/2} \) when \( \gamma = 0 \)
(harmonic interaction potential). \( M \) denotes the molecular mass.

The propagation equation for the deformation \( \rho_n \) along the chain is

\[
M \frac{d^2}{dt^2} \rho_n = \frac{w}{\gamma} \left[ e^{\gamma \rho_{n+1}} + e^{\gamma \rho_{n-1}} - 2e^{\gamma \rho_n} \right],
\]

(7.183)

which has the well-known [177,179,180,606–608] soliton solution

\[
\rho_n(t) \simeq \frac{1}{\gamma} \frac{\sinh^2(ql)}{\cosh^2[q(nl - vt)]},
\]

(7.184)

going to zero as \( n \to \pm \infty \). \( q \) is a parameter (the soliton parameter) upon
which the soliton velocity \( v \) depends. \( v \) is given by

\[
v = v_0 \frac{1}{ql} \sinh(ql).
\]

(7.185)

Assuming \( ql \ll 2\pi \), we can apply the continuum approximation and write
Eq. (7.181) as

\[
\rho(x,t) \simeq \frac{1}{\gamma} \frac{\sinh^2(ql)}{\cosh^2[q(x-x_0 - vt)]},
\]

(7.186)

where \( x_0 \) is the coordinate of the soliton center at the initial time \( t = 0 \). In
such an approximation, the deformation is \( \rho(x,t) = -l \frac{\partial}{\partial x} \beta(x,t) \).

We now use in Eq. (7.181) the potential \( V(x,t) = \sigma^2 \rho(x,t) \), with \( \rho(x,t) \)
given by (7.186). The coupling \( \sigma^2 \) is given in Eq. (7.187). The solution of
Eq. (7.181) for the lowest energy \( E \) is now the soliton

\[
\alpha(x,t) = \frac{1}{\gamma^{1/2}} \frac{\sinh(ql)}{\cosh[q(x-x_0 - vt)]} e^{iK(x-x_0) - i\omega t},
\]

(7.187a)

\[
K = \frac{\hbar v}{2J}, \quad E = \hbar \omega - \Lambda - \frac{\hbar^2 v^2}{4J} = -Jq^2,
\]

(7.187b)

\[
\sigma^2 = \frac{2J \gamma q^2}{\sinh^2(ql)} = \frac{2J \gamma v_0^2}{l^2 v^2}.
\]

(7.187c)
The soliton solution (7.187), describing the aggregate molecular excitation, does not spread out in time, contrary to the case of a free exciton. From Eqs. (7.186) and (7.187) we see that \( \rho(x, t) = |\alpha(x, t)|^2 \) so that the potential \( V(x, t) \) is seen to be induced by the back-reaction displacement field \( \rho(x, t) \) and Eq. (7.181) is recognized to be the NSE (of Gross–Pitaevskii-type)

\[
\left( i\hbar \frac{\partial}{\partial t} + J \frac{\partial^2}{\partial x^2} - \Lambda \right) \alpha(x, t) = -\sigma^2 |\alpha(x, t)|^2 \alpha(x, t). \tag{7.188}
\]

We observe that the soliton velocity \( v \), given by Eq. (7.185), is allowed to exceed the sound velocity in the system, \( v \gg v_0 \), and that \( v \to v_0 \) and \( \rho(x, t) \to 0 \) in the limit of \( q \to 0 \), so that the soliton disappears, which means that the coherent molecular excitation domain on the chain decays to free excitons in that limit. Consequently, the energy efficiently carried by the solitonic molecular excitation also tends to zero: the efficiency of the energy transfer thus drops with decreasing values of \( q \). Note that the size of the coherent excitation domain is

\[
\Delta x \simeq \frac{2\pi}{q}. \tag{7.189}
\]

In the discussion presented above we have not considered thermal fluctuations which are expected to counteract the cooperative interaction among molecules. Therefore dissipative terms could be introduced in the NSE (7.188) accounting for such thermal effects. On the basis of experiments made on monolayer systems, one observes that the size of the coherent molecular (two-dimensional) domains decreases indeed with increasing temperature \( T \). In the one-dimensional case one thus expects that the soliton \( q \) parameter is temperature-dependent, e.g., is proportional to \( T \). We do not consider further this problem here. Rather we proceed in the next Section to extend our discussion to the case of highly ordered molecular monolayers called Scheibe aggregates where efficient energy transfer is observed.

### 7.5.3 Ring solitons in the Scheibe aggregates

In this Section we will consider energy transfer in aggregates of highly ordered molecular monolayers, such as those called Scheibe aggregates. For a review on these systems see, e.g., [111]. Such monolayers are made by donor molecules, for example by oxycyanine dyes, doped with fluorescent acceptor molecules, e.g., with thiacyanine dyes, and exhibit a highly efficient transfer of energy from impinging photons via excited host molecules to
acceptor guests \[477, 478\]. The doping level may be as low as a donor to acceptor ratio of \(10^4\). Systems made by multilayers forming a sandwich type structure, where the acceptor molecules are situated in a layer adjacent to the monolayer containing the donor molecules, are also studied. However, these multilayer systems present a less efficient energy transfer than the one observed in the monolayers mentioned above. In both cases, the efficiency of energy transfer has been observed to decrease with decreasing temperature.

The classical approach which has been used to model the energy transfer in these systems and which reproduces the experimental results is based on the assumption that a coherent exciton may be formed \[477, 478\], namely it is assumed that a classical analogue of a domain containing a certain number of molecules, all oscillating in phase at the frequency of the exciting radiation, can be dynamically produced. This coherent exciton is then thought to move as a whole unit throughout the layer until it reaches an acceptor site. In agreement with experimental results, an estimate of the coherent exciton mean lifetime, before it is absorbed by an acceptor, is of the order of \(10^{-10}\) s at 300K and its velocity of propagation results as about 10 to 20 times the sound velocity \(v_0\); thus it migrates with a velocity of the order of \(10^4\) m s\(^{-1}\). The exciton mean life is observed to increase linearly with temperature. The number \(\nu\) of involved molecules ranges between 10 at room temperature and 150 at 20 K. Theoretical modeling \[477\] predicts \(\nu \propto T^{-1}\) in agreement with experiments.

Delicate points in these approaches are the explanation of the formation of the coherent domain and the explanation of the non-dissipative character observed in the energy transfer mechanism. Both these features might find a natural explanation provided the system is governed by a non-linear dynamics. In \[334\] it was thus proposed that the coherent exciton domain originates from non-linear dynamical effects in the layer. Prediction of the domain size \[334\] and mean lifetime of the coherent domain made by using this non-linear model \[157, 158\] is in good qualitative agreement with experimental measurements \[477, 478\].

The non-linear model of \[334\] is inspired by the discussion of the formation of the coherent molecular domain in one-dimensional systems presented in the previous Section and is based on the dynamics of the ring-wave (solitary) solution of the NSE \[431\]. The general theory, reported in this book, of soliton solutions emerging as macroscopic envelopes of boson condensation and satisfying classical non-linear dynamical equations fills the gap between microscopic quantum dynamics and its macroscopic manifestation, thus giving account, also in the present case, of how the classical behaviors
observed in the Scheibe aggregates may be reconciliated with the quantum character of the photon-molecule and molecule-molecule interactions out of which they are originated.

Let us start by considering the NSE in two dimensions with radial symmetry [431] modeled on the one-dimensional Eq. (7.188)

\[
\left(i\hbar \frac{\partial}{\partial t} + J \frac{\partial^2}{\partial r^2} + J \frac{1}{r} \frac{\partial}{\partial r} - \Lambda\right) \alpha(r,t) = -\sigma^2 |\alpha(r,t)|^2 \alpha(r,t),
\]

(7.190)

where \(r^2 = x^2 + y^2\) is the radial coordinate. As in the previous Section the “wave function” \(\alpha(r,t)\) denotes the coherent state representation of the molecular excitation field \(a(x,t)\). For small values of \(r\), a solution \(\alpha(r,t)\) of Eq. (7.190), which remains analytical at \(r = 0\), must be of the form

\[
\alpha(r,t) = \sum_{n=0}^{\infty} \alpha_n(r,t),
\]

(7.191)

where we assume \(\alpha_n(t) = 0\) for odd values of \(n\) for any \(t\) and \(\frac{\partial}{\partial r}\alpha(0, t) = 0\). We also require that such a solution approaches to zero as \(r \to \infty\) for any \(t\), \(\alpha(\infty, t) = 0\). A general solution at \(t = 0\) and small \(r\) is then found to be

\[
\alpha(r, 0) \approx \frac{1}{\gamma^{1/2}} \sinh^2(ql) \left\{ \frac{e^{iK_0 r}}{\cosh[q(r - r_0)]} + \frac{e^{-iK_0 r}}{\cosh[q(r + r_0)]} \right\},
\]

(7.192)

where \(r_0\) approximately denotes the position at which \(|\alpha(r,0)|^2\) has its maximum, namely \(r_0\) defines the initial radial coordinate position. \(K_0\) is proportional to the initial time \((t = 0)\) radial velocity \(v(0)\) (cf. Eq. (7.187)).

Eq. (7.192) represents the so-called ring-wave soliton [431]. The second term in Eq. (7.192) can be neglected in the limit \(qr \gg 0\), thus reducing it to the solution (7.187) of the one-dimensional (radial) NSE. Moreover, for small \(r\) it is \(\frac{\partial^2}{\partial r^2} \alpha(r,t) \simeq \frac{1}{r} \frac{\partial}{\partial r} \alpha(r,t)\), which reduces Eq. (7.192) to the one-dimensional NSE in the \(r \to 0\) limit. This justifies the assumption of Eq. (7.192) for the two-dimensional system based on the analogy with the one-dimensional case.

As shown by computer simulations [431], appropriate choices of the wave parameters exhibit the occurrence of three possible regimes: i) diverging ring wave: monotonical increase of \(r(t)\) with \(t\); ii) diverging and then converging ring waves with collapse: after reaching a maximum \(R_{\text{max}}\), \(r(t)\) decreases to zero as time evolves; iii) converging and collapse of ring wave: \(r(t)\) decreases to zero as \(t\) grows. The analysis of [157, 158] shows that the second regime ii) best fits the experimental results, so that the ring wave may expand up to a maximum radius \(R_{\text{max}}\), then it converges towards its center where it collapses.
A simplified picture may be the following. The donors sitting in the circle of initial radius \( r(0) \) get excited by the energy transferred to them by the impinging photon(s); their non-linear coupling originates the ring wave exciton, whose non-dissipative evolution to its final collapse in the circle center produces the energy transfer to the acceptor molecule sitting there. Due to its fluorescence nature, the acceptor re-emits the energy absorbed in the ring wave collapse. The net result is a very efficient, non-dissipative harvesting of energy on the domain of maximum radius \( R_{\text{max}} \). This mechanism, of obvious great physical and technological interest, has also been referred to in the literature as the “photon funnel” [111, 585]. As already said, the ring wave model is in good agreement with experiments.

From our discussion also emerges the notion of a characteristic range \( (R_{\text{max}}) \) for the acceptor molecule, within which it efficiently collects energy from the domain of coherently excited donors. Correspondingly, this also gives information on the optimal donor to acceptor ratio \( N \) in order to obtain maximal efficiency in the energy transfer. It is indeed observed that for low \( N \) \( (N \leq 10^3) \) the measured fluorescence from the donors is practically null, meaning the high probability that all the energy harvested in the process of excitation of the donors is transferred to the acceptor. When the acceptor density decreases below a certain threshold (with corresponding larger \( N \)) the probability of energy losses due to the donor re-emission by fluorescence is higher with consequent lowering of the energy transfer efficiency (see [157, 158] for details).

Temperature effects, radiative and other types of energy losses, which clearly may influence the coherent exciton lifetime and the overall efficiency, are not included in the non-linear model considered above. Moreover, the considered monolayer isotropy and the continuum limit are not always a good approximation in realistic systems, depending on the molecule type and arrangement in the layer. The effects of discreteness have been considered in [53] by using the discrete self-trapping equation formalism (see [214]). Coherent excitation in small aggregates has been considered in [575] and a model based on exciton dynamics without considering the formation of coherent domains has been developed in [59].

### 7.6 Fermions in topologically non-trivial background fields

It has been shown [347, 350, 584] that whenever the Dirac equation is solved in a topologically non-trivial background field, in addition to the positive
and negative energy solutions, related to each other by fermion conjugation, self-conjugate, normalizable, zero-frequency solutions always exist. The background soliton-like field can be the kink \[347, 350, 584\], the polaron \[135, 136\] in one spatial dimension, the Abrikosov (Nielsen–Olesen) vortex \[191, 498\] and the ‘t Hooft–Polyakov monopole \[524, 587\] in 2 and 3 spatial dimensions \[349\], respectively. The presence of the zero mode is essential to establish the occurrence of charge fractionalization mechanism \[347, 350, 584\]. The one space dimensional fermion-soliton system is particularly interesting since it can be realized in condensed matter physics as a system of electron in the presence of a domain wall. Peculiar experimental effects, which find explanation in the dynamical properties of the fermion-soliton system, have been obtained \[135, 136, 350, 584\] in polyacetylene.

We also recall that in \[567\] it has been shown that the non-homogeneous boson transformation together with the fermion conjugation transformation may lead to the fractional charge phenomenon which can be related to the supersymmetry algebra with a non-zero central charge.

By resorting to the discussion of the kink solution presented in previous Section 7.3, here we show that the interpolating character between degenerate vacua of the kink-like potential in a one-dimensional fermionic system requires the existence of the zero-frequency fermion mode with fractional charge in order to recover the \(x_1\)-reflection symmetry of the Dirac equation.

We will use the notation \(x = (x_0, x_1)\) and consider a spinor field \(\psi(x)\) and a real scalar field \(\phi(x)\) in a \(1+1\)-dimensional model with field equations

\[
(i\gamma_\mu \partial^\mu - G\phi(x))\psi(x) = 0, \quad (7.193a)
\]

\[
(\partial^2 + \mu^2)\phi(x) = -\lambda\phi^3(x). \quad (7.193b)
\]

\(G\) is the coupling constant. Eqs. (7.193) are invariant under fermion conjugation \(F = F^{-1} = F^\dagger\)

\[
\psi(x) \to F\psi(x)F = -i\gamma^1\psi^T(x), \quad \phi(x) \to F\phi(x)F = \phi(x), \quad (7.194)
\]

and discrete chirality \(B = B^{-1} = B^\dagger\)

\[
\psi(x) \to B\psi(x)B = i\gamma^5\psi^T(x), \quad \phi(x) \to B\phi(x)B = -\phi(x), \quad (7.195)
\]

with two-dimensional gamma matrices: \(\gamma^0 = \gamma_0 = \sigma_1, \gamma^1 = i\sigma_3 = -\gamma_1, \gamma^5 = \gamma^0\gamma^1 = \sigma_2, \) and \(g_{00} = 1 = -g_{11}.\) We observe that there is also an internal phase symmetry \(\psi(x) \to e^{-i\theta}\psi(x)\) induced by the fermion number operator \(Q = \frac{1}{2}\int dx_1[\psi^\dagger(x), \psi(x)].\)

We assume that discrete chirality is spontaneously broken:

\[
\langle 0|\phi(x)|0 \rangle = v, \quad (7.196)
\]
and we thus write \( \phi(x) = v + \rho(x) \), with \( \langle 0 | \rho(x) | 0 \rangle = 0 \), so that Eqs. (7.193) become

\[
(i \gamma^\mu \partial_\mu - G v) \psi(x) = G \rho(x) \psi(x), \tag{7.197a}
\]

\[
(\partial^2 + m^2) \rho(x) = -J[\rho(x)], \tag{7.197b}
\]

where

\[
J[\rho(x)] = \frac{3}{2} m g \rho^2(x) + \frac{1}{2} g^2 \rho^3(x), \tag{7.198a}
\]

\[
\lambda v^2 = -\mu^2, \quad m^2 = 2 \lambda v^2 = g^2 v^2. \tag{7.198b}
\]

The quasiparticle fields \( \psi_{\text{in}}(x) \) and \( \rho_{\text{in}}(x) \) satisfy the field equations

\[
(i \gamma^\mu \partial_\mu - G v) \psi_{\text{in}}(x) = 0, \tag{7.199}
\]

\[
(\partial^2 + m^2) \rho_{\text{in}}(x) = 0, \tag{7.200}
\]

respectively. We remark that the Dirac Eq. (7.199) is not invariant under the substitution \( v \to -v \), which occurs when Eq. (7.196) is replaced by

\[
\langle 0 | \phi(x) | 0 \rangle = -v. \tag{7.201}
\]

Stated in a different way, we can say that the spontaneous breakdown of the discrete chirality (Eq. (7.195)) introduces in the fermion system described by Eq. (7.193) a partition in the set of the \( \psi_{\text{in}}(x) \) fermion fields: \( \psi_{\text{in}}(x) \to \{ \psi_{\text{in},+}(x), \psi_{\text{in},-}(x) \} \). Provided \( v \neq 0 \), there is no non-trivial fermion field which is a solution of both Eq. (7.199) and of

\[
(i \gamma^\mu \partial_\mu + G v) \psi_{\text{in}}(x) = 0. \tag{7.202}
\]

There is no non-trivial intersection between the set of solutions \( \psi_{\text{in},+}(x) \) of Eq. (7.199) and the set of solution \( \psi_{\text{in},-}(x) \) of Eq. (7.202). We observe that \( \psi_{\text{in},+}(x) \) and \( \psi_{\text{in},-}(x) \) are related by the discrete chiral transformation

\[
\psi_{\text{in},\pm}(x) \to \psi_{\text{in},\mp}(x) = i \gamma^5 \psi_{\text{in},\pm}(x), \tag{7.203}
\]

which, however, does not leave Eq. (7.199) (or Eq. (7.202)) invariant.

The problem is then to study the behavior of the fermionic structure when both the conditions Eq. (7.196) and Eq. (7.201) are imposed on the system by the non-trivial topology of the kink potential \( \phi_c(x) \), which indeed interpolates between \( |0\rangle_+ \) and \( |0\rangle_- \) in the limits \( x_1 \to +\infty \) and \( x_1 \to -\infty \), respectively:

\[
-\langle 0 | \phi(x) | 0 \rangle_+ = -v \xrightarrow{x_1 \to -\infty} \phi_c(x) \xrightarrow{x_1 \to +\infty} + v = +\langle 0 | \psi(x) | 0 \rangle_+. \tag{7.204}
\]

The states \( |0\rangle_- \) and \( |0\rangle_+ \) denote two degenerate unitarily inequivalent vacua of the theory. Eq. (7.204) shows that \( x_1 \to -\infty \) in \( \phi_c(x) \) induces on \( \phi(x) \) the \( B \) transformation of Eq. (7.195).
It is useful to recall that, provided $f(x)$, with conveniently selected divergencies, is the solution of $(\partial_x^2 - m^2)f(x) = 0$, the transformation
\[ \rho_in(x) \rightarrow \rho_in(x) + f(x) \] (7.205)
may generate non-homogeneous boson condensate whose envelope is the kink $\phi_c(x)$. By denoting with $D_{in}$ the generator of such a transformation and by $|f\rangle$ the coherent state $|f\rangle = \exp(iD_{in})|0\rangle$, we may exploit the coherent state representation for the kink and consider the realization of the dynamical equations (7.193) obtained by taking their matrix elements between the states $|0, 0_{\psi_{in}}, f\rangle$ and $|f, 0_{\psi_{in}}, 0_{\psi_{in}}\rangle$, where $0_i$ denotes the vacuum for the $i$-type particle. We have
\[ (i\gamma_\mu \partial^\mu - G\phi^f(x))\psi^f(x) = 0, \] (7.206)
\[ (\partial^2 + \mu^2)\phi^f(x) = -\lambda (\phi^f(x))^3. \] (7.207)
In the following, $\phi^f(x_1)$ denotes the kink solution $\phi_c(x_1)$ of the classical equation (7.207) in the static case, $\phi^f(x_1) \equiv \phi_c(x_1)$:
\[ \phi^f(x_1) = v \tanh \left( \frac{1}{2} mx_1 \right). \] (7.208)
Eq. (7.206) then admits the zero-frequency normalizable solution
\[ \psi_0^f(x_1) = N \exp \left( -G \int_0^{x_1} \phi^f(y_1)dy_1 \right) \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \] (7.209)
By using this equation and the fact that
\[ \psi^f(x_1) = \langle 0_b, 0_{\psi_{in}}, 0_{\rho_{in}} | \exp(-iD_{in}) \psi_{in}(x), \rho_{in}(x), b | e^{iD_{in}} | 0_{\rho_{in}}, 0_{\psi_{in}}, b \rangle, \] (7.210)
we obtain
\[ \psi(x) = \psi_{in}(x) + : N \exp \left( -G \int_0^{x_1} \phi(\rho_{in}(y_1))dy_1 \right) b \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \ldots, \] (7.211)
where the equality is understood as a relation between matrix elements, the dots denote higher normal ordered products of $\psi_{in}$ and $\rho_{in}$ and $\phi$ is a functional of $\rho_{in}$ only, since we assume that the $\psi_{in}$ field is not a source of $\phi$. The boson transformation theorem now ensures us that by inducing the field transformation (7.205) in the field $\psi(x)$ as given by Eq. (7.211) and in the field $\phi(\rho_{in})$ we obtain, respectively, fields which are again solutions of the field equations (7.193). The conclusion is then that as soon as the kink has been created by the boson condensation induced by (7.205), the dynamics described by Eqs. (7.193) requires the existence
of a fermionic zero-frequency mode $b \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ (of course we exclude the trivial solution $\langle f | \psi | f, b \rangle = 0$). We note that, as shown by the dynamical map (7.211), the $b$ mode participates to matrix elements only in the presence of the soliton state $| f \rangle$. Indeed, as one approaches spatial infinity the zero-frequency mode wave-function (7.209) goes to zero (it is localized around the center $x_1 = 0$ of the kink): the zero mode is trapped by the soliton which acts as a potential well in Eq. (7.206). As soon as the asymptotic regions at $(\pm)-\infty$ are approached the dynamics falls into just one of the two sectors $+v$ or $-v$.

Let us now write

$$\psi^f(x_0, x_1) = \exp[i K(x_1) - i \omega x_0] \begin{pmatrix} \psi^f_1 \\ \psi^f_2 \end{pmatrix}.$$  \hspace{1cm} (7.212)

We remark that a solution of Eq. (7.206), i.e.,

$$\omega \psi^f_1 - i K'(x_1) \psi^f_1 - G \phi^f(x_1) \psi^f_1 = 0, \hspace{1cm} (7.213a)$$

$$\omega \psi^f_2 + i K'(x_1) \psi^f_2 - G \phi^f(x_1) \psi^f_2 = 0, \hspace{1cm} (7.213b)$$

must also be a solution of

$$\omega \psi^f_1 + i K'(-x_1) \psi^f_1 - G \phi^f(-x_1) \psi^f_1 = 0, \hspace{1cm} (7.214a)$$

$$\omega \psi^f_2 - i K'(-x_1) \psi^f_2 - G \phi^f(-x_1) \psi^f_2 = 0, \hspace{1cm} (7.214b)$$

since the kink interpolates between $+v$ or $-v$ as $x_1 \to \pm \infty$. In these equations $K'$ denotes derivative of $K$ with respect to $x_1$. Eqs. (7.214) are obtained indeed from Eqs. (7.213) by parity transformation, i.e., letting $x_1 \to -x_1$ and $\psi^f(x_0, x_1) \to \gamma^0 \psi^f(x_0, -x_1)$.

Now it can be shown that, by subtracting Eqs. (7.214) from Eqs. (7.213), the only non-trivial, normalizable solution of Eqs. (7.213) and Eqs. (7.214) is the zero-frequency solution $\psi^f_0(x_1)$ given by Eq. (7.209). This is the only fermion solution for which the invariance under discrete chirality transformation is preserved even in the limits of $\phi^f \to \pm v$ at $x_1 \to \pm \infty$. The zero-frequency solution would never appear in the absence of the kink.

We finally remark that since the fermion zero mode $b \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ is a self-conjugate field (cf. Eqs. (7.194) and (7.211)) and the fermion conjugation symmetry (7.194) is unbroken, we have $0 = \langle f | b^\dagger b | f \rangle = \langle f | b b^\dagger | f \rangle$, which gives $\langle f | \{ b, b^\dagger \} | f \rangle = 0$ in contradiction with $\{ b, b^\dagger \} = 1$. This contradiction is solved by noticing that $\{ b^\dagger, b \} = 0 = \{ b, b \}$ and by introducing [347] two
distinct soliton states \( |f, + \rangle \) and \( |f, - \rangle \) with \( F|f, \pm \rangle = |f, \mp \rangle \) and
\[
b|f, + \rangle = |f, - \rangle, \quad b^\dagger|f, + \rangle = 0, \tag{7.215a}
\]
\[
b^\dagger|f, - \rangle = |f, + \rangle, \quad b|f, - \rangle = 0. \tag{7.215b}
\]

We note that \( |f, + \rangle \) and \( |f, - \rangle \) are degenerate states since the presence or not of the fermion mode \( b \) in these states does not involve energy. One can now derive that the fermion zero mode carries the fractional charge \( Q = \pm \frac{1}{2} \) (see also [347, 350, 584]). Note that in the asymptotic regions \( x_1 \to \pm \infty \) the fermions of masses \( \pm Gv \), respectively, are non-fractional charge fermions.

### 7.7 Superfluid vortices

As a final example we study, in the CTP formalism, vortices in a \((3 + 1)\)-d relativistic scalar model for superfluidity. We consider the following Lagrangian invariant under global phase invariance [617]:
\[
\mathcal{L} = \partial_\mu \psi^\dagger(x) \partial^\mu \psi(x) - \mu^2 \psi^\dagger(x) \psi(x) - \frac{\lambda}{4} |\psi^\dagger(x) \psi(x)|^2. \tag{7.216}
\]

The equation of motion for the complex boson field \( \psi(x) \) reads
\[
\left( \partial^2 + \mu^2 + \frac{\lambda}{2} |\psi(x)|^2 \right) \psi(x) = 0. \tag{7.217}
\]

\( \psi \) (and \( \psi^\dagger \)) satisfy usual canonical commutation relations. We assume symmetry breaking, i.e., \( \mu^2 < 0 \) and \( \langle 0 | \psi(x) \psi(0) \rangle = (\psi(x)) = v = \sqrt{-2\mu^2/\lambda} \) and parametrize the field as \( \psi(x) \equiv (\rho(x) + v)e^{i\chi(x)} \), where both \( \rho \) and \( \chi \) are hermitian and have zero vacuum expectation value (vev) (this can be unambiguously prescribed since \( \chi(x) \) and \( \rho(x) \) commute). \( |0 \rangle \) is the vacuum state for the asymptotic (quasiparticle) field. We put \( g = \sqrt{\lambda} \) and \( m^2 = \lambda v^2 > 0 \) and rewrite the Lagrangian (7.216) as
\[
\mathcal{L} = (\rho + v)^2 (\partial_\mu \rho)^2 + (\partial_\mu \chi)^2 - m^2 \rho^2 - gm \rho^3 - \frac{g^2}{4} \rho^4. \tag{7.218}
\]

The conjugate momenta are introduced as \( \pi_\rho = 2\dot{\rho} \) and \( \pi_\chi = 2(\rho + v)^2 \dot{\chi} \). The commutation relations are
\[
[\rho(x_0, x), \rho(x_0, y)] = \frac{i}{2} \delta(x - y), \tag{7.219a}
\]
\[
[\chi(x_0, x), (\rho(x_0, y) + v)^2 \dot{\chi}(x_0, y)] = \delta(x - y). \tag{7.219b}
\]
The (unrenormalized) Hamiltonian density reads
\[ H = \frac{1}{4} \pi^2 + (\nabla\rho)^2 + \frac{1}{4(\rho + v)^2} \pi^2 + (\rho + v)^2 (\nabla\chi)^2 \]
\[ + \frac{m^2 \rho^2 + gm \rho^3 + g^2 \rho^4}{4}, \] (7.220)
where both \( m \) and \( g \) are unrenormalized mass and coupling respectively.

We subtract \( \langle 0 | H | 0 \rangle \) from \( H \). Such a redefinition will render all matrix elements of \( H \) finite (even if \( H \) is not the free field Hamiltonian density).

The equations of motion for the Heisenberg operators \( \rho \) and \( \chi \), following from the Heisenberg equations:
\[ \dot{\pi}_\rho = i \left[ H, \pi_\rho \right] \]
\[ \dot{\pi}_\chi = i \left[ H, \pi_\chi \right], \] (7.221a)
\[ \partial^2 - (\partial_\mu \chi_{\text{in}})^2 + m^2 (\rho_{\text{in}} + v) = m^2 v, \] (7.221b)
\[ \partial_\mu \left[ (\rho_{\text{in}} + v)^2 : \partial^\mu \chi_{\text{in}} \right] = 0. \] (7.222a)

The asymptotic fields solve the following equations:
\[ \partial^2 - (\partial_\mu \chi_{\text{in}})^2 + m^2 (\rho_{\text{in}} + v) = m^2 v, \] (7.222a)
\[ \partial_\mu \left[ (\rho_{\text{in}} + v)^2 : \partial^\mu \chi_{\text{in}} \right] = 0. \] (7.222b)

Note that the above equations are not linear in the asymptotic field. Nevertheless, we can apply the boson condensation machinery in order to arrive to the vortex solutions.

The interacting Lagrangian density is
\[ \mathcal{L}^I = - gm \rho^3 - \frac{g^2}{4} \rho^4, \] (7.223)
and the Haag expansion for the Heisenberg field operator is written as (see Eq. (6.4)):
\[ \psi(x) \equiv (\rho(x) + v)e^{i\chi(x)} \]
\[ = T_C \left\{ (\rho_{\text{in}}(x) + v)e^{i\chi_{\text{in}}(x)} \exp \left[ -i \int_C d^4 y \mathcal{L}_{\text{in}}^I(y) \right] \right\}. \] (7.224)

As usual, the solutions of the asymptotic equations (7.222) are not unique. Indeed, we may define the following shifted fields:
\[ \rho_{\text{in}}(x) \rightarrow \rho_{\text{in}}^f(x) = \rho_{\text{in}}(x) + f(x), \] (7.225a)
\[ \chi_{\text{in}}(x) \rightarrow \chi_{\text{in}}^g(x) = \chi_{\text{in}}(x) + g(x), \] (7.225b)
satisfying Eqs. (7.222):
\[ \partial^2 - (\partial_\mu \chi_{\text{in}}^g)^2 + m^2 (\rho_{\text{in}}^f + v) = 0, \] (7.226a)
\[ \partial_\mu \left[ (\rho_{\text{in}}^f + v)^2 : \partial^\mu \chi_{\text{in}}^g \right] = 0. \] (7.226b)
The c-number functions $h(x) \equiv f(x) + v(x)$ and $g(x)$ are constrained to solve the following equations (obtained by taking the vev of Eqs. (7.226):

\[
\left[\partial^2 - \langle (\partial_{\mu}\chi_{in})^2 \rangle - (\partial_{\mu}g)^2 + m^2\right] (f + v) = m^2 v, \quad (7.227a)
\]

\[
\partial_{\mu} \left[\langle (\partial_{\mu}^2 \cdot \cdot \cdot ) + (f + v)^2\rangle \partial_{\mu}g\right] = 0, \quad (7.227b)
\]

where $\langle \ldots \rangle$ stands for vev.

The Haag expansion for $\psi$ in terms of the new asymptotic fields reads

\[
\psi_{f,g}(x) = T_C \left\{ (\rho_{in}^f(x) + v) e^{i \chi_{in}(x)} e^{-i \int_C d^4y L_f^{in}(y)} \right\}, \quad (7.228)
\]

where the index $f$ indicates that the asymptotic fields entering the Lagrangian are the shifted ones. The field $\psi_{f,g}(x)$ satisfies the same Heisenberg equations as the field $\psi(x)$. A particular choice of any set of solutions of Eqs. (7.226), can lead to the description of the corresponding physical situation. Let us now consider the order parameter given by

\[
\langle 0 | \psi_{f,g}(x) | 0 \rangle \equiv e^{ig(x)} F_f(x)
\]

By taking the vacuum expectation value of the Heisenberg equations for $\psi_{f,g}(x)$, in the tree approximation we obtain the vortex equations [381]

\[
\partial^2 - (\partial_{\mu}g(x))^2 + m^2 + \lambda F_f^2(x) \right] F_f(x) = 0, \quad (7.230)
\]

\[
\partial_{\mu} \left[ F_f^2(x) \partial_{\mu}g(x) \right] = 0, \quad (7.231)
\]

where $F_f(x) \equiv F[f,x]$ is a functional of $f(x)$. Note that the dependence on $g(x)$ is contained in the phase only. The static vortex along the third axis is obtained by taking $F_f(x)$ time-independent and with a radial dependence only. Eq. (7.231) then reduces to the Laplace equation which admit as a solution the polar angle, i.e.,

\[
g(x) = n \theta(x) = n \arctan \left( \frac{x_2}{x_1} \right), \quad (7.232)
\]

where the integer $n$ guarantees the single valuedness of $\langle 0 | \psi_{f,g}(x) | 0 \rangle$.

Substituting Eq. (7.232) into Eq. (7.230), we find that $F_f(r)$ fulfils the following (static) equation:

\[
\left[ \partial^2 + \frac{1}{r} \partial_r - \frac{n^2}{r^2} - m^2 \right] F_f(r) = \lambda F_f^3(r). \quad (7.233)
\]
One expects that the order parameter will be constant far away from the vortex core. Thus for large $r$ the solution of Eq. (7.233) must asymptotically approach a (finite) constant value $a_0$. So for large $r$ we may write

$$F(r) = a_0 + \frac{a_1}{r} + \frac{a_2}{r^2} + \ldots$$

(7.234)

Inserting this expansion into (7.233) we may identify the coefficients $a_i$. It is simple to check that the asymptotic behavior of $F_f(r)$ reads

$$F_f(r \to \infty) = v - \frac{n^2}{2m\sqrt{\lambda}} r^2 + \ldots$$

(7.235)

The short distance behavior of $F_f(r)$ is dominated by the first three terms on the l.h.s. of Eq. (7.233). As a result, Eq. (7.233) reduces to the Bessel equation. Because the order parameter must vanish on the normal phase (i.e., inside the vortex) $F_f(r)$ must fulfil the boundary condition $F_f(0) = 0$. The latter indicates that the Bessel equation has a solution of the form

$$F_f(r \to 0) \propto J_n(m r).$$

(7.236)

Let us now consider Eqs. (7.227) for the shift functions. Since we want to consider a system containing a vortex, we know that $g(x)$ has to be of the form given in Eq. (7.232). Thus, for the static case with $h(x)$ depending only on the radial coordinate, we get the following equation for $f(r)$:

$$\left[\partial_r^2 + \frac{1}{r} \partial_r - \frac{n^2}{r^2} - m^2\right] f(r) = v n^2 \int \frac{dr_1}{r_1^2} I_n(m r_1) K_n(m r_2),$$

(7.237)

It admits a general solution in terms of modified Bessel functions $I$ and $K$. The boundary conditions are such that the solution vanishes for $r \to \infty$. The solution of the associated homogeneous equation satisfying this condition is $K_n(m r)$. The Green’s function, satisfying the same boundary conditions and being finite in $r = 0$, is given by $G(r_1, r_2) = I_n(m r_<) K_n(m r_>)$, where $r_>,_< \equiv \pm |r - r_1|$. Solutions for $f$ and $g$ are then given by

$$\tilde{g}(x) = n \theta(x) = n \arctan \left(\frac{x_2}{x_1}\right),$$

(7.238a)

$$\tilde{f}(r) = K_n(m r) + v n^2 \int \frac{dr_1}{r_1^2} I_n(m r_<) K_n(m r_>,)$$

(7.238b)

and the Heisenberg operator in the presence of a vortex is:

$$\psi \tilde{\delta}(x) = e^{i \theta(x)} T_C \left(\rho_{in}(x) + \tilde{f}(x) + v\right) e^{i \chi_{in}(x)} \exp \left[-i \int_C d^4 y e^{i \tilde{f}_n(y)}\right].$$

(7.239)
By taking the vev of (7.239) in tree approximation, we get the vortex solution
\[ \langle 0 | \psi^{\text{vor}}(x) | 0 \rangle \simeq (K_n(mr(x)) + v) e^{in\theta(x)}. \tag{7.240} \]

One of the advantages of the formalism here presented is in the fact that it is straightforward (at least in principle) to consider Green’s functions of the \( \psi \) field in the presence of vortices, since we have obtained the Heisenberg field operator (7.239) which “know” about the appropriate boundary conditions.

In the simplest approximation, valid when we are very far from the vortex core, we can use \( f = 0 \). Then an approximate relation between the two Heisenberg field operators in the presence and absence of vortex is
\[ \psi^\theta(x) \simeq e^{in\theta(x)} \psi(x). \tag{7.241} \]

Let us consider the two-point function in the presence of a vortex (\( x \) and \( y \) are far from the vortex core). We have:
\[ G^\theta(x,y) \equiv \langle 0 | \psi^\theta(x)\psi^{\theta\ast}(y) | 0 \rangle \simeq e^{in[\theta(x) - \theta(y)]} G(x-y). \tag{7.242} \]
We then have a relation between the (full) two-point Green’s function \( G^\theta(x,y) \) in presence of a vortex in terms of the (full) two-point Green’s function \( G(x-y) \) in absence of vortices and the angle function \( \theta(x) \).

Such a result presents some analogies with the Bohm–Aharonov effect [11]. In this last case, the presence of the magnetic flux confined into the solenoid, induces a change in the two-point Green’s function of the electrons propagating around it [555] and the relation between the Green’s function with and without magnetic flux is formally identical to Eq. (7.242).

Indeed, let us consider the Green’s function for electrons in the presence of a non-zero vector potential. If we denote by \( G^0_0 \) the Green’s function in the covering space for \( \mathbf{A} = 0 \) and by \( G^\alpha_0 \) the one for \( \mathbf{A} = \nabla \Omega \neq 0 \), with \( \Omega \) the ‘angle’ gauge function, then we have
\[ G^\alpha_0(x,y) = e^{i\Omega(x) - \Omega(y)} G^\alpha_0(x,y). \tag{7.243} \]
On the other hand, comparing with Eq. (7.242), we note that the phase \( \theta(x) \) is related to the superfluid velocity as \( \mathbf{v}_s \sim \nabla \theta(x) \) and \( \mathbf{v}_s \) can be interpreted as the magnetic field.

The Bohm–Aharonov potential induced by a magnetic flux equal to \( n \) times the elementary magnetic flux is
\[ \mathbf{A} = \nabla \Omega , \quad \oint ds \cdot \mathbf{A} = -2\pi n/e. \tag{7.244} \]

In the case of a vortex line of strength \( n \) we also have, beside Eq. (7.242):
\[ \mathbf{J} = n\nabla \theta , \quad \oint ds \cdot \mathbf{J} = 2\pi n. \tag{7.245} \]
Thus the correspondence reads \( n\theta(x) \leftrightarrow -e\Omega(x) \) and \( \mathbf{J} \leftrightarrow -e\mathbf{A} \).
Chapter 8

Topological defects as non-homogeneous condensates. II

8.1 Introduction

We have seen in the previous Chapter how extended objects are generated in QFT by means of localized (non-homogeneous) condensation of quanta, controlled by suitable shifts of the associated asymptotic fields (boson transformation). We have studied in detail the case of a scalar field theory, both in $1 + 1$ and $3 + 1$ dimensions, with the appearance of kinks and vortices, respectively.

In the present Chapter we treat the case of topological defects in theories with gauge fields and SSB. In this case, as seen in Chapter 3, Goldstone bosons disappear from the spectrum of the observable fields and their role is to characterize the vacuum structure. In this respect, the significance of the singularities (such as topological singularities) of the boson transformation function for the Goldstone fields acquires particular relevance, since singular boson transformations cannot be “gauged away” and topologically non-trivial solitonic structures may appear. Furthermore, in Chapters 3 and 4 we have seen that the gauge field acquires a mass (the Higgs mechanism) and classical field equations (Maxwell equations) emerge out of the NG boson condensation. Macroscopic fields and currents have been derived in terms of boson condensation and the interaction of quanta with classically behaving extended objects has been included in the $S$-matrix.

In this Chapter we consider the vortex in $U(1)$ gauge theory, the $SU(2)$ instanton solution, the monopole and the sphaleron solutions. Temperature effects on soliton solutions will also be considered. In our analysis we adopt the covariant operator formalism for the quantization of non-Abelian gauge theories. Details of this approach can be found in [392, 488].
8.2 Vortices in $U(1)$ local gauge theory

In order to discuss the vortex solution [191, 498] we will first briefly summarize the discussion presented in Sections 3.8 and 4.3. The boson condensation function is related to Green’s functions and it leads to specific solutions such as the static vortex, the straight infinitely long vortex and a circular loop.

The vortex solutions are objects of special interest since they appear in many condensed matter systems such as the vortex in superconductivity [4, 282] or the filamentary structure in biological systems [194]. The vortex solution also provides an example of bosonic string [296] and cosmic string [371] (cf. also Chapter 10).

We thus return to the Goldstone–Higgs-type model considered in Section 3.8. There we have seen that in the broken phase, the local gauge transformations of the Heisenberg fields

\[
\begin{align*}
\phi_H(x) &\rightarrow e^{i\theta_0 \lambda(x)} \phi_H(x), \\
A_H^\mu(x) &\rightarrow A_H^\mu(x) + \partial^\mu \lambda(x), \\
B_H(x) &\rightarrow B_H(x),
\end{align*}
\] (8.1a)

are induced by the in-field transformations

\[
\begin{align*}
\chi_{in}(x) &\rightarrow \chi_{in}(x) + e_0 \tilde{v} Z_{\chi}^{-\frac{1}{2}} \chi_{in}(x), \\
b_{in}(x) &\rightarrow b_{in}(x) + e_0 \tilde{v} Z_{\chi}^{-\frac{1}{2}} b_{in}(x), \\
\rho_{in}(x) &\rightarrow \rho_{in}(x), \\
U_{in}^\mu(x) &\rightarrow U_{in}^\mu(x).
\end{align*}
\] (8.2a)

The notation here is the same as in Section 3.8. $Z_{\chi}$ denotes the wavefunction renormalization constant and $\tilde{v} = \langle 0|\phi_H(x)|0 \rangle$. As usual, we use the indexes “$H$” and “$in$” for the Heisenberg and the asymptotic or quasi-particle fields, respectively. The global transformation $\phi_H(x) \rightarrow e^{i\theta} \phi_H(x)$ is induced by

\[
\begin{align*}
\chi_{in}(x) &\rightarrow \chi_{in}(x) + \theta \tilde{v} Z_{\chi}^{-\frac{1}{2}} \chi_{in}(x), \\
b_{in}(x) &\rightarrow b_{in}(x), \\
\rho_{in}(x) &\rightarrow \rho_{in}(x), \\
U_{in}^\mu(x) &\rightarrow U_{in}^\mu(x).
\end{align*}
\] (8.3a)
with \( \partial^2 f(x) = 0 \) and the limit \( f(x) \rightarrow 1 \) to be performed at the end of the computation. Under the above in-field transformations the in-field equations and the \( S \) matrix are invariant and \( B_H \) is changed by an irrelevant \( c \)-number (in the limit \( f \rightarrow 1 \)).

Consider now the boson transformation \( \chi_{in}(x) \rightarrow \chi_{in}(x) + f(x) \), where \( f(x) \) is a \( c \)-number function which is solution of the \( \chi_{in}(x) \) motion equation. We have seen that the boson transformation theorem can be proven to be valid also when a gauge field is present. In such a case, any spacetime dependence of the \( \epsilon \)-term can be eliminated by a gauge transformation when \( f(x) \) is a regular (i.e., Fourier transformable) function and the only effect is the appearance of a phase factor in the order parameter: \( \tilde{v}(x) = e^{icf(x)}\hat{v} \), with \( c \) being a constant (cf. Section 4.3). The conclusion is that when a gauge field is present, the boson transformation with regular \( f(x) \) is equivalent to a gauge transformation.

On the other hand, we have also noted the difference with the case of a theory with global invariance only (cf. Eq. (4.84)). There, non-singular boson transformations of the NG fields can produce non-trivial physical effects (like linear flow in superfluidity).

Let us consider now the case of singular \( f(x) \) and see how specific vortex solutions are generated. By resorting to the results of Sections 4.3.1 and 4.3.2, we have [392,452,619,650,651]

\[
\partial_\mu f(x) = 2\pi \int d^4x' G^1_{\mu\nu}(x') \partial^\nu K(x-x') , \tag{8.4}
\]

\[
K(x-x') = -\frac{1}{(2\pi)^4} \int d^4p e^{-ip(x-x')} \frac{1}{p^2 + i\epsilon} , \tag{8.5}
\]

where the Green’s function \( K \) satisfies \( \partial^2 K(x-x') = \delta(x-x') \) and \( G^1_{\mu\nu} \) is given by Eq. (4.85). Upon contour integration, Eq. (8.4) gives

\[
f(x) = 2\pi \int dx^\mu \int d^4x' G^1_{\mu\nu}(x') \partial^\nu K(x-x') , \tag{8.6}
\]

which is indeed solution of \( \partial^2 f(x) = 0 \). The massive vector potential is obtained from the classical (Proca) Eq. (4.69)

\[
a_\mu(x) = -\frac{m^2}{e} \int d^4x' \Delta_c(x-x') \partial^\nu f(x') , \tag{8.7}
\]

\[
\Delta_c(x-x') = \frac{1}{(2\pi)^4} \int d^4p e^{-ip(x-x')} \frac{1}{p^2 + m^2 + i\epsilon} . \tag{8.8}
\]
The electromagnetic tensor and the vacuum current are \[ F_{\mu\nu}(x) = \partial_{\mu}a_{\nu}(x) - \partial_{\nu}a_{\mu}(x) = 2\pi \frac{m^2}{e} \int d^4x' \Delta_c(x-x')G_{\mu\nu}^{\dagger}(x'), \] \[ j_{\mu}(x) = \frac{m^2}{e} \int d^4x' \Delta_c(x-x')\partial_{\mu}'f(x') \]
\[ = -2\pi \frac{m^2}{2V} \int d^4x' \Delta_c(x-x')\partial_{\mu}'G_{\nu\mu}^{\dagger}(x'), \] respectively, and satisfy \[ \partial_{\mu}F_{\mu\nu}(x) = -j_{\nu}(x). \] The above preliminaries are sufficient to consider specific vortex solutions. The line singularity for the vortex solution can be parameterized by a single line parameter \( \sigma \) and by the time parameter \( \tau \). We consider the following cases.

The static vortex solution. This is obtained by setting \( y_0(\tau, \sigma) = \tau \) and \( y(\tau, \sigma) = y(\sigma) \), with \( y \) denoting the line coordinate. \( G_{\mu\nu}(x) \) is non-zero only on the line at \( y \) (we can consider more lines but here we limit ourselves to one line, for simplicity). Thus, we have:

\[ G_{0i}(x) = \int d\sigma \frac{dy_i(\sigma)}{d\sigma} \delta^3[\mathbf{x} - \mathbf{y}(\sigma)] , \quad G_{ij}(x) = 0 , \] \[ G_{ij}^{\dagger}(x) = -\epsilon_{ijk}G_{0k}(x) , \quad G_{0i}^{\dagger}(x) = 0 . \] Eq. (8.9) shows that these vortices are purely magnetic. Eq. (8.4) gives

\[ \partial_{\mu}f(x) = 0 , \]
\[ \partial_{\nu}f(x) = \frac{1}{(2\pi)^2} \int d\sigma \epsilon_{ijk} \frac{dy_k(\sigma)}{d\sigma} \partial_{\nu}^{\dagger} \int d^3p \frac{e^{ip\cdot(x-y(\sigma))}}{p^2} , \] i.e., by using the identity \( (2\pi)^{-2} \int d^3p \frac{e^{ip\cdot x}}{p^2} = \frac{1}{2|x|} \),

\[ \nabla f(x) = -\frac{1}{2} \int d\sigma \frac{dy_k(\sigma)}{d\sigma} \wedge \nabla \frac{1}{|\mathbf{x} - \mathbf{y}(\sigma)|} . \] Note that \( \nabla^2 f(x) = 0 \) is satisfied.

The straight infinitely long vortex. It is specified by \( y_0(\sigma) = \sigma \delta_3 \) with \(-\infty < \sigma < \infty \). The only non-vanishing component of \( G^{\mu\nu}(x) \) are \( G^{03}(x) = G_{12}^{\dagger}(x) = \delta(x_1)\delta(x_2) \). Eq. (8.14) gives \[ \frac{\partial}{\partial x_1}f(x) = \frac{1}{2} \int d\sigma \frac{\partial}{\partial x_2} \left[ x_1^2 + x_2^2 + (x_3 - \sigma)^2 \right]^{-\frac{1}{2}} = -\frac{x_2}{x_1^2 + x_2^2} , \] \[ \frac{\partial}{\partial x_2}f(x) = \frac{x_1}{x_1^2 + x_2^2} , \quad \frac{\partial}{\partial x_3}f(x) = 0 . \]
which give
\[ f(x) = \arctan \left( \frac{x_2}{x_1} \right) = \theta(x). \tag{8.17} \]

Use of these results gives \( a_\mu, F_{\mu\nu} \) and the vacuum current. The only non-zero components of these fields are \( a_1, a_2, F_{12} = -H_3, j_1 \) and \( j_2 \).

The condition (4.90) can be shown to be violated if the line singularity has isolated end points inside the system [619]. Thus the consistency with the continuity equation (4.90) implies that either the string is infinite, or that it forms a closed loop. If there is more than one string, the end points of different strings can be connected in a vertex. Eq. (4.90) results then in a condition for the relative string tensions \( \nu_\alpha \), with \( \alpha \) denoting different strings.

Further simple examples are the following [452, 619, 650, 651]:

A circular loop given by \( y(\sigma) = (a \cos \sigma, a \sin \sigma, 0) \), with \( 0 \leq \sigma \leq 2\pi \). Then
\[ G^{01}(x) = \delta \left[ x_2 - \sqrt{a^2 - x_1^2} \right] \delta(x_3), \tag{8.18a} \]
\[ G^{02}(x) = \delta \left[ x_1 - \sqrt{a^2 - x_2^2} \right] \delta(x_3), \tag{8.18b} \]
\[ G^{03}(x) = G^{ij}(x) = 0. \tag{8.18c} \]

A straight line along the third axis moving in the \( x_1 \) direction with velocity \( v \) is given by \( y(\sigma, \tau) = (v\tau, 0, \sigma) \), \( y_0(\sigma, \tau) = \tau \), from which
\[ G^{03}(x) = \nu \delta(x_1 - vt) \delta(x_2), \tag{8.19a} \]
\[ G^{13}(x) = v \delta(x_1 - vt) \delta(x_2). \tag{8.19b} \]

Vortex solutions in 3 + 1-dimensional Abelian Higgs model (Nielsen–Olesen vortex solutions) and cosmic strings are discussed in Sections 10.4.1 and 10.5.2, respectively.

**8.3 Topological solitons in gauge theories**

By following closely the presentation of [440], we now consider some examples of gauge theories, also including the effect of temperature on the extended objects generated by boson transformation.

We have already considered temperature effects on boson condensates in Chapter 5. In this Section we focus on the case of the vortex in scalar
electrodynamics, the monopole in $SO(3)$ non-Abelian gauge theory and the sphaleron solution in the $SU(2)$ version of this theory. We will see that a critical temperature $T_c$ exists at which symmetry restoration is obtained. The Higgs field condensation, which we will show participates to the formation of the topological soliton together with the NG bosons, is temperature-dependent and vanishes at the phase transition point $T_c$. The vortex shape depends on the temperature through the Higgs field condensation and the vortex core grows as temperature rises. Both monopoles and sphaleron have temperature-dependent “magnetic” charges. The monopole magnetic charge decreases with increasing temperature, whereas the sphaleron magnetic charge increases. At $T = 0$ it is zero.

In the framework of the covariant operator quantization approach to gauge theories [392, 488], we consider the following Lagrangian density for a complex scalar field $\phi(x)$ coupled to a gauge field:

$$L_c = -\frac{1}{4} F_{\mu\nu}^a F^{a\mu\nu} + (D_\mu \phi)_i \dagger (D^\mu \phi)_i - U(\phi),$$  \hspace{1cm} (8.20)

where

$$F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + g f_{abc} A_\mu^b A_\nu^c,$$  \hspace{1cm} (8.21a)

$$(D_\mu \phi)_i = \partial_\mu \phi_i - ig (A_\mu)_{ij} \phi_j,$$  \hspace{1cm} (8.21b)

$$(A_\mu)_{ij} = A_\mu^a T_{ij} \in g.$$  \hspace{1cm} (8.21c)

$(A_\mu)_{ij}$ is an element of the gauge group Lie algebra $g$. $G$ will denote the gauge group. The potential $U(\phi)$ is

$$U(\phi) = \lambda \left( \phi_i \dagger \phi_i - \frac{1}{2} v^2 \right)^2.$$  \hspace{1cm} (8.22)

The classical Euler–Lagrange equations are:

$$-\partial_\mu F^{\mu\nu}_a = gf_{abc} A_{\nu}^b F^{c\mu}_a + ig \left( \phi_i \dagger T^a D^{\nu} \phi - (D^\nu \phi)^\dagger T^a \phi \right),$$  \hspace{1cm} (8.23)

$$(D_\mu D^\mu \phi)_i = -2 \lambda \left( \phi_i \dagger \phi_i - \frac{1}{2} v^2 \right) \phi_i.$$  \hspace{1cm} (8.24)

Such equations have (classical) soliton solutions. In order to proceed with quantization, it is necessary to add to $L_c$ a gauge fixing and a ghost term:

$$\mathcal{L} = \mathcal{L}_c + \mathcal{L}_{gf} + \mathcal{L}_{gh}.$$  \hspace{1cm} (8.25)

We represent $\phi_i(x)$ in terms of $\chi(x) = \chi^a(x) T^a$ and of the Higgs field $\bar{\rho}$:

$$\phi_i(x) = \frac{1}{\sqrt{2}} \left( e^{ig \chi(x)} \right)_{ij} n_j (\bar{\rho}(x) + \sigma),$$  \hspace{1cm} (8.26)
where \( n_j \) is an arbitrary unit vector (\( \mathbf{n} \cdot \mathbf{n} = 1 \)). In Eqs. (8.24) and (8.26) \( v \) and \( \sigma \) are \( c \)-number quantities. The gauge fixing term is:

\[
\mathcal{L}_{gf} = -\partial_\mu B^a A^{\mu a} + \frac{1}{2} \xi B^a B^a + E^a B^a ,
\]

(8.27)

with \( \xi \) being an arbitrary non-vanishing constant and \( B^a \) is the auxiliary field. The ghost field is denoted by \( c(x) \) and the ghost term is [440]:

\[
\mathcal{L}_{gh} = -\partial_\mu \bar{c}^a D^{\mu ab} c^b + ig^2 \sigma^2 g_{ab} c^a c^b ,
\]

(8.28)

In these equations

\[
E^a = g^2 \xi \sigma^2 g^{ab} \chi^b ,
\]

(8.29a)

\[
g_{ab} = \frac{1}{2} \left( n \{ T^a , T^b \} n \right) .
\]

(8.29b)

\( \mathcal{L}_c \) is invariant under the following (gauge) transformation:

\[
\bar{\rho} \rightarrow \bar{\rho}' = \rho ,
\]

(8.30a)

\[
\chi^a \rightarrow \chi'^a = \chi^a + \alpha^a ,
\]

(8.30b)

\[
A^a_\mu \rightarrow A'^a_\mu = A^a_\mu + D^{ab}_\mu \alpha^b + \ldots ,
\]

(8.30c)

with \( D^{ab}_\mu = \delta_{ab} \partial_\mu - g f_{abc} A^c_\mu \). From the gauge fixing term \( \mathcal{L}_{gf} \), Eq. (8.27), we obtain the condition

\[
B^a = -\frac{1}{\xi} (\partial_\mu A^{\mu a} + E^a) ,
\]

(8.31)

which in general breaks the gauge invariance. However, the total Lagrangian Eq. (8.25) is invariant under the BRST transformation [343]:

\[
A^a_\mu \rightarrow A'^a_\mu = A^a_\mu + \theta D^{ab}_\mu c^b ,
\]

(8.32a)

\[
B^a \rightarrow B'^a = B^a ,
\]

(8.32b)

\[
\bar{\rho} \rightarrow \bar{\rho}' = \rho ,
\]

(8.32c)

\[
\chi^a \rightarrow \chi'^a = \chi^a + \theta c^a ,
\]

(8.32d)

\[
c^a \rightarrow c'^a = c^a - \frac{1}{2} \theta g f_{abc} c^b ,
\]

(8.32e)

\[
\bar{c}^a \rightarrow \bar{c}'^a = \bar{c}^a + i \theta B^a ,
\]

(8.32f)

where \( \theta \) is a Grassmann number (\( \theta^2 = 0 \)). Note that the BRST symmetry can be thought as a generalization of the local gauge symmetry on the Grassmannian algebra (with \( \alpha^a(x) = \theta c^a(x) \)). The associated (asymptotic) BRST charge is

\[
Q_{BRST} = \int d^3 x B^a \partial_\theta c^a ,
\]

(8.33)
with $Q_{BRST}^2 = 0$. The subspace of physical states is then defined as:

$$\mathcal{H}_{phys} = \{|\alpha\rangle, Q_{BRST}|\alpha\rangle = 0\}.$$  \hspace{1cm} (8.34)

Such a condition means that the scalar photons, the ghosts $c^a$ and $\bar{c}^a$, and the Goldstone bosons (for $\sigma \neq 0$), do not belong to $\mathcal{H}_{phys}$. We remark that $\mathcal{H}_{phys}$ possess a zero norm subspace. However, this subspace does not have any role in computing the average of the observables (which commute with $Q_{BRST}$).

We now consider a trial Lagrangian for the effective description of the system in terms of the asymptotic free particle excitation fields $\bar{\rho}$, $\bar{\chi}^a$, $\bar{A}^a_{\mu}$:

$$\mathcal{L}_0 = -\frac{1}{4}g_{\mu\nu}g^{a\mu\nu} - \partial_\mu B^a A^{a\mu} + \frac{1}{2}B^a B^a + \frac{1}{2}M_{ab}(x)\bar{A}_a^a \bar{A}_b^b$$

$$+ \frac{1}{2}\partial_\mu \rho \partial^\mu \rho - \frac{1}{2}m^2(x)\rho^2 + \frac{1}{2}g^2\sigma^2 \partial_\mu \bar{\chi}^a \partial^\mu \bar{\chi}^a$$

$$- \frac{1}{2}g^2\sigma^2 M_{ab}(x)\xi \bar{\chi}^a \xi^b - i\partial_\mu \bar{c}^a \partial^\mu c^b + iM_{ab}(x)\xi \bar{\chi}^a c^b,$$  \hspace{1cm} (8.35)

where $G_{\mu\nu}^a \equiv \partial_\mu \bar{A}^a_\nu - \partial_\nu \bar{A}^a_\mu$. We note that $\mathcal{L}_0$ is not BRST invariant. However, it possesses another supersymmetry with the same asymptotic BRST charge (8.33) \cite{439}. In this sense $\mathcal{L}_0$ does not change the physical subspace $\mathcal{H}_{phys}$. Also note that the spacetime dependence of the mass $m^2(x)$ implies that it behaves rather as a potential term \cite{440}.

Next, we assume the following relation between the Heisenberg fields $(\rho, \chi^a, A^a_\mu)$ and the asymptotic fields $(\bar{\rho}, \bar{\chi}^a, \bar{A}^a_\mu)$:

$$\rho = \bar{\rho} + \sigma,$$  \hspace{1cm} (8.36a)

$$\chi^a = \bar{\chi}^a + \kappa^a,$$  \hspace{1cm} (8.36b)

$$A^a_\mu = \bar{A}_{\mu}^a + \alpha^a_{\mu}.$$  \hspace{1cm} (8.36c)

These can be thought as boson transformations and they imply, at the level of states, a change in the vacuum state (boson condensation):

$$|0\rangle \rightarrow |0(\sigma, \kappa^a, \alpha^a_{\mu})\rangle = U(\sigma)U(\kappa^a)U(\alpha^a_{\mu})|0\rangle,$$  \hspace{1cm} (8.37)

where

$$U(\sigma) = \exp \sum_n (\sigma_n \rho_n^\dagger - \sigma^*_n \rho_n).$$  \hspace{1cm} (8.38)

Here, $\rho_n$ and $\sigma_n$ are the Fourier components of $\bar{\rho}$ and $\sigma$. $U(\sigma)$ induces the shift in the $\bar{\rho}$ field: $\bar{\rho} \rightarrow U^+(\sigma)\bar{\rho}U(\sigma) = \bar{\rho} + \sigma$. $U(\kappa^a)$ and $U(\alpha^a_{\mu})$ are defined and operate in a similar way. The classical fields $\sigma$, $\kappa^a$ and $\alpha^a_{\mu}$ thus appear as the result of boson condensation.
Gauge transformations correspond to a special case of the above boson transformation (8.36). For example, in electrodynamics, we have a gauge transformation for
\[ \sigma = 0, \quad \kappa = \alpha(x), \quad \alpha_\mu(x) = \partial_\mu \alpha(x). \] (8.39)

In general, the boson transformations can give rise to non-trivial topological configurations. The asymptotic condition for the gauge field at infinity is then:
\[ \alpha_\mu, \infty = -\frac{i}{g} (\partial_\mu U) U^\dagger \quad \text{with} \quad U = e^{ig\kappa(x)}, \] (8.40)
where the index \( \infty \) denotes the fields at spatial infinity. Moreover, if \( \sigma \to \sigma_\infty = \sigma_0 \), then
\[ D_\mu \phi_i, \infty = 0 \quad \text{with} \quad \phi_i, \infty = \frac{1}{\sqrt{2}} U_{ij} n_j \sigma_0, \] (8.41)
and the solution at infinity is determined by the potential \( U(\phi) \).

In the following, in considering thermal effects, we will use the analysis similar to the one done in Sections 5.7 and 7.3.1. Together with Eq. (5.179), we also have for the gauge field
\[ \bar{A}_a^\nu \bar{A}_b^\nu = : \bar{A}_a^\nu \bar{A}_b^\nu : + \frac{g^2}{2} f^{abc} f^{bcd} [\langle : \bar{A}_b^\mu A^b_\nu : \rangle_0 - \langle : \bar{A}_b^\mu A^b_\rho : \rangle_0 \delta_\nu^\rho] \] (8.42a)
\[ \quad + \frac{g^2}{2} g^{ad} g^{bc} \left[ \sigma_0^2 + \langle : \bar{\rho}^2 : \rangle_0 \right]. \] (8.42b)

### 8.3.1 Homogeneous boson condensation

Let us first consider homogeneous condensation of Higgs bosons, with
\[ \kappa^a(x) = 0 \quad \Rightarrow \quad U = 1, \] (8.43a)
\[ \sigma = \sigma_0 = \text{const}, \] (8.43b)
\[ \alpha_\mu^a = 0. \] (8.43c)
\( \sigma_0 \) is assumed to be non-vanishing below a certain temperature \( T_c \). For \( T > T_c \) it is assumed to be zero. We obtain
\[ \phi_i = \frac{1}{\sqrt{2}} n_i (\bar{\rho} + \sigma), \] (8.44a)
\[ A_\mu^a = A_\mu^a. \] (8.44b)

Substitute Eqs. (8.44) into the Euler–Lagrange equation (8.23), and take thermal averages with respect to the effective system \( \mathcal{L}_0 \). We thus obtain
\[ \square A^{a\nu} = M_{d\mu}^{2a\nu} A^{d\mu} + \ldots, \] (8.45)
\[ M_{d\mu}^{2a\nu} = g^2 f_{abc} f_{\beta \delta \delta} \left[ \langle : \bar{A}_b^\mu A^{b\nu} : \rangle_0 - \langle : \bar{A}_b^\mu A^{b\rho} : \rangle_0 \delta_\nu^\rho \right] \] (8.46)
We consider the case when the gauge field squared mass $M_{a\mu}^2$ is a scalar with respect to spacetime indices, i.e.,

$$\langle : \bar{A}_\mu^a \bar{A}_\mu^b : \rangle = \frac{1}{4} \delta_{\mu}^{\nu} \langle : \bar{A}_\mu^a \bar{A}_\nu^b : \rangle_0 .$$  \hfill (8.47)

In this approximation, we obtain:

$$M_{a\mu}^2 = \delta_{\mu}^{\nu} \left[ -\frac{3}{4} g^2 f_{abc} f_{cde} \langle : \bar{A}_\mu^a \bar{A}_\nu^b : \rangle_0 + g^2 g_{ad} \langle \sigma_0^2 + \langle \bar{\rho}^2 : \rangle_0 \rangle \right] . \hfill (8.48)$$

From the second Euler–Lagrange equation (8.24), we get:

$$2 \bar{\rho} = \sigma_0 \left[ -g^2 g_{ab} \langle : \bar{A}_\mu^a \bar{A}_\nu^b : \rangle_0 + 3 \lambda \langle \bar{\rho}^2 : \rangle_0 + \lambda (\sigma_0^2 - v^2) \right]$$

or, equivalently, the Klein–Gordon equation

$$\Box \bar{\rho} = m^2 \bar{\rho} + \ldots , \hfill (8.50)$$

and the equation

$$\sigma_0 \left[ -g^2 g_{ab} \langle : \bar{A}_\mu^a \bar{A}_\nu^b : \rangle_0 + 3 \lambda \langle \bar{\rho}^2 : \rangle_0 + \lambda (\sigma_0^2 - v^2) \right] = 0 . \hfill (8.51)$$

If $\sigma_0 \neq 0$, then

$$m^2 = 2 \lambda \sigma_0^2 , \hfill (8.52)$$

$$\sigma_0^2 = v^2 - 3 \langle \bar{\rho}^2 : \rangle_0 + \frac{g^2}{\lambda} g_{ab} \langle : \bar{A}_\mu^a \bar{A}_\nu^b : \rangle_0 . \hfill (8.53)$$

We remark that the factor $\frac{1}{\lambda}$ in this equation has a meaning as far as $\lambda$ is non-vanishing, which expresses the non-perturbative character of the gauge field contribution. This non-perturbative feature is common to all soliton solutions, as already mentioned in previous Chapters. These solutions indeed could not be found if one would obtain them in a perturbative approach by using expansions around the vanishing $\lambda$ point.

Compare Eqs. (8.52) and (8.53) with Eqs. (7.62) and notice the contribution of the $: \bar{A}_\mu^a \bar{A}_\nu^b :$ term. Eq. (8.53) allows us to calculate the transition temperature $T_c$ for which $\sigma_{\beta c} = 0$ (disordered phase). It has to be such that

$$v^2 = 3 \langle \bar{\rho}^2 : \rangle_0 - \frac{g^2}{\lambda} g_{ab} \langle : \bar{A}_\mu^a \bar{A}_\nu^b : \rangle_0 . \hfill (8.54)$$

For $T > T_c$, it is assumed $\sigma_0 = 0$. The equation for the thermal mass is

$$m^2 = -g^2 g_{ab} \langle : \bar{A}_\mu^a \bar{A}_\nu^b : \rangle_0 + 3 \lambda \langle \bar{\rho}^2 : \rangle_0 - \lambda v^2 . \hfill (8.55)$$

Eqs. (8.54) and (8.55) are both self-consistent equations, because of the dependence of $\langle \bar{\rho}^2 : \rangle_0$ on $m^2$. Notice that for $T = 0$, $\sigma_0 = v$, thus recovering the zero temperature symmetry breaking condition.

Finally we note that the above treatment is valid only for second order (continuous) phase transitions. For discontinuous transitions, one must consider the free energy, as shown in [440].
8.3.2 The vortex of scalar electrodynamics

We now consider non-homogeneous condensation with space-dependent shift functions. The simplest case of a gauge theory of the form (8.25) is the scalar electrodynamics. In this case, the gauge group is Abelian, $G = \text{U}(1)$, and $f_{abc} = 0$, $n = 1$, $g_{ab} = 1$, $g = e$.

Let us introduce cylindrical coordinates, so that:

\[ x^1 = r \cos \phi, \quad x^2 = r \sin \phi, \quad x^3 = z, \quad (8.56) \]

and

\[
g_{\mu\nu} = \begin{pmatrix}
+1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{pmatrix}. \quad (8.57)
\]

Then, the asymptotic gauge field configuration defined in (8.40) gives:

\[ U(x) = e^{in \phi}, \quad \alpha_i^{\infty} = -\frac{n}{e} \epsilon_i^31 \phi, \quad (8.58) \]

with

\[ e_i^\phi = \frac{1}{r^2} \epsilon_{i31} x^1. \quad (8.59) \]

Here $n$ is the winding number. In the case of the homogeneous condensation $U$ is trivial ($U = 1$) and no topological charge arises. The shift function giving rise to the vortex follows from Eqs. (8.39) and (8.40) as:

\[
\kappa(x) = \frac{n}{e} \phi; \quad r \neq 0, \quad (8.60a)
\]

\[
\kappa(x) = 0; \quad r = 0. \quad (8.60b)
\]

The factor $\frac{1}{e}$ in Eqs. (8.56) and (8.60) expresses the non-perturbative character of the solution. Boson condensation is typically a non-perturbative phenomenon, as stressed many times in this book.

From the above, we see that only the condensation of Goldstone bosons is responsible for the appearance of vortices. Although the Goldstone bosons are not present in the spectrum of the physical excitations, nonetheless their (localized) quantum condensation is observable as a vortex.

Let us consider in more detail the vortex solution by making the Ansatz:

\[
\alpha^i(x) = -\frac{n}{e r}(1 - K(r)) \epsilon_i^31 x^1, \quad (8.61a)
\]

\[ \sigma(x) = \sigma_0 f(x), \quad (8.61b) \]
with $\sigma_0$ being the shift for the Higgs field for the case of the homogeneous condensation as described by the equations:

$$m^2 = 2\lambda \sigma_0^2,$$  \hfill (8.62a)

$$\sigma_0^2 = v^2 - 3\langle \hat{\rho}^2 \rangle_0 + \frac{e^2}{\lambda} \langle : \bar{A}_\mu A^\mu : \rangle_0,$$  \hfill (8.62b)

$$M^2 = e^2 (\sigma_0^2 + \langle \hat{\rho}^2 \rangle_0).$$  \hfill (8.62c)

Then one obtains the temperature-dependent vortex equations

$$\frac{d}{dr} \left( \frac{1}{r} \frac{dK}{dr} \right) = e^2 K(r) \left[ \langle \hat{\rho}^2 \rangle_0 + f^2 \sigma_0^2 \right],$$  \hfill (8.63a)

$$\frac{1}{r} \frac{d}{dr} \left( r \frac{df}{dr} \right) = n^2 K^2(r) f - \lambda \sigma_0^2 f (1 - f^2) r^2.$$  \hfill (8.63b)

Introducing $K(r) = 1 - \frac{a}{n} A(r)$, with $A(r) \to n/r$ for $r \to \infty$ (and $\alpha^i(x) \to \alpha^i_{\infty}(x)$), the above equations assume the form

$$\frac{d}{dr} \left( \frac{1}{r} \frac{dK}{dr} \right) = e^2 \left( A - \frac{n}{r} \right) \left[ \langle \hat{\rho}^2 \rangle_0 + f^2 \sigma_0^2 \right],$$  \hfill (8.64a)

$$\frac{1}{r} \frac{d}{dr} \left( r \frac{df}{dr} \right) = \left( A - \frac{n}{r} \right)^2 f - \lambda \sigma_0^2 f (1 - f^2),$$  \hfill (8.64b)

which, for $T \to 0$, reduce to the well-known vortex equations.

We note (see also Section 8.2) that the vortices arise as the result of two types of boson condensates: the Higgs boson condensate controlled by $\sigma(x) \neq 0$, which gives the classical vortex envelope, and the Goldstone boson condensate induced by $K(x) \neq 0$, which is responsible for the (non-zero) topological charge. The vortex shape depends on the temperature through $\sigma_0$, which vanishes at $T = T_c$; in a first approximation, the vortex size goes as $m^{-2}$ which means that the vortex core grows as temperature rises [440]. In fact, in the case of non-homogeneous condensation, the “masses” $m(x)$ of the Higgs field and $M(x)$ of the gauge field play the role of potentials:

$$M^2(x) = e^2 \left[ \langle \hat{\rho}^2 \rangle_0 + \sigma_0^2 f^2(x) \right],$$  \hfill (8.65a)

$$m^2(x) = 2\lambda \sigma_0^2 f^2(x),$$  \hfill (8.65b)

and only in the limit $r \to \infty$ (when $f(x) \to 1$), they can be interpreted as masses. Thus we have the asymptotic (at spatial infinity) behavior:

$$K(r) \simeq e^{-Mr} = e^{-\pi \sigma_0},$$  \hfill (8.66a)

$$f(r) \simeq 1 - f_0 e^{-mr} = 1 - f_0 e^{-\frac{\pi}{\sigma_0}}.$$  \hfill (8.66b)
Here, $R_0 = 1/M$ is the size of the gauge field core and $r_0 = 1/m$ the Higgs field core. As $T \to T_c$ the Higgs field core increases but the gauge field core diminishes. At $T = T_c$ (i.e., $\sigma_0 = 0$) we have a pure gauge field core. Above $T_c$ the gauge symmetry is restored, and the gauge field has only two physical polarizations. Notice, however, that as $T \to T_c$ (and $\sigma_0 \to 0$), since $\langle : \bar{\rho}^2 : \rangle_0 \to \langle : \bar{\rho}^2 : \rangle_{\beta_c} \neq 0$ we have an effect which is a remnant of symmetry breaking, namely the solution does not reduce to the one for $\nu = 0$. In a similar way, above the critical temperature $T_c$, where $\sigma_0 = 0$ is assumed, since the gauge field mass gets contributions from thermal averages (indeed in general $\langle : \bar{\rho}^2 : \rangle_{\beta > \beta_c} \neq 0$), the symmetry is “globally” restored (i.e., $m^2 = 0$), but not necessarily “locally” restored (i.e., $M^2 \neq 0$). In other words we could have local (unstable) domains where symmetry is broken even above $T_c$. We thus can have (transient) domain (bubble) structures for the vacuum state: non-vanishing gauge field mass signals a hysteresis phenomenon similar to the one observed in ferromagnets. In some sense, low temperature phase bubbles remain embedded (trapped) in the high temperature phase. Considering the vortex solution, this means that the magnetic field inside the vortex core may not be vanishing even above the phase transition point: this is a memory mechanism since the persistence of the string-like structure is reminiscent of the symmetry broken phase. The implications of such a phenomenon may be important in the problem of galaxies formation and cosmic strings scenarios [371].

We close this subsection by noticing that the singularity of $K(x)$ on the $z$ axis is crucial in obtaining the vortex solution. The NG boson condensate $K(x)$ for $r \neq 0$ defines the homotopic mapping $\pi$ of $S^1$ surrounding the $r = 0$ singularity to the group manifold of $U(1)$. This mapping is topologically characterized by the “winding number” $n \in \mathbb{Z} \in \pi_1(S^1)$ (see Chapter 10). The identity map ($n = 0$) corresponds to the perturbative vacuum (the homogeneous case). As a result we have the flux quantization

$$\Phi = \int d^3x B_3(x, y) = \oint A \cdot dl = -\frac{2\pi n}{e}, \quad (8.67)$$

where

$$B_3 = \frac{1}{er} \frac{d}{dr} (rA) = -\frac{n}{er} \frac{dK}{dr}, \quad (8.68)$$
8.3.3 \textit{The ‘t Hooft–Polyakov monopole}

Though problematic and doubtful, the monopole existence seems to be relevant to an understanding of the evolution of the early Universe \[306, 376, 425\]. Together with the sphaleron solution considered in the following subsection, the presence of monopoles in a gauge theory leads to baryon number violation \[39\]. Moreover, some defects in liquid crystals appear to be describable in terms of monopole-like structures \[128, 395\]. As a simple example of non-Abelian gauge field theory with monopole solution, we now consider ‘t Hooft–Polyakov monopole \[524, 587\], i.e., $G = SO(3)$.

The group structure constant is $f_{abc} = \epsilon_{abc}$ and the scalar matter field is in the adjoint representation $(T^a)_{ij} = -i\epsilon_{ij}^a$. By choosing the unit vector $n$ as $n = (0, 0, 1)^T$, we get the $g_{ab}$ matrix of the form:

$$g_{ab} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{pmatrix}. \quad (8.69)$$

The mass for the asymptotic gauge field $\bar{A}_\mu^a$ is:

$$M^2_a = -\frac{3}{4}g^2 \sum_{b \neq a} \langle \bar{A}_\mu^b \bar{A}\mu^b \rangle_0 \delta^a_0 + g^2 g_{ad} (\sigma^2 + \langle \bar{\rho}^2 \rangle_0). \quad (8.70)$$

For $T \to 0$, we have:

$$M^2 = g^2 \sigma^2 \quad \text{for} \quad a = 1, 2, \quad (8.71a)$$

$$M^2 = 0 \quad \text{for} \quad a = 3. \quad (8.71b)$$

With our choice of $n$, this implies that $\bar{A}_\mu^3 = n^a \bar{A}_\mu^a$ is massless, while the transversal components $\bar{A}_\mu^a (a = 1, 2)$ are massive. The same is true for arbitrary $n$ and in particular for the case of a monopole configuration: $n^a = x^a/r$.

The mass of the Higgs field is (see Eqs. (8.52)–(8.53)):

$$m^2 = 2\lambda \sigma^2_0, \quad (8.72a)$$

$$\sigma^2_0 = v^2 - 3\langle \bar{\rho}^2 \rangle_0 + \frac{g^2}{\lambda} \sum_a \frac{2}{3} \langle \bar{A}_\mu^a \bar{A}^a_\mu \rangle_0. \quad (8.72b)$$

The matrix $U$ responsible for the boson condensation (see Eq. (8.37)) is now a rotation matrix:

$$U = e^{i\theta \sum_a K^a T^a} = U_3(\phi)U_1(\theta)U_3(\psi) = U(\eta)U_3(\psi), \quad (8.73)$$

$$U(\eta) = e^{-\eta (T_+ - T_-^*)}; \quad T_\pm = T_1 \pm iT_2; \quad \eta = \vartheta e^{i\phi}. \quad (8.74)$$
Let us denote by \( H = \text{SO}(2) = \{ U_3(\psi), U_3(\psi) n = n \} \) the little group with respect to the vector \( n \). On the other hand, \( U n \) belongs to the coset \( G/H = \text{SO}(3)/\text{SO}(2) = S^2 \). The angles \( \vartheta, \phi \) may then be interpreted as the Goldstone boson condensates. We have:

\[
(U n)_i = (U_3(\phi) U_1(\vartheta)n)_i = n_i(\vartheta, \phi) = \frac{x^i}{r},
\]

where \( x^i \) are expressed in spherical coordinates:

\[
(x^1, x^2, x^3) = (r \sin \vartheta \cos \phi, r \sin \vartheta \sin \phi, r \cos \vartheta).
\]

The interpretation of the Goldstone fields \( \phi, \vartheta \) as spatial coordinates leads to a mapping of the sphere \( S^2 \), surrounding the singularity at \( r = 0 \), to \( G/H = S^2 \). Thus a non-zero topological charge arises, associated to \( \pi_2(S^2) = \mathbb{Z} \) (see Chapter 10).

The asymptotic gauge field configuration defined in Eq. (8.41) can be obtained by means of the matrix \( U \) of Eq. (8.73), with the result:

\[
\alpha^a_{i, \infty} = -\epsilon_{aik} \frac{x^k}{gr^2}.
\]

Thus the Euler–Lagrange equations (8.23), (8.24) can be studied by means of the ’t Hooft–Polyakov Ansatz [524, 587]:

\[
\sigma = \frac{1}{gr} H(r),
\]

\[
\alpha_i^a = -\epsilon_{aik} \frac{x^k}{gr^2} [1 - K(r)].
\]

The field \( \alpha_i^a \) is a classical gauge field that can be interpreted as a result of the NG boson condensation. Notice that, since \( \alpha_i^a n^a = 0 \) (i.e., the classical gauge field is always tangent to the sphere \( S^2 \)), such a condensation should involve only the massive gauge field, while the massless gauge field \( \bar{A}_\mu = \bar{A}_\mu^a n^a \) does not condensate.

The finite temperature field equations are then:

\[
r^2 K'' = K(K^2 - 1) + r^2 M^2(x) K + \frac{1}{2 g^2 r^2} \sum_b \langle : \bar{A}_\mu^b \bar{A}^{b\mu} : \rangle_0, \quad (8.79a)
\]

\[
r^2 H'' = 2 K^2 H + \frac{\lambda}{g^2} \left( H^2 - g^2 r^2 \sigma_0^2 \right) H, \quad (8.79b)
\]

where

\[
m^2(x) = 2 \lambda \sigma^2 = 2 \lambda \frac{H^2(x)}{g^2 r^2}, \quad (8.80a)
\]

\[
M^2(x) = g^2 \left( \langle : \bar{\rho}^2 : \rangle_0 + \frac{H^2(x)}{g^2 r^2} \right), \quad (8.80b)
\]
are the Higgs field and gauge field masses, respectively. In the zero-
temperature limit, the above equations reproduce the well-known ‘t Hooft–
Polyakov monopole equations [524, 587].

Similarly to the vortex case studied above, the Higgs boson envelope
giving the monopole vanishes at the critical temperature $T_c$.

The behavior of the functions $K$ and $H$ at spatial infinity is

$$H(x) \to g r \sigma_0,$$  \hspace{1cm} (8.81a)

$$K(r) \to K_\infty = -\frac{3}{4} \frac{g^2}{M^2} \sum_b \frac{2}{3} \langle \tilde{A}_b^\mu \tilde{A}^{\mu b} \rangle_0 < 1.$$  \hspace{1cm} (8.81b)

Considering the classical asymptotic gauge field at finite temperature, we
find:

$$\alpha_{i, \infty}^a (T \neq 0) = -\epsilon_{aik} \frac{x^k}{g r^2} (1 - K_\infty),$$  \hspace{1cm} (8.82)

with the corresponding magnetic field given by $B_k^a = \frac{1}{2} \epsilon_{aijk} f^{ij,a}$, which has
a radial magnetic field

$$B^k = B^k_a n^a = (1 - K_\infty^2) \frac{x^k}{g r^3}.$$  \hspace{1cm} (8.83)

We have already observed that the massless radial gauge field $\tilde{A}_\mu$ does not condensate: however, Eq. (8.82) shows that an asymptotic (radial) classical
gauge field is generated by the condensation of the massive tangent gauge
fields $\tilde{A}_\mu^a$. Thus, for sufficiently large $M^2$ (or, equivalently, at sufficiently
low energies), one would observe only the massless $U(1)$ gauge field $\tilde{A}_\mu$ and
the classical condensate $\alpha_{i}^a$, which is reminiscent of the tangent gauge fields
$\tilde{A}_\mu^a$.

Finally, let us note that the above derived (radial) magnetic field (8.83)
is of the same form as that of a Dirac monopole:

$$B_k = g_m \frac{x^k}{r^3},$$  \hspace{1cm} (8.84)

with $g_m$ being the magnetic charge. Comparing the two expressions, we find
the relation $gg_m = 1 - K_\infty^2$, which shows that in the model here considered
the magnetic charge $g_m$ decreases with increasing temperature.
8.3.4 The sphaleron

As a final example, we now consider the case of sphalerons [39,175,385,441]. They are static solutions of classical equations of motion that maximizes the potential energy. This corresponds to unstable (in conventional time) field configurations of the classical field equations. Sphalerons determine the height $V_{\text{max}}$ of the potential barrier for a given system and hence they may serve as a tool in obtaining the finite-temperature decay probability that is proportional to the Boltzmann factor $e^{-\beta V_{\text{max}}}$. Sphaleron transitions between false and true vacua are useful in describing bubble formation in first-order phase transitions. For instance, in the Standard Model of particle physics, sphalerons are directly involved in processes that violate baryon and lepton number, see, e.g., [318,572]. Here we shall discuss $SU(2)$ sphalerons. In this case, as well as in the monopole case, one has $f_{abc} = \epsilon_{abc}$. The only difference being that the Higgs $\phi$ field is in the adjoint representation $(T^a)_{ij} = -i\epsilon_{iaj}$ for the monopole case, while in the sphaleron case $\phi$ is in the fundamental representation. Thus we now have $T^a = \frac{1}{2}\sigma^a$, with the unit vector and the matrix $g_{ab}$ given by:

$$n = \begin{pmatrix} 0 \\ 1 \end{pmatrix}; \quad g_{ab} = \frac{1}{4} \begin{pmatrix} 1 & -i & 0 \\ i & 1 & 0 \\ 0 & 1 & 1 \end{pmatrix}.$$ (8.85)

Once diagonalized, such a matrix leaves one with the three massive gauge fields of the Standard Model:

$$W_\mu^\pm = \frac{1}{\sqrt{2}} (A_1^\mu \mp i A_2^\mu),$$ (8.86)
$$Z_\mu = A_3^\mu,$$ (8.87)

with the Weinberg angle equal to zero: $\theta_W = 0$. The gauge field masses, including the thermal corrections, are now:

$$M_N^2 = M_Z^2 = \frac{1}{4} g^2 \left( \sigma^2 + \langle :\bar{\rho}^2: \rangle_0 \right) - \frac{3}{4} g^2 \sum_b \frac{2}{3} \langle :\bar{A}^b \bar{A}^{b\mu}: \rangle_0.$$ (8.88)

In the case when $\theta_W \neq 0$ a massless gauge field can appear due to the presence of an additional $U(1)$ field. However, we consider for simplicity only the $\theta_W = 0$ case [440].

We can proceed now in a way similar to the one followed in the monopole case and decompose the $SU(2)$ group element as

$$U = e^{i\frac{\phi}{2} \sigma} e^{i\frac{\mu+\nu}{2} \sigma} e^{i\frac{\mu-\nu}{2} \sigma} = \begin{pmatrix} e^{i(\mu+\nu)/2} \cos \frac{\phi}{2} & e^{i(\mu-\nu)/2} \sin \frac{\phi}{2} \\ -e^{-i(\mu+\nu)/2} \sin \frac{\phi}{2} & e^{-i(\mu-\nu)/2} \cos \frac{\phi}{2} \end{pmatrix}. \quad (8.89)$$
The unit vector (8.85) defines the $SU(2)/U(1) = CP^1$ coset space (Riemann sphere), also denoted as the one-dimensional complex projective space $P_1(C)$, which can be parametrized by setting:

\[ \nu = \phi + \pi; \quad \mu = -\phi; \quad \xi = -2\vartheta. \]  

(8.90)

We thus obtain:

\[ U = \text{in}^a \sigma^a = \frac{i}{g} \begin{pmatrix} \cos \vartheta & e^{-i\phi} \sin \vartheta \\ e^{i\phi} \sin \vartheta & \cos \vartheta \end{pmatrix} \in SU(2), \]  

(8.91)

\[ n^a = \frac{x^a}{r}. \]  

(8.92)

By use of the matrix (8.91), we define the asymptotic gauge field configuration

\[ \alpha_{\mu, \infty} = \frac{\alpha_{\mu, \infty}}{T^a} = -\frac{i}{g}(\partial_\mu U)U^\dagger, \]  

(8.93)

with

\[ \alpha_{i, \infty}^a = -\frac{2}{g r^2} \epsilon_{iak}x^k. \]  

(8.94)

The homotopy class is now $\pi_2(SU(2)/U(1)) = \mathbb{Z}$ (the same as for the monopole case, see also Section 10.5.2), describing the mapping $\pi$ of the sphere $S^2$, surrounding the spatial singularity at $r = 0$, to $G/H = SU(2)/U(1)$.

For the sphaleron, at $T = 0$, we have the asymptotic gauge field with $K_\infty = -1$ rather than $K_\infty = 0$ as in the monopole case. Thus one can make an Ansatz similar to the one for the monopole:

\[ \alpha_i^a = -\epsilon_{iak} \frac{x^k}{g r^2}(1 - K(r)) \]  

(8.95a)

\[ \sigma = \sigma_0 f(r), \]  

(8.95b)

\[ \sigma_0^2 = v^2 - 3(\bar{\rho}^2) + \frac{1}{4} \frac{g^2}{\lambda} (\bar{A}_\mu A^a_{\mu}) + \frac{1}{4} \lambda (\bar{A}_\mu A^a_{\mu}) + \frac{1}{4} \lambda (\bar{A}_\mu A^a_{\mu}) \]  

(8.95c)

As in the monopole case, we have $\alpha_i^a n^a = 0$. This implies that the field $\bar{A}_\mu = \bar{A}_\mu^a n^a$ (in the homogeneous case such a field reduces to $\bar{A}_\mu^a = Z_\mu$) does not condensate. On the other hand, the condensation of the two gauge bosons $W^\pm_\mu$ produces the classical fields $\alpha^a_\mu$.

In the present case the field $\bar{A}_\mu$ is massive. For small energies, only the classical sphaleron will be observed. The fact that we have only $W^\pm_\mu$ gauge field condensation does not disturb the mixing between $Z_\mu$ and the additional $U(1)$ gauge field $B_\mu$. As a consequence the electrical charge is conserved.
Applying the TFD procedure to the Euler–Lagrange equations (8.23), (8.24) for the sphaleron case we have

\[ r^2 K'' = K(K^2 - 1) + M^2_g(K - 1)r^2 + M^2_s(K + 1)r^2, \]  
(8.96a)

\[ \frac{d}{dr} \left( r^2 \frac{df}{dr} \right) = \frac{1}{2} (1 + K^2)f + \lambda r^2 \sigma_0^2 (f^2 - 1)f, \]  
(8.96b)

\[ M^2 = M^2_g + M^2_s, \]  
(8.96c)

\[ M^2_g = -\frac{3}{4} g^2 \sum_b \frac{2}{3} \langle \bar{A}^b \bar{A}^{b\mu} \rangle_0, \]  
(8.96d)

\[ M^2_s = \frac{1}{4} g^2 (\sigma^2 + \langle \bar{\rho}^2 \rangle_0). \]  
(8.96e)

As before, the Higgs boson envelope vanishes at \( T_c \). At spatial infinity \( (r \to \infty) \)

\[ K(r) \to K_\infty = -\frac{M^2_s - M^2_g}{M^2_g + M^2_s}, \]  
(8.97)

with \( K_\infty \to -1 \) for \( T \to 0 \).

As done for the monopole, we define the “magnetic” field

\[ B^k = B^k_{\mu} \bar{u}^\mu = (1 - K^2_\infty) \frac{x^k}{g r^3}, \]  
(8.98)

related to the massive \( Z_\mu \) field (instead of to a massless field as in the case of the monopole). The sphaleron then exhibits a “magnetic charge” \( g_m \) connected to the neutral gauge field interaction, such that \( g g_m = 1 - K_\infty \).

Notice that for \( T = 0 \) such a charge vanishes. However, it increases with increasing temperature, contrary to what was found for the monopole case.

After the \( U(1) \) group addition, the sphaleron has both a neutral “magnetic charge” \( (\propto \cos \vartheta W) \) connected to the \( Z_\mu \) field and a genuine magnetic charge \( (\propto \sin \vartheta W) \) connected to the electrodynamics gauge field \( A_\mu \).

8.4 The \( SU(2) \) instanton

Instantons [588], also called pseudoparticles [66, 525], are interpreted as quantum tunneling events between topologically distinct vacua [131, 347] and it has been proposed [525] that the Euclidean functional integral should be expanded around pseudoparticles, i.e., around stationary points of the classical Euclidean action (see Section 10.9), in order to obtain the theory ground state. The problem of determining the small oscillation modes
(quantum fluctuations) about pseudoparticle solutions and their eigenfrequencies is therefore relevant and poses the further problem of the quantization “about” a Yang–Mills classical solution [66,229,507]. In this Section we will see how to approach such a problem in the frame of the QFT boson condensation formalism [184,602,603].

We consider the SU(2) Yang–Mills Lagrangian in Euclidean spacetime (cf. also Section 10.9):

\[ L = \frac{1}{4} F^a_{\mu\nu} F^a_{\mu\nu}, \quad a = 1, 2, 3; \quad \mu, \nu = 1, \ldots, 4, \]  

(8.99a)

\[ F^a_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + e \epsilon^{abc} A^b_\mu A^c_\nu. \]  

(8.99b)

The equations of motion are:

\[ \partial_\mu F_{\mu\nu} + [A_\mu, F_{\mu\nu}] = 0, \]  

(8.100)

where

\[ A_\mu \equiv \frac{e}{2i} A^{a}_\mu \sigma^a; \quad F_{\mu\nu} \equiv \frac{e}{2i} F^{a}_{\mu\nu} \sigma^a = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu], \]  

(8.101)

and \( \sigma^a = \sigma_a \) are the Pauli matrices. The dual tensor is defined as

\[ *F_{\mu\nu} \equiv \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F_{\rho\sigma}. \]  

(8.102)

The Pontryagin index \( Q \) is given by

\[ Q = -\frac{1}{16\pi^2} \int d^4x \text{Tr} *F_{\mu\nu} F_{\mu\nu}. \]  

(8.103)

The index \( Q \) is an integer if \( A_\mu \) leads to finite Euclidean action \( S_E \):

\[ S_E = -\frac{1}{2e^2} \int d^4x \text{Tr} F_{\mu\nu} F_{\mu\nu}. \]  

(8.104)

The solutions of the self-dual (anti-self-dual) equation

\[ *F_{\mu\nu} = \frac{(-)}{+} F_{\mu\nu} \]  

(8.105)

are solutions of the field equations (8.102) [346,348]. Self-dual (anti-self-dual) solutions are called instantons (anti-instantons) and have \( Q > 0 \) (\( Q < 0 \)).

It is possible [348,348] to study the properties of the theory under combined transformations of conformal and gauge group by projecting the 4-D Euclidean space onto the 4-D unit hypersphere in a 5-D Euclidean space, and extending the \( SU(2) \times SU(2) \sim O(4) \) gauge group to an \( O(4) \) gauge
group. In this way, the most general non-trivial solution with $Q = 1$, which here we denote by $\hat{\varphi}_\mu(x)$, is found to be given by [66] (cf. also Section 10.9)

$$\hat{\varphi}_\mu(x) = -\frac{2i}{1 + x^2} \Sigma_{\mu \nu} x^\nu \equiv \begin{pmatrix} \varphi_\mu(x) & 0 \\ 0 & \bar{\varphi}_\mu(x) \end{pmatrix},$$

(8.106)

where

$$x_5 = \frac{1 - x^2}{1 + x^2}, \quad \Sigma_{\mu \nu} = \begin{pmatrix} \sigma_{\mu \nu} & 0 \\ 0 & \bar{\sigma}_{\mu \nu} \end{pmatrix}; \quad \Sigma_{\mu 5} = \frac{1}{2} \alpha_\mu,$$

(8.107a)

$$\sigma_{ij} = \frac{1}{4i} [\sigma_i, \sigma_j]; \quad \sigma_{i4} = \frac{1}{2} \sigma_i, \quad \bar{\sigma}_{ij} \equiv \sigma_{ij} \sigma_{i4} = -\bar{\sigma}_{i4},$$

(8.107b)

$$\alpha_i = \begin{pmatrix} 0 & \sigma_i \\ \sigma_i & 0 \end{pmatrix}; \quad \alpha_4 = i \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$  

(8.107c)

We consider now the problem of the number of the degrees of freedom of the instanton solution and we will follow the discussion of [184].

The 1-instanton solution $\varphi_\mu(x)$ is invariant under the $O(5)$ group. This group has 10 generators: the $M_{\mu \nu}$ generators for the $O(4)$ rotations and $R_\mu = \frac{1}{2} (P_\mu + K_\mu)$ with $P_\mu$ and $K_\mu$ being respectively the spacetime translation and the conformal transformation generators. The basic $O(5,1)$ conformal symmetry is broken, while the gauge symmetry is preserved. The 1-instanton depends on 5 parameters (recall that it lives in the 5-D Euclidean space), which are related to the five zero-frequency modes found among the small oscillations (quantum fluctuations) $a_\mu(x)$ around the classical instanton solution [66, 507] $\varphi_\mu(x)$:

$$\varphi'_\mu = \varphi_\mu(x) + a_\mu(x).$$

(8.108)

In the $Q = 1$ case as well as in the $Q > 1$ case, the search of solutions $A_\mu$ of the non-linear Eq. (8.100) of the form (8.108) leads to a system of linear equations for $a_\mu(x)$, namely of linear equations for fluctuations around a classical solution: this means that one considers solutions of the Yang-Mills equations under the condition of spontaneous breakdown of $O(5,1)$ conformal symmetry:

$$\langle \varphi'_\mu(x) \rangle = \varphi_\mu(x).$$

(8.109)

Let us suppose that the linearization procedure can be fully carried out. Let $\chi_\mu$ be the linearized fields solutions of the system of linear equations

$$K(\partial) \chi_\mu(x) = 0,$$

(8.110)

We recall that the number of generators of $SU(N)$, $O(N)$ and $E(N)$ is given by $N^2 - 1$, $\frac{N}{2} (N - 1)$ and $\frac{N}{2} (N + 1)$, respectively.
where $K(\partial)$ is some convenient linear differential operator. The linearization procedure is equivalent to finding the dynamical map for $\varphi'_\mu$
\[ \langle a | \varphi'_\mu(x) | b \rangle = \langle a | F_\mu[\chi_\mu(x)] | b \rangle, \] (8.111)
where $F_\mu[\chi_\mu(x)]$ is a functional of $\chi_\mu(x)$ and $|a\rangle$ and $|b\rangle$ are vectors in the Hilbert space for the linearized fields $\chi_\mu(x)$.

Suppose now that $A_\mu(x)$ undergoes the conformal transformation $A_\mu(x) \rightarrow gA_\mu(x)$, with $g \in O(5,1)$. In view of Eq. (8.111) we expect that $\varphi'_\mu(x) \rightarrow g\varphi'_\mu(x)$ is induced by $\chi_\mu(x) \rightarrow h\chi_\mu(x)$ with $h$ belonging to some group $G$:
\[ \langle a | g\varphi'_\mu(x) | b \rangle = \langle a | F_\mu[h\chi_\mu(x)] | b \rangle. \] (8.112)

We know from Chapters 3 and 4 that, due to the spontaneous symmetry breaking, the group $G$ is not the same as the basic invariance group $O(5,1)$. As a matter of fact, $G$ turns out to be the group contraction of $O(5,1)$, namely the group $E(5)$, and it is the group under which the linear equations (8.110) are invariant. We recall that the dynamical rearrangement of symmetry $O(5,1) \rightarrow E(5)$ occurs since in the dynamical mapping (8.111) infrared effects from the zero-frequency modes are missing (cf. Chapter 4). We also recall that the group contraction, leading to the $E(5)$ group in the present case, preserves the number of parameters (15 in total) of the original invariance group, which here is $O(5,1)$, and fully accounts for the invariance of the linearized equations: $E(5)$ is indeed the Euclidean group in five dimensions which is spanned by the $O(5) = (M_{\mu\nu}, R_\mu)$ subgroup (which is the “unbroken” part of $O(5,1)$) plus five “translations” generated by $S_\mu = \frac{1}{2}(P_\mu - K_\mu)$ and $D$, the dilation generator. These last “degrees of freedom” correspond to the five zero modes found in [507] and [66], namely the five parameters (position and size) on which $\varphi_\mu(x)$ depends [348]. Besides such degrees of freedom one may further add the ones (three) describing orientation in the $SU(2)$ space. Spontaneous breakdown of conformal symmetry has been also studied in [181, 269].

The case $Q > 1$ can be considered by noticing that the Pontryagin number is by definition the degree of the homotopic mapping and that a mapping of degree $Q$ is obtained as a sum of $Q$ mappings of degree one. One can see this by considering the $S^4$ hypersphere of coordinates $x, y, z, t, u$ in the five Euclidian space. On $S^4$ we consider the circles (the “parallels”) which are intersections of the hyperplanes $u = \frac{1}{2}j, j = 1, 2, \ldots, Q - 1$ with the hypersphere surface. A mapping of $S^4$ to $Q$ hyperspheres $S^4_i, \, i = 1, 2, \ldots, Q$ is then obtained by shrinking each circle to a point. The overlapping of
these $Q$ hyperspheres brings back to $S^4$. The mapping of $S^4_i$ to $S^4$ is of degree $Q$, hence the mapping so induced from $S^4_i$ to $S^4$ is the mapping of Pontryagin index $Q$. We can therefore extend our group contraction argument to the case $Q > 1$ by considering $Q$ 1-pseudoparticle systems and the associated invariance group

$$[O(5,1) \times O(5,1) \times \cdots \times O(5,1)]_Q \times [O(3) \times O(3) \times \cdots \times O(3)]_{Q-1}, \quad (8.113)$$

where the indices $Q$ and $Q-1$ denote the number of factors entering the respective brackets. Here the $SU(2) \approx O(3)$ factors account for the relative orientations of the pseudoparticles in the gauge space. Notice that these factors account, indeed, for the degrees of freedom for the unbroken $SU(2)$ gauge invariance of the theory. We are disregarding the fictitious degrees of freedom due to the hyperspherical construction [348, 507]. Note that generators belonging to different factors commute with each other.

The linearization procedure outlined for the $Q = 1$ case can be applied again and we finally get the contracted group

$$[E(5) \times E(5) \times \cdots \times E(5)]_Q \times [O(3) \times O(3) \times \cdots \times O(3)]_{Q-1}. \quad (8.114)$$

From this we derive the number of degrees of freedom (zero-frequency modes) on which the $Q$-pseudoparticle solution depends: five (field “translation”) parameters associated with each of the $Q$ $E(5)$ factors plus three parameters for each of the $Q - 1$ $O(3)$ factors, i.e., $8Q - 3$ parameters, which is the result obtained by celebrated algebraic geometry methods [43, 556]. To these parameters one might add three more parameters accounting for the overall orientation in the $SU(2)$ space. See also Section 10.9.1 for a further discussion on the number of degrees of freedom of instanton solutions. An analysis in terms of differential geometry has been presented in [602, 603].
Chapter 9

Dissipation and quantization

9.1 Introduction

In Chapter 5 we briefly discussed non-unitary time evolution (the arrow of time) and trajectories in the space of representations [632, 636]. Actually, we have learned that any microscopic system cannot be considered to be an isolated closed system. It is in fact always in interaction with the quantum fluctuations of the vacuum. In this sense it is therefore imperative to study dissipative open systems in QFT.

A microscopic theory for a dissipative system must include the details of the processes responsible for dissipation: thus the total Hamiltonian must describe the system, the bath and the system-bath interaction. It turns out that the canonical commutation relations (CCR) are not preserved by time evolution due to damping terms. By including the bath one “closes” the system in order to recover the canonical formalism and one realizes that the role of fluctuating forces is in fact the one of preserving the canonical structure of the CCR [311, 659]. The description of the original dissipative system is recovered by means of the reduced density matrix, obtained by integrating out the bath variables which originate the damping and the fluctuations. However, it is not always possible to carry out such a computational program since the knowledge of the details of the processes inducing the dissipation may not always be achievable. These details may not be explicitly known and the dissipation mechanisms are sometimes globally described by such parameters as friction, resistance, viscosity etc. A possible strategy is then to double the degrees of freedom for the system under consideration, in order to close it. One has thus a mirror image of the system, which behaves effectively as a “reservoir” [153]. In this Chapter we consider the description of dissipative systems in the frame of the
quantum Brownian motion as described by Schwinger [560] and by Feynman and Vernon [239]. As we will see, such approach leads naturally to the doubling of the degrees of freedom intrinsic to QFT [153]. We show how the quantization of the damped harmonic oscillator can be achieved by taking advantage of inequivalent representations, the transition among representations being controlled by the free energy operator.

We then show that dissipative features arise also in neutrino mixing and that the process of flavor oscillations can be seen in terms of an interaction with an external gauge field, which act like a “reservoir”.

As an interesting development of the above-mentioned formalism for dissipative quantum systems, we report on the dissipative quantum model of brain, which provides a conceptually consistent framework for the description of many important brain activities, from memory to consciousness.

Finally we consider the proposal by G. ’t Hooft [589–593] that the information loss (dissipation) in a regime of deterministic dynamics at high energies, might be responsible for the quantum-like behavior of the world at lower energies.

In conclusion, in this Chapter several different lines of research are presented, which, however, have a common denominator, namely dissipation and the doubling of degrees of freedom. For the sake of brevity we do not consider other related applications such as the study of Chern–Simons-like dynamics of Bloch electrons in solids [91], unstable states [185] and expanding geometry model in inflationary cosmology [14,19] or the quantization of matter field in a curved background [14,19,338,339,444]. Moreover, we do not consider the relation between the dissipative systems and the Nelson stochastic quantization scheme [301,496], which is beyond the task of this book.

9.2 The exact action for damped motion

In this Section we derive the exact action for a particle of mass $M$ damped by a mechanical resistance $R$ in a potential $U$ [576]. We first focus on the special case of an isolated particle ($R = 0$). The Hamiltonian is

$$H = -\frac{\hbar^2}{2M} \left( \frac{\partial}{\partial x} \right)^2 + U(x).$$

(9.1)

We consider the Wigner function [237,311] (cf. Eq. (5.1)),

$$W(p, x, t) = \frac{1}{2\pi\hbar} \int dy \psi^* \left( x - \frac{1}{2} y, t \right) \psi \left( x + \frac{1}{2} y, t \right) e^{-i\frac{p\cdot y}{\hbar}},$$

(9.2)
and the related density matrix
\[ W(x, y, t) = \langle x + \frac{1}{2} y | \rho(t) | x - \frac{1}{2} y \rangle = \psi^* \left( x - \frac{1}{2} y, t \right) \psi \left( x + \frac{1}{2} y, t \right). \quad (9.3) \]

For an isolated particle, the density matrix equation of motion is
\[ i \hbar \frac{d\rho}{dt} = [H, \rho]. \quad (9.4) \]

By introducing
\[ x_\pm = x \pm \frac{1}{2} y, \quad (9.5) \]
Eq. (9.4) reads, in coordinate representation,
\[ i \hbar \frac{\partial}{\partial t} \langle x_+ | \rho(t) | x_- \rangle = \left\{ -\frac{\hbar^2}{2M} \left[ \left( \frac{\partial}{\partial x_+} \right)^2 - \left( \frac{\partial}{\partial x_-} \right)^2 \right] + [U(x_+) - U(x_-)] \right\} \langle x_+ | \rho(t) | x_- \rangle, \quad (9.6) \]
i.e.,
\[ i \hbar \frac{\partial}{\partial t} W(x, y, t) = \mathcal{H}_0 W(x, y, t), \quad (9.7) \]
\[ \mathcal{H}_0 = \frac{1}{M} p_x p_y + U(x_+) - U(x_-), \quad (9.8) \]
\[ p_x = -i \hbar \frac{\partial}{\partial x}, \quad p_y = -i \hbar \frac{\partial}{\partial y}. \quad (9.9) \]
The Lagrangian, from which the Hamiltonian (9.8) is obtained, is
\[ \mathcal{L}_0 = M \dot{x} \dot{y} - U(x_+) + U(x_-). \quad (9.10) \]

Suppose now that the particle interacts with a thermal bath at temperature $T$ with interaction Hamiltonian
\[ H_{\text{int}} = -fx, \quad (9.11) \]
where $f$ is the random force on the particle at the position $x$ due to the bath. In the Feynman–Vernon formalism, the effective action has the form
\[ \mathcal{A}[x, y] = \int_{\tau_i}^{\tau_f} dt \mathcal{L}_0(\dot{x}, \dot{y}, x, y) + \mathcal{I}[x, y], \quad (9.12) \]
and
\[ e^{\frac{i}{\hbar} \mathcal{I}[x, y]} = \left( e^{-\frac{i}{\hbar} \int_{\tau_i}^{\tau_f} f(t) x_-(t) dt} \right)_- \left( e^{\frac{i}{\hbar} \int_{\tau_i}^{\tau_f} f(t) x_+(t) dt} \right)_+. \quad (9.13) \]
Here the average is with respect to the thermal bath; “(...)_+” and “(...)_-” denote time ordering and anti-time ordering, respectively. If the interaction $H_{int}$ between the bath and the coordinate $x$ were turned off, then $f$ would develop in time according to $f(t) = e^{iH_R t/h} f e^{-iH_R t/h}$, where $H_R$ is the Hamiltonian of the isolated bath (decoupled from the coordinate $x$). $f(t)$ is the force operator of the bath to be used in Eq. (9.13).

The reduced density matrix in Eq. (9.3) for the particle which first makes contact with the bath at the initial time $t_i$ is, at a final time $t_f$,

$$W(x_f, y_f, t_f) = \int_{-\infty}^{\infty} dx_i \int_{-\infty}^{\infty} dy_i \ K(x_f, y_f, t_f; x_i, y_i, t_i) W(x_i, y_i, t_i),$$

with the path integral representation for the evolution kernel

$$K(x_f, y_f, t_f; x_i, y_i, t_i) = \int_{x(t_i)=x_i}^{x(t_f)=x_f} Dx \int_{y(t_i)=y_i}^{y(t_f)=y_f} Dy \ e^{iA[x,y]}. \quad (9.15)$$

The Green’s functions for the evaluation of $I[x,y]$ for a linear damping have been discussed by Schwinger [560]. Here we only mention that the fundamental correlation function for the random force on the particle due to the thermal bath is given by (see [576])

$$G(t-s) = \frac{i}{\hbar} \langle f(t)f(s) \rangle. \quad (9.16)$$

The retarded and advanced Green’s functions are defined by

$$G_{ret}(t-s) = \theta(t-s)[G(t-s) - G(s-t)], \quad (9.17a)$$
$$G_{adv}(t-s) = \theta(s-t)[G(s-t) - G(t-s)]. \quad (9.17b)$$

The mechanical impedance $Z(\zeta)$ (analytic in the upper half complex frequency plane $\text{Im} \ \zeta > 0$) is given by

$$-i\zeta Z(\zeta) = \int_0^\infty dt \ G_{ret}(t)e^{i\zeta t}. \quad (9.18)$$

The quantum noise in the fluctuating random force is given by

$$N(t-s) = \frac{1}{2} \langle f(t)f(s) + f(s)f(t) \rangle, \quad (9.19)$$

distributed in the frequency domain according to the Nyquist theorem

$$N(t-s) = \int_0^\infty d\omega \ S_f(\omega) \cos[\omega(t-s)], \quad (9.20)$$

$$S_f(\omega) = \frac{\hbar \omega}{\pi} \coth \frac{\hbar \omega}{2k_BT} \text{Re} Z(\omega + i0^+). \quad (9.21)$$
The mechanical resistance is defined by \( R = \lim_{\omega \to 0} Re Z(\omega + i0^+) \).
Eq. (9.13) may now be evaluated following Feynman and Vernon as,
\[
\mathcal{I}[x, y] = \frac{1}{2} \int_{t_i}^{t_f} dt \int_{t_i}^{t_f} ds \left[ G_{ret}(t - s) + G_{adv}(t - s) \right] [x(t)y(s) + x(s)y(t)]
\]
\[
+ \frac{i}{2\hbar} \int_{t_i}^{t_f} dt \int_{t_i}^{t_f} ds N(t - s)y(t)y(s).
\]

By defining the retarded force on \( y \) and the advanced force on \( x \) as
\[
F_{y}^{ret}(t) = \int_{t_i}^{t_f} ds G_{ret}(t - s)y(s),
\]
\[
F_{x}^{adv}(t) = \int_{t_i}^{t_f} ds G_{adv}(t - s)x(s),
\]
respectively, the interaction between the bath and the particle is then
\[
\mathcal{I}[x, y] = \frac{1}{2} \int_{t_i}^{t_f} dt \left[ x(t)F_{y}^{ret}(t) + y(t)F_{x}^{adv}(t) \right]
\]
\[
+ \frac{i}{2\hbar} \int_{t_i}^{t_f} dt \int_{t_i}^{t_f} ds N(t - s)y(t)y(s).
\]

Thus the real and the imaginary parts of the action are
\[
Re A[x, y] = \int_{t_i}^{t_f} dt \mathcal{L},
\]
\[
\mathcal{L} = M \ddot{x} + [U(x_+) - U(x_-)] + \frac{1}{2} \left[ xF_{y}^{ret} + yF_{x}^{adv} \right],
\]
and
\[
Im A[x, y] = \frac{1}{2\hbar} \int_{t_i}^{t_f} dt \int_{t_i}^{t_f} ds N(t - s)y(t)y(s),
\]
respectively. Eqs. (9.25), (9.26), (9.27) are rigorously exact for linear damping due to the bath when the path integral Eq. (9.15) is employed.

When the choice \( F_{y}^{ret} = R \dot{y} \) and \( F_{x}^{adv} = -R \dot{x} \) is made in Eq. (9.26), we obtain
\[
\mathcal{L}(\dot{x}, \dot{y}, x, y) = M \ddot{x} + U(x_+) + U(x_-) + \frac{R}{2}(\dot{y} - \dot{x}).
\]
9.2.1 Quantum Brownian motion

By following Schwinger [560], the description of a Brownian particle of mass \( M \) moving in a potential \( U(x) \) with a damping resistance \( R \) interacting with a thermal bath at temperature \( T \) is provided by [107, 576]

\[
\mathcal{H}_{\text{Brownian}} = \mathcal{H} - \frac{ik_BT R}{\hbar}(x_+ - x_-)^2. \tag{9.29}
\]

Here \( \mathcal{H} \) is given by

\[
\mathcal{H} = \frac{1}{2M} \left( p_+ - \frac{R}{2} x_- \right)^2 - \frac{1}{2M} \left( p_- + \frac{R}{2} x_+ \right)^2 + U(x_+) - U(x_-), \tag{9.30}
\]

where \( p_\pm = -i\hbar \frac{\partial}{\partial x_\pm} \) and the evolution equation for the density matrix is

\[
i\hbar \frac{\partial}{\partial t} \langle x_+|\rho(t)|x_- \rangle = \mathcal{H} \langle x_+|\rho(t)|x_- \rangle - \langle x_+|\mathcal{N}[\rho]|x_- \rangle, \tag{9.31}
\]

where \( \mathcal{N}[\rho] \), taken to be \((ik_BT R/\hbar)[x,[x,\rho]]\), describes the effects of the reservoir random thermal noise [107, 576]. In general the density operator in the above expression describes a mixed statistical state. The thermal bath contribution to the r.h.s. of Eq. (9.29), proportional to the fluid temperature \( T \), can be shown [107] to be equivalent to a white noise fluctuation source coupling the forward and backward motions according to

\[
\langle y(t)y(t') \rangle_{\text{noise}} = \frac{\hbar^2}{2Rk_BT} \delta(t-t'), \tag{9.32}
\]

so that thermal fluctuations are always occurring in the difference \( y = x_+ - x_- \) between forward in time and backward in time coordinates.

Eq. (9.16) gives the correlation function for the random force \( f \) on the particle due to the bath. The retarded and advanced Green’s functions are the ones studied above (see also [576]). The interaction between the bath and the particle is evaluated by following Feynman and Vernon and Eqs. (9.25) and (9.27) are found [576] for the real and the imaginary part of the action, respectively.

In the discussion above, we have considered the low temperature limit: \( T \ll T_\gamma \) where \( T_\gamma = \frac{\hbar \gamma}{k_B} = \frac{\hbar R}{2Mk_B} \). At high temperature, \( T \gg T_\gamma \), the thermal bath motion suppresses the probability for \( x_+ \neq x_- \) due to the thermal term \((k_BT R/\hbar)(x_+ - x_-)^2\) in Eq. (9.29) (cf. also Eq. (9.32)). By writing the diffusion coefficient \( D = \frac{k_B T}{R} \) as

\[
D = \frac{T}{T_\gamma} \left( \frac{\hbar}{2M} \right), \tag{9.33}
\]
the condition for classical Brownian motion for high mass particles is \( D \gg (\hbar/2M) \), and the condition for quantum interference with low mass particles is \( D \ll (\hbar/2M) \). In colloidal systems, for example, classical Brownian motion for large particles would appear to be dominant. In a fluid at room temperature it is typically \( D \sim (\hbar/2M) \) for a single atom, or, equivalently, \( T \sim T_\gamma \), so that the role played by quantum mechanics, although perhaps not dominant, may be an important one in the Brownian motion.

We stress that the meaning of our result Eqs. (9.25)–(9.27) is that non-zero \( y \) yields an “unlikely process” in the classical limit “\( \hbar \to 0 \)”, in view of the large imaginary part of the action implicit in Eq. (9.27). On the contrary, at quantum level non-zero \( y \) may allow quantum noise effects arising from the imaginary part of the action [576]. We will come back to this point in the next Section, where we discuss the canonical quantization of the damped simple harmonic oscillator.

### 9.3 Quantum dissipation and unitarily inequivalent representations in QFT

We consider the classical damped harmonic oscillator (DHO) as a simple prototype for dissipative systems

\[
M\ddot{x} + R\dot{x} + \kappa x = 0. \tag{9.34}
\]

It is a non-Hamiltonian system and therefore the canonical formalism, needed for its quantization, cannot be set up [62]. However, the problem can be faced by proceeding in the following way (cf. [107, 153, 233, 576]).

The equation of motion for the density matrix is given by Eq. (9.4), where the Hamiltonian in the \( (x_+, x_-) \) plane is given by Eq. (9.30) [107, 233, 576]. The real and imaginary parts of the action are given by Eqs. (9.25)–(9.27) for the linear passive damping resulting in the mechanical resistance \( R \). By making the choice \( U(x_\pm) = \frac{i}{2}\kappa x_\pm^2 \), in terms of the doubled coordinates \( x, y \), \( y = x_+ - x_- \), the Hamiltonian (9.30) can be derived from the Lagrangian [62, 153, 192, 482] (cf. (9.28))

\[
L = M\dot{x}\dot{y} + \frac{1}{2}R(x\dot{y} - \dot{x}y) - \kappa xy, \tag{9.35}
\]

which gives the DHO equation Eq. (9.34) and its complementary equation for the \( y \) coordinate

\[
M\ddot{y} - R\dot{y} + \kappa y = 0. \tag{9.36}
\]
The $y$-oscillator is the time-reversed image ($R \rightarrow -R$) of the $x$-oscillator. If from the manifold of solutions to Eqs. (9.34) and (9.36) we choose those for which the $y$ coordinate is constrained to be zero, then Eqs. (9.34) and (9.36) simplify to

$$M \ddot{x} + R \dot{x} + \kappa x = 0, \quad y = 0.$$

Thus we obtain a classical damped equation of motion from a Lagrangian theory at the expense of introducing an “extra” coordinate $y$, later constrained to vanish. Note that $y(t) = 0$ is a true solution to Eqs. (9.34) and (9.36) so that the constraint is not in violation of the equations of motion. However, as already stressed in the previous Section and in Chapter 5, the role of the “doubled” $y$ coordinate is absolutely crucial in the quantum regime. There it accounts for the quantum noise.

The system described by (9.35) is sometimes called the Bateman dual system of oscillators [62, 97, 482]. We observe that the doubling of the degrees of freedom, implied by the density matrix and the Wigner function formalism, here finds its physical justification in the fact that the canonical quantization scheme can only deal with an isolated system. In the present case our system has been assumed to be coupled with a reservoir and it is then necessary to close the system by including the reservoir.\footnote{A different approach to the quantization of DHO is the one which makes use a time-dependent Lagrangian [130, 363].} This is achieved by doubling the phase-space dimensions [153, 233]. Eq. (9.35) is indeed the closed system Lagrangian: $y$ may be thought of as describing an effective degree of freedom for the reservoir to which the system (9.34) is coupled. The canonical momenta are given by $p_x \equiv \frac{\partial L}{\partial \dot{x}} = M \dot{y} + \frac{1}{2} Ry$ and $p_y \equiv \frac{\partial L}{\partial \dot{y}} = M \dot{x} + \frac{1}{2} Rx$. For a discussion of Hamiltonian systems of this kind see also [50, 52, 366, 483, 502, 554, 601, 610].

Canonical quantization can now be performed by introducing the commutators

$$[x, p_x] = i \hbar = [y, p_y], \quad [x, y] = 0 = [p_x, p_y],$$

and the corresponding sets of annihilation and creation operators

$$\alpha \equiv \frac{1}{\sqrt{2\hbar M}} (p_x - i M \Omega x), \quad \alpha^\dagger \equiv \frac{1}{\sqrt{2\hbar M}} (p_x + i M \Omega x), \quad (9.39a)$$

$$\beta \equiv \frac{1}{\sqrt{2\hbar M}} (p_y - i M \Omega y), \quad \beta^\dagger \equiv \frac{1}{\sqrt{2\hbar M}} (p_y + i M \Omega y), \quad (9.39b)$$

$$[\alpha, \alpha^\dagger] = 1 = [\beta, \beta^\dagger], \quad [\alpha, \beta] = 0 = [\alpha, \beta^\dagger]. \quad (9.39c)$$
We have introduced \( \Omega \equiv \sqrt{\kappa M - R^2 / 4M^2} \), the common frequency of the two oscillators Eq. (9.34) and Eq. (9.36), assuming \( \Omega \) to be real, hence \( \kappa > R^2 / 4M^2 \) (no overdamping).

In Section 5.4 the modes \( \alpha \) and \( \beta \) have been shown to be the ones involved in the coproduct operator of the underlying \( q \)-deformed Hopf algebra structure, the \( q \)-deformation parameter being a function of \( R, M \) and \( t \).

By using \( \Gamma \equiv R^2 / 2M \) and the canonical linear transformations \( A \equiv 1/\sqrt{2}(\alpha + \beta), B \equiv 1/\sqrt{2}(\alpha - \beta) \), the Hamiltonian \( H \) is obtained \([153, 233]\) as

\[
H = H_0 + H_I, \quad (9.40a)
\]

\[
H_0 = \hbar \Omega (A^\dagger A - B^\dagger B), \quad H_I = i\hbar \Gamma (A^\dagger B^\dagger - AB), \quad (9.40b)
\]

The dynamical group structure associated with the system of coupled quantum oscillators is that of \( SU(1,1) \). The two mode realization of the algebra \( su(1,1) \) is indeed generated by

\[
J_+ = A^\dagger B^\dagger, \quad J_- = J_+^\dagger = AB, \quad (9.41a)
\]

\[
J_3 = \frac{1}{2}(A^\dagger A + B^\dagger B + 1), \quad (9.41b)
\]

\[
[J_+, J_-] = -2J_3, \quad [J_3, J_\pm] = \pm J_\pm. \quad (9.41c)
\]

The Casimir operator \( C \) is given by

\[
C^2 = \frac{1}{4} + J_3^2 - \frac{1}{2}(J_+ J_- + J_- J_+) = \frac{1}{4}(A^\dagger A - B^\dagger B)^2. \quad (9.42)
\]

We also observe that \([H_0, H_I] = 0\). The time evolution of the vacuum \( |0\rangle \equiv |n_A = 0, n_B = 0\rangle = |0\rangle \otimes |0\rangle \), \((A \otimes 1)|0\rangle \otimes |0\rangle \equiv A|0\rangle = 0\); \((1 \otimes B)|0\rangle \otimes |0\rangle \equiv B|0\rangle = 0\), is controlled by \( H_I \)

\[
|0(t)\rangle = e^{-i\frac{\hbar}{\Omega} t} |0\rangle = e^{-it \frac{\Gamma}{\hbar}} |0\rangle = \frac{1}{\cosh(\Gamma t)} e^{i\tanh(\Gamma t) A^\dagger B^\dagger} |0\rangle, \quad (9.43)
\]

\[
\langle 0(t)|0(t)\rangle = 1, \quad \forall t, \quad (9.44a)
\]

\[
\lim_{t \to \infty} \langle 0(t)|0(0)\rangle \propto \lim_{t \to \infty} \exp(-t\Gamma) = 0. \quad (9.44b)
\]

Once one sets the initial condition of positiveness for the eigenvalues of \( H_0 \), such a condition is preserved by the time evolution since \( H_0 \) is proportional to the Casimir operator (it commutes with \( H_I \)). Thus, there is no danger of transitions to negative energy states, i.e., of dealing with
energy spectrum unbounded from below. Time evolution for creation and annihilation operators is given by

\[ A \rightarrow A(t) = e^{-i\frac{\hbar}{\gamma}H_I} A e^{i\frac{\hbar}{\gamma}H_I} = A \cosh (\Gamma t) - B^\dagger \sinh (\Gamma t) , \quad (9.45a) \]

\[ B \rightarrow B(t) = e^{-i\frac{\hbar}{\gamma}H_I} B e^{i\frac{\hbar}{\gamma}H_I} = B \cosh (\Gamma t) - A^\dagger \sinh (\Gamma t) , \quad (9.45b) \]

and h.c. One can show [153] that the creation of \( B \) modes is equivalent, up to a statistical factor, to the destruction of \( A \) modes, and that the states generated by \( B^\dagger \) represent the sink where the energy dissipated by the quantum damped oscillator flows: the \( B \)-oscillator represents the reservoir or heat bath coupled to the \( A \)-oscillator.

Eqs. (9.45) are time-dependent Bogoliubov transformations: they are canonical transformations preserving the CCR. Eq. (9.44) expresses the instability (decay) of the vacuum under the evolution operator \( \exp \left( -it\frac{\hbar}{\gamma} H_I \right) \).

In other words, time evolution leads out of the Hilbert space of the states. This means that the QM framework is not suitable for the canonical quantization of the damped harmonic oscillator. A way out from such a difficulty is provided by QFT [153]: the proper way to perform the canonical quantization of the DHO turns out to be working in the framework of QFT. In fact, for many degrees of freedom the time evolution operator \( U(t) \) and the vacuum are formally (at finite volume) given by

\[ U(t) = \prod_k \exp \left( \Gamma_k t (A_k^\dagger B_k^\dagger - A_k B_k) \right) , \quad (9.46) \]

\[ |0(t)\rangle = \prod_k \frac{1}{\cosh (\Gamma_k t)} \exp \left( \tanh (\Gamma_k t) A_k^\dagger B_k^\dagger \right) |0\rangle , \quad (9.47) \]

respectively, with \( \langle 0(t)|0(t)\rangle = 1, \forall t \). \( k \) is the momentum index. Using the continuous limit relation \( \sum_k \rightarrow \frac{V}{(2\pi)^3} \int d^3 \kappa \), in the infinite volume limit we have (for \( \int d^3 \kappa \gamma_k \) finite and positive)

\[ \langle 0(t)|0(t)\rangle \rightarrow 0 \text{ as } V \rightarrow \infty \forall t , \quad (9.48) \]

and in general, \( \langle 0(t)|0(t')\rangle \rightarrow 0 \text{ as } V \rightarrow \infty \forall t \text{ and } t' \neq t \). At each time \( t \) a representation \{\( |0(t)\rangle \}\} of the CCR is defined and turns out to be unitarily inequivalent to any other representation \{\( |0(t')\rangle \), \( \forall t' \neq t \}\} in the infinite volume limit. In such a way, the quantum DHO evolves in time through unitarily inequivalent representations of CCR (tunneling; trajectories in the representation space, cf. Section 5.8 [632, 636]). We remark that \( |0(t)\rangle \) is a two-mode time-dependent generalized coherent state [380, 519] where the
modes $A$ and $B$ are entangled (cf. Section 5.5.1). We have

$$\mathcal{N}_A(k)(t) = \langle 0(t)|A_k^\dagger A_k|0(t)\rangle = \sinh^2 \Gamma_k t . \quad (9.49)$$

The Bogoliubov transformations, Eqs. (9.45), can be implemented for every $k$ as inner automorphism for the algebra $su(1,1)$. At each time $t$ one has a copy $\{A_k(t), A_k^\dagger(t), B_k(t), B_k^\dagger(t); |0(t)\rangle | \forall k \}$ of the original algebra induced by the time evolution operator which can thus be thought of as a generator of the group of automorphisms of $\oplus_k su(1,1)_k$ parametrized by time $t$ (we have a realization of the operator algebra at each time $t$, which can be implemented by a Gel’fand–Naimark–Segal construction in the C*-algebra formalism [123, 505]). The various copies become unitarily inequivalent in the infinite volume limit, as shown by Eqs. (9.48): the space of the states splits into unitarily inequivalent representations of the CCR, each one labeled by time parameter $t$. As usual, one works at finite volume, and only at the end of the computations the limit $V \to \infty$ is performed.

We remark that the “negative” kinematic term in the Hamiltonian (9.40) (or (9.30)) also appears in two-dimensional gravity models where, in general, two different strategies are adopted in the quantization procedure [137]: the Schrödinger representation approach, where no negative norm appears, and the string/conformal field theory approach, where negative norm states arise similarly as in Gupta–Bleuler electrodynamics.

Finally, we do not discuss here the structure of time-dependent states of Bateman dual system. These aspects and other properties, including geometric phases, can be found in [97, 153].

### 9.3.1 The arrow of time and squeezed coherent states

It is now possible to introduce the free energy functional (cf. Eq. (5.116)) and, by extremizing it under quasi-equilibrium conditions, the state $\{|0(t)\rangle\}$ is recognized to be a representation of the CCR at finite temperature (equivalent to the TFD representation $\{|0(\beta)\rangle\}$ [600]). Consistently with the fact that damping (or, more generally, dissipation) implies the choice of a privileged time-direction (the arrow of time), with the consequent breaking of time-reversal invariance, time evolution is recognized to be controlled by the entropy variations [153, 185] (cf. Eq. (5.118)). The change in time $dN_A$ of particles condensed in the vacuum turns into heat dissipation $dQ_a = \frac{1}{2} dS_a$ (cf. Eq. (5.119)).
The time evolution operator $U(t)$ written in terms of $\alpha$ and $\beta$ modes (cf. Eqs. (9.39)) is given by

$$U(t) \equiv e^{-it\hat{H}/\hbar} = \prod_k e^{-\frac{\hbar}{2}(\alpha_k^2 - \alpha_k^* \beta_k^* - \beta_k^2)} \equiv \prod_k \hat{S}_\alpha(\theta_k)\hat{S}_\beta(-\theta_k),$$

with $\hat{S}_\alpha(\theta_k) \equiv \exp\left(-\frac{\hbar}{2}(\alpha_k^2 - \alpha_k^* \beta_k^* \beta_k - \beta_k^* \beta_k)ight)$ and similar expression for $\hat{S}_\beta(-\theta_k)$ with $\beta$ and $\beta^\dagger$ replacing $\alpha$ and $\alpha^\dagger$, respectively. The operators $\hat{S}_\alpha(\theta_k)$ and $\hat{S}_\beta(-\theta_k)$ are the squeezing operators for the $\alpha_k$ and the $\beta_k$ modes, respectively, well known in quantum optics [664]. The set $\theta \equiv \{\theta_k \equiv \Gamma_k t\}$ as well as each $\theta_k$ for all $\kappa$ is called the squeezing parameter. The state $\langle 0(t) \rangle$ is thus a two-mode squeezed coherent states at each time $t$.

To illustrate the effect of the squeezing, we focus our attention on the $\alpha_k$ modes for sake of definiteness. For the $\beta$ modes one can proceed in a similar way. As usual, for given $k$ we express the $\alpha$ mode in terms of conjugate variables of the corresponding oscillator. By using dimensionless quantities we thus write $\alpha = X + iY$, with $[X,Y] = \frac{i}{\hbar}$. The uncertainty relation is $\Delta X \Delta Y = \frac{1}{4}$, with $\Delta X^2 = \Delta Y^2 = \frac{1}{4}$ for (minimum uncertainty) coherent states. The squeezing occurs when $\Delta X^2 < \frac{1}{4}$ and $\Delta Y^2 > \frac{1}{4}$ (or $\Delta X^2 > \frac{1}{4}$ and $\Delta Y^2 < \frac{1}{4}$) in such a way that the uncertainty relation remains unchanged. Under the action of $U(t)$ the variances $\Delta X$ and $\Delta Y$ are indeed squeezed as

$$\Delta X^2(\theta) = \Delta X^2 \exp(2\theta), \quad \Delta Y^2(\theta) = \Delta Y^2 \exp(-2\theta). \quad (9.51)$$

For the tilde-mode similar relations are obtained for the corresponding variances, say $\tilde{X}$ and $\tilde{Y}$:

$$\Delta \tilde{X}^2(\theta) = \Delta \tilde{X}^2 \exp(-2\theta), \quad \Delta \tilde{Y}^2(\theta) = \Delta \tilde{Y}^2 \exp(2\theta). \quad (9.52)$$

For positive $\theta$, squeezing then reduces the variances of the $Y$ and $\tilde{X}$ variables, while the variances of the $X$ and $\tilde{Y}$ variables grow by the same amount so as to keep the uncertainty relations unchanged. This reflects, in terms of the $A$ and $B$ modes, the constancy of the difference $N_{Ak} - N_{Bk}$ against separate, but equal, changes of $N_{Ak}$ and $N_{Bk}$ (degeneracy of the states $|0(t)\rangle$ labeled by different $N_{Ak}$ or different $N_{Bk}$, cf. Eq. (9.49)).

In conclusion, the $\theta$-set $\{\theta_k(N_k)\}$ is nothing but the squeezing parameter classifying the squeezed coherent states in the hyperplane $(X, \tilde{X}; Y, \tilde{Y})$. Note that to different squeezed states (different $\theta$-sets) are associated with unitarily inequivalent representations of the CCRs in the infinite volume limit. Also note that in the limit $t \to \infty$ the variances of the variables $Y$ and $\tilde{X}$ become infinite, making them completely spread out.
Further details on the squeezing states and their relation with deformed algebraic structures in QFT can be found in [142, 143, 151, 152, 341, 342]. From our discussion it appears that the role of the doubled $y$ coordinate (the quantum $\beta$, or $B$ mode) is absolutely crucial in the quantum regime. In the cases of the quantum Brownian motion and the damped oscillator, it accounts for the quantum noise in the fluctuating random force in the system-environment coupling [576]. In the two-slit experiment considered in Section 5.2.1, quantum effects are obtained provided $y \neq 0$, i.e., for $x_+ \neq x_-$, namely when there is “information loss” on “which one” is the slit through which the electron passes. Quantum effects are washed out as soon as $y = 0$, i.e., $x_+ = x_-$, i.e., when one of the slits is covered and thus one “knows” from where the electron passes.

9.4 Dissipative non-commutative plane

Systems whose non-commutative geometry has been so far studied in detail in literature are the harmonic oscillator on the non-commutative plane, the motion of a particle in an external magnetic field and the Landau problem on the non-commutative sphere. Non-commutative geometries are also of interest in Chern–Simons gauge theories, in the usual gauge theories and string theories and in gravity theory [40, 51, 170, 208, 340, 566]. In this Section we show that quantum dissipation induces non-commutative geometry in the $(x_+, x_-)$ plane. We follow [574] in our presentation.

By using $H$ given by Eq. (9.30), the components in the $(x_+, x_-)$ plane of forward and backward in time velocity $v_\pm = \dot{x}_\pm$ are obtained as

$$v_\pm = \frac{\partial H}{\partial p_\pm} = \pm \frac{1}{M} \left(p_\pm \mp \frac{R}{2} x_\mp \right).$$

(9.53)

They do not commute

$$[v_+, v_-] = i\hbar \frac{R}{M^2},$$

(9.54)

and it is thus impossible to fix these velocities $v_+$ and $v_-$ as being identical. Eq. (9.54) is similar to the usual commutation relations for the quantum velocities $v = (p - (eA/c))/M$ of a charged particle moving in a magnetic field $B$; i.e., $[v_1, v_2] = (i\hbar eB_3/M^2c)$. Just as the magnetic field $B$ induces the Bohm–Aharonov phase interference for the charged particle, the (Brownian motion) friction coefficient $R$ induces an analogous phase interference between forward and backward motion, as we will now discuss in connection with non-commutative geometry induced by quantum dissipation.
Similarly to Eq. (9.53), we also have
\[ \dot{p}_\pm = -\frac{\partial H}{\partial x_\pm} = \mp U'(x_\pm) = \mp \frac{Rv_\pm}{2}, \] (9.55)

From Eqs. (9.53) and (9.55) it follows that
\[ M\dot{v}_\pm + Rv_\pm + U'(x_\pm) = 0. \] (9.56)

When the choice \( U(x_\pm) = \frac{1}{2} \kappa x_\pm^2 \) is made, these are equivalent to Eqs. (9.34) and (9.36). The classical equation of motion including dissipation thereby holds true if \( x_+(t) = x_-(t) = x(t) \):
\[ M\dot{v} + Rv + U'(x) = 0. \] (9.57)

If one defines \( M\dot{v}_\pm = \hbar K_\pm \), then Eq. (9.54) gives
\[ [K_+, K_-] = \frac{2iR}{\hbar} \equiv \frac{i}{L^2}, \] (9.58)
and a canonical set of conjugate position coordinates \((\xi_+, \xi_-)\) may be defined by
\[ \xi_\pm = \mp L^2 K_\pm, \quad [\xi_+, \xi_-] = iL^2. \] (9.59)

Another independent canonical set of conjugate position coordinates \((X_+, X_-)\) is defined by
\[ x_\pm = X_\pm + \xi_\pm, \quad [X_+, X_-] = -iL^2. \] (9.60)

Note that \([X_a, \xi_b] = 0\), where \(a = \pm\) and \(b = \pm\).
Fig. 9.2 A charge e moving in a circular cyclotron orbit. Non-commuting coordinate pairs are \( R = (X,Y) \), which points from the origin to the orbit center, and \( \rho = (\rho_x, \rho_y) \), which points from the center of the orbit to the charge position \( r = R + \rho \).

The commutation relations Eqs. (9.59) and (9.60) characterize the non-commutative geometry in the plane \((x_+, x_-)\).

It is interesting to consider the case of pure friction in which the potential \( U = 0 \). Eqs. (9.30) and (9.59) then imply

\[
\mathcal{H}_{\text{friction}} = \frac{\hbar^2}{2M}(K_+^2 - K_-^2) = -\frac{\hbar^2}{2ML^4}(\xi_+^2 - \xi_-^2). \tag{9.61}
\]

The equations of motion are

\[
\dot{\xi}_\pm = \frac{i}{\hbar}[\mathcal{H}_{\text{friction}}, \xi_\pm] = -\frac{\hbar}{ML^4}\xi_\pm = -\frac{R}{M}\xi_\pm = -\Gamma \xi_\pm, \tag{9.62}
\]

with the solution

\[
\begin{pmatrix} \xi_+(t) \\ \xi_-(t) \end{pmatrix} = \begin{pmatrix} \cosh(\Gamma t) & -\sinh(\Gamma t) \\ -\sinh(\Gamma t) & \cosh(\Gamma t) \end{pmatrix} \begin{pmatrix} \xi_+ \\ \xi_- \end{pmatrix}. \tag{9.63}
\]

Eq. (9.63) describes the hyperbolic orbit

\[
\xi_-(t)^2 - \xi_+(t)^2 = \frac{2L^2}{\hbar\Omega} \mathcal{H}_{\text{friction}}. \tag{9.64}
\]

The hyperbolae are defined by \((x - X)^2 - c^2(t - T)^2 = \Lambda^2\), where \(\Lambda^2 = \left(\frac{mc^2}{\hbar L^2}\right)^2\), the hyperbolic center is at \((X, cT)\) and one branch of the hyperbolae is a particle moving forward in time while the other branch is the same particle moving backward in time as an anti-particle (Fig. 9.1).

A physical realization of the mathematical non-commutative plane is present in every laboratory wherein a charged particle moves in a plane with a normal uniform magnetic field \(\mathbf{B}\). For this case, there are two canonical
pairs of position coordinates which do not commute: (i) the position \( \mathbf{R} \) of the center of the cyclotron circular orbit and (ii) the radius vector \( \rho \) from the center of the circle to the charged particle position \( \mathbf{r} = \mathbf{R} + \rho \) (Fig. 9.2). Denoting by \( \phi_0 \) the magnitude of the magnetic flux quantum associated with a charge \( e \), the (Landau) magnetic length scale \( L \) of the non-commuting geometric coordinates is [402],

\[
L^2 = \frac{\hbar c}{eB} = \frac{\phi_0}{2\pi B} \quad \text{(magnetic)}.
\] (9.65)

9.4.1 The dissipative quantum phase interference

We now observe that a quantum phase interference of the Aharonov–Bohm-type can always be associated with the non-commutative plane where

\[
[X, Y] = iL^2,
\] (9.66)

with \( L \) denoting the geometric length scale in the plane. Suppose that a particle can move from an initial point in the plane to a final point in the plane via one of two paths, say \( \mathcal{P}_1 \) or \( \mathcal{P}_2 \). Since the paths start and finish at the same point, if one transverses the first path in a forward direction and the second path in a backward direction, then the resulting closed path encloses an area \( A \). The phase interference \( \vartheta \) is determined by the difference between the actions for these two paths

\[
\hbar \vartheta = S(\mathcal{P}_1) - S(\mathcal{P}_2),
\]

and, as shown below, it may be written as

\[
\vartheta = \frac{A}{L^2}. \quad (9.67)
\]

For motion at fixed energy one may associate with each path \( \mathcal{P} \) (in phase space) a phase space action integral

\[
S(\mathcal{P}) = \int_\mathcal{P} p_i dq^i. \quad (9.68)
\]

As said previously, the phase interference \( \vartheta \) between the two paths \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) is determined by the action difference

\[
\hbar \vartheta = \int_{\mathcal{P}_1} p_i dq^i - \int_{\mathcal{P}_2} p_i dq^i = \oint_{\mathcal{P} = \partial \Omega} p_i dq^i, \quad (9.69)
\]

wherein \( \mathcal{P} \) is the closed path which goes from the initial point to the final point via path \( \mathcal{P}_1 \) and returns back to the initial point via \( \mathcal{P}_2 \). The closed \( \mathcal{P} \) path may be regarded as the boundary of a two-dimensional surface \( \Omega \); i.e., \( \mathcal{P} = \partial \Omega \). Stokes theorem yields

\[
\vartheta = \frac{1}{\hbar} \oint_{\mathcal{P} = \partial \Omega} p_i dq^i = \frac{1}{\hbar} \int_\Omega (dp_i \wedge dq^i). \quad (9.70)
\]
The phase interference $\vartheta$ between two alternative paths is thereby proportional to an “area” $A$ of a surface $\Omega$ in phase space $(p_1, \ldots, p_f; q^1, \ldots, q^f)$ as described by the r.h.s. of Eq. (9.70).

If one reverts to the operator formalism and writes the commutation Eq. (9.66) in the non-commutative plane as

$$[X, P_X] = i\hbar \quad \text{where} \quad P_X = \left(\frac{\hbar Y}{L^2}\right),$$

then back in the path integral formalism, Eq. (9.70) reads

$$\vartheta = \frac{1}{\hbar} \int_{\Omega} (dP_X \wedge dX) = \frac{1}{L^2} \int_{\Omega} (dY \wedge dX)$$

and Eq. (9.67) is proven, i.e., the quantum phase interference between two alternative paths in the plane is determined by the non-commutative length scale $L$ and the enclosed area $A$.

We also remark that the existence of a phase interference is intimately connected to the zero point fluctuations in the coordinates; e.g., Eq. (9.66) implies a zero point uncertainty relation $\Delta X \Delta Y \geq (L^2/2)$.

Resorting back to Eq. (9.58) for the quantum dissipative case, i.e.,

$$L^2 = \frac{\hbar}{R} \quad \text{(dissipative)},$$

one then concludes that, provided $x_+ \neq x_-$, the quantum dissipative phase interference $\vartheta = \frac{A}{L^2} = \frac{4R}{ML^2}$ is associated with two paths in the non-commutative plane, starting at the same point $P_1$ and ending at the same point $P_2$ so as to enclose the surface of area $A$.

By comparing the non-commutative dissipative plane with the non-commutative Landau magnetic plane, the circular orbit in Fig. 9.2 for the magnetic problem is seen to be replaced by the hyperbolic orbit and the magnetic field is replaced by the electric field. The hyperbolic orbit in Fig. 9.1 is reflected in the classical orbit for a charged particle moving along the $x$-axis in a uniform electric field (see [574]).

Finally, we recall that the Lagrangian for the system of Eqs. (9.56) has been found [91] to be the same as the Lagrangian for the three-dimensional topological massive Chern–Simons gauge theory in the infrared limit. It is also the same as for a Bloch electron in a solid which propagates along a lattice plane with a hyperbolic energy surface [91]. In the Chern–Simons case, one has $\theta_{CS} = R/M = (\hbar / ML^2)$, with $\theta_{CS}$ the “topological mass parameter”. In the Bloch electron case, it is $(eB/\hbar c) = (1/L^2)$, with $B$ denoting the $z$-component of the applied external magnetic field. In [91] the symplectic structure for the system of Eqs. (9.56) in the case of strong
damping $R \gg M$ (the so-called reduced case) has been considered in the Dirac constraint formalism as well as in the Faddeev and Jackiw formalism [231].

### 9.5 Gauge structure and thermal features in particle mixing

In this Section, we consider again flavor mixing, which has already been treated in Chapter 2. Here we discuss some aspects of flavor mixing which suggest that flavor oscillations may be viewed as a dissipative process, much in the spirit of the other topics treated in this Chapter.

The QFT treatment of flavor states presented in Section 2.7 leads to a vacuum state for the mixed fields, the flavor vacuum, which is orthogonal to the vacuum state for the fields with definite masses. The use of the flavor vacuum allows us to define correctly flavor states as eigenstates of the flavor charges. However, the Lorentz invariance is broken, since the flavor vacuum is explicitly time-dependent. As a consequence, flavor states cannot be interpreted in terms of irreducible representations of the Poincaré group. A possible way to recover Lorentz invariance for mixed fields has been explored in [104] where non-standard dispersion relations for the mixed particles have been related to non-linear realizations of the Poincaré group [434, 435].

The relation of neutrino masses and mixing with a possible violation of the Lorentz and $CPT$ symmetries has been the subject of many efforts, see, e.g., [389]. A related line of research concerns the use of neutrino mixing and oscillations as a sensitive probe for quantum gravity effects, as quantum gravity-induced decoherence is expected to affect neutrino oscillations [21]. Such effects have also been connected [464] to the non-trivial structure of the flavor vacuum. For a review on $CPT$ and Lorentz invariance in neutrino physics, see [611].

In [89] it has been shown that a non-Abelian gauge structure appears naturally in connection with flavor mixing. In this framework, it is then possible to account for the above-mentioned violation of Lorentz invariance due to the flavor vacuum having, at the same time, standard dispersion relations for flavor neutrino states.

To see how this is possible, let us start out by noting that Lagrangian (2.128) can be rewritten as describing a doublet of Dirac fields in interaction with an external Yang–Mills field:

$$\mathcal{L} = \bar{\nu}_f (i\gamma^\mu D_\mu - M_0) \nu_f,$$

(9.74)
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where \( \nu_f = (\nu_e, \nu_\mu)^T \) is the flavor doublet and \( M_d = \text{diag}(m_e, m_\mu) \) is a diagonal mass matrix. Note that the mixing term, proportional to \( m_{e\mu} \), is taken into account by the (non-Abelian) covariant derivative:

\[
D_0 \equiv \partial_0 + i m_{e\mu} \beta \sigma_1, \tag{9.75}
\]

where \( m_{e\mu} = \frac{1}{2} \tan 2\theta \delta m \), and \( \delta m \equiv m_\mu - m_e \).

We thus see that flavor mixing can be seen as an interaction of the flavor fields with an \( SU(2) \) constant gauge field having the following structure:

\[
A_\mu \equiv \frac{1}{2} A^a_\mu \sigma_a = n_\mu \delta m \frac{\sigma_1}{2} \in su(2), \quad n_\mu \equiv (1, 0, 0, 0)^T, \tag{9.76}
\]

that is, having only the temporal component in spacetime and only the first component in \( su(2) \) space. In terms of this connection, the covariant derivative can be written in the form:

\[
D_\mu = \partial_\mu + i g \beta A_\mu, \tag{9.77}
\]

where we have defined \( g \equiv \tan 2\theta \) as the coupling constant for the mixing interaction. Note that in the case of maximal mixing (\( \theta = \pi/4 \)), the coupling constant grows to infinity while \( \delta m \) goes to zero. We further note that, since the gauge connection is a constant, with just one non-zero component in group space, its field strength vanishes identically:

\[
F^a_{\mu\nu} = \epsilon^{abc} A^b_\mu A^c_\nu = 0, \tag{9.78}
\]

with \( a, b, c = 1, 2, 3 \). The fact that the gauge field has physical effects (despite \( F_{\mu\nu} \) vanishes identically), leads to an analogy with the Aharonov–Bohm effect [11].

Here \( \alpha_i, i = 1, 2, 3 \) and \( \beta \) are the usual Dirac matrices in a given representation. For definiteness, we choose the following representation:

\[
\alpha_i = \begin{pmatrix} 0 & \sigma_i \\ \sigma_i & 0 \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \tag{9.79}
\]

where \( \sigma_i \) are the Pauli matrices and \( \mathbb{1} \) is the \( 2 \times 2 \) identity matrix.

We now consider the energy momentum tensor associated with the flavor neutrino fields in interaction with the external gauge field. This is easily obtained by means of the standard procedure [421]:

\[
\tilde{T}_{\rho\sigma} = \tilde{\nu}_f i \gamma_\rho D_\sigma \nu_f - \eta_{\rho\sigma} \tilde{\nu}_f (i \gamma^\lambda D_\lambda - M_d) \nu_f. \tag{9.80}
\]

This is to be compared with the canonical energy momentum tensor associated with the Lagrangian (2.128):

\[
T_{\rho\sigma} = \bar{\nu}_f i \gamma_\rho D_\sigma \nu_f - \eta_{\rho\sigma} \bar{\nu}_f (i \gamma^\lambda D_\lambda - M_d) \nu_f + \eta_{\rho\sigma} m_{e\mu} \bar{\nu}_f \sigma_1 \nu_f. \tag{9.81}
\]
We then define a 4-momentum operator as $\tilde{P}^\mu \equiv \int d^3x \bar{T}^{0\mu}$ and obtain a conserved 3-momentum operator:

$$\tilde{P}^i(x_0) = \int d^3x \nu^\dagger \partial_i \nu = \int d^3x \nu^\dagger \partial_i \nu + i \int d^3x \nu^\dagger_i \partial_i \nu = \tilde{P}_e(x_0) + \tilde{P}_\mu(x_0), \quad i = 1, 2, 3$$

and a non-conserved Hamiltonian operator:

$$\tilde{P}^0(x_0) \equiv \tilde{H}(x_0) = \int d^3x \bar{\nu} f(-i\gamma^0 D_0 - i\gamma^\mu D_\mu + M) \nu$$

$$\equiv \tilde{H}_e(x_0) + \tilde{H}_\mu(x_0).$$

Note that both the Hamiltonian and the momentum operators split in a contribution involving only the electron neutrino field and in another where only the muon neutrino field appears.

We remark that the tilde Hamiltonian is not the generator of time translations. This role competes to the complete Hamiltonian $H = \int d^3x T^{00}$, obtained from the energy-momentum tensor Eq. (9.81).

We now show that it is possible to define flavor neutrino states which are simultaneous eigenstates of the 4-momentum operators above constructed and of the flavor charges. Such a non-trivial request requires a redefinition of the flavor vacuum. To this end, let us expand the flavor neutrino field operators in a different mass basis with respect to Eq. (2.105), as follows:

$$\tilde{\alpha} \tilde{\beta} = J^{-1}(x_0) \left( \begin{array}{c} \tilde{\alpha}_{k,\sigma}(x_0) \\ \tilde{\beta}_{-k,\sigma}(x_0) \end{array} \right) J(x_0),$$

where $\omega_{k,\sigma} = \sqrt{k^2 + m_{\sigma}^2}$ and $\sigma = e, \mu$. 

The tilde flavor operators are connected to the previous ones by a Bogoliubov transformation:

$$\left( \begin{array}{c} \tilde{\alpha}_{k,\sigma}(x_0) \\ \tilde{\beta}_{-k,\sigma}(x_0) \end{array} \right) = J^{-1}(x_0) \left( \begin{array}{c} \alpha_{k,\sigma}(x_0) \\ \beta_{-k,\sigma}^\dagger(x_0) \end{array} \right) J(x_0).$$
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with generator \[270\]:

\[ J(x_0) = \prod_{k,r} \exp \left\{ i \sum_{(\sigma,j)} \xi^k_{\sigma,j} \left[ \alpha^r_{k,\sigma}(x_0) \beta^r_{-k,\sigma}(x_0) + \beta^r_{-k,\sigma}(x_0) \alpha^r_{k,\sigma}(x_0) \right] \right\}, \]

(9.87)

with \((\sigma,j) = (e,1), (\mu,2)\), and \(\xi^k_{\sigma,j} = (\chi_\sigma - \chi_j)/2\) and \(\chi_\sigma = \arctan(m_\sigma/|k|), \chi_j = \arctan(m_j/|k|)\). The new flavor vacuum is given by

\[ |\tilde{0}(x_0)e_\mu\rangle = J^{-1}(x_0)|0(x_0)e_\mu\rangle. \]

(9.88)

Notice that the flavor charges are invariant under the above Bogoliubov transformations \[109\], i.e., \(\tilde{Q}_\sigma = Q_\sigma\), with:

\[ \tilde{Q}_\sigma(x_0) = \sum_r \int d^3k \left( \tilde{\alpha}^r_{k,\sigma}(x_0) \tilde{\alpha}^r_{k,\sigma}(x_0) - \tilde{\beta}^r_{-k,\sigma}(x_0) \tilde{\beta}^r_{-k,\sigma}(x_0) \right). \]

(9.89)

In terms of the tilde flavor ladder operators, the Hamiltonian and momentum operators Eqs. (9.82) and (9.83) read:

\[ \tilde{H}_\sigma(x_0) = \sum_r \int d^3k \omega_{-k,\sigma} \left( \tilde{\alpha}^r_{k,\sigma}(x_0) \tilde{\alpha}^r_{k,\sigma}(x_0) - \tilde{\beta}^r_{-k,\sigma}(x_0) \tilde{\beta}^r_{-k,\sigma}(x_0) \right), \]

(9.90a)

\[ \tilde{P}_\sigma(x_0) = \sum_r \int d^3k \left( \tilde{\alpha}^r_{k,\sigma}(x_0) \tilde{\alpha}^r_{k,\sigma}(x_0) + \tilde{\beta}^r_{-k,\sigma}(x_0) \tilde{\beta}^r_{-k,\sigma}(x_0) \right). \]

(9.90b)

Since all the above operators are diagonal, we can define common eigenstates as follows:

\[ |\tilde{\nu}^r_{k,\sigma}(x_0)\rangle = \tilde{\alpha}^r_{k,\sigma}(x_0)|\tilde{0}(x_0)e_\mu\rangle \]

(9.91)

and similar ones for the antiparticles. In particular, these single particle states are eigenstates of both the Hamiltonian and the momentum operator:

\[ \begin{pmatrix} \tilde{H}_\sigma(x_0) \\ \tilde{P}_\sigma(x_0) \end{pmatrix} |\tilde{\nu}^r_{k,\sigma}(x_0)\rangle = \begin{pmatrix} \omega_{k,\sigma} \\ 0 \end{pmatrix} |\tilde{\nu}^r_{k,\sigma}(x_0)\rangle, \]

(9.92)

making explicit the 4-vector structure.

Note that the above construction and the consequent Poincaré invariance holds at a given time \(x_0\). Thus, for each different time, we have a different Poincaré structure. Flavor neutrino fields behave (locally in time) as ordinary on-shell fields with definite masses \(m_e\) and \(m_\mu\), rather than those of the mass eigenstates of the standard approach, \(m_1\) and \(m_2\). Flavor oscillations then arise as a consequence of the interaction with the gauge field, which acts as a sort of refractive medium – neutrino aether. This leads to an interesting analogy with some scenarios in which, for the case
of photons, the vacuum has been thought to act as a refractive medium in consequence of quantum gravity fluctuations [216].

Let us now consider the interpretation of the Hamiltonian operator $\tilde{H}$ which, as already remarked, does not take into account the interaction energy, i.e., the energy associated with mixing. One can view $\tilde{H}$ as the sum of the kinetic energies of the flavor neutrinos, or equivalently as the energy which can be extracted from flavor neutrinos by scattering processes, the mixing energy being “frozen” (there’s no way to turn off the mixing!). This suggests the interpretation of such a quantity as a “free” energy $F \equiv \tilde{H}$, so that we can write:

$$H - F = TS.$$  \hfill (9.93)

This quantity defines an entropy associated with flavor mixing. It is natural to identify the “temperature” $T$ with the coupling constant $g = \tan 2\theta$, thus leading to:

$$S = \int d^3x \bar{\nu}_f A_0 \nu_f = \frac{1}{2} \delta m \int d^3x (\bar{\nu}_e \nu_\mu + \bar{\nu}_\mu \nu_e). \hfill (9.94)$$

The appearance of an entropy should not be surprising, since each of the two flavor neutrinos can be considered as an open system which presents some kind of (cyclic) dissipation. In Appendix Q, in a simplified QM context, it is shown that at a given time, the difference of the expectation values of the muon and electron free energies is less than the total initial energy of the flavor neutrino state. The missing part is proportional to the expectation value of the entropy.

Finally we point out that the thermodynamical considerations developed in this Section, fit well with the interpretation of the gauge field as a reservoir, as discussed in Section 5.6.

**Phenomenological consequences**

The above analysis leads us to the view that the flavor fields $\nu_e$ and $\nu_\mu$ should be regarded as fundamental. This fact has some interesting consequences at phenomenological level. Indeed, if we consider a charged current process in which for example an electron neutrino is created, we see that the hypothesis that mixing is due to interaction with an external field, implies that what is created in the vertex is really $|\nu_e\rangle$, rather than $|\nu_1\rangle$ or $|\nu_2\rangle$. As remarked above, such an interpretation is made possible because we can regard, at any given time, flavor fields as on-shell fields, associated with masses $m_e$ and $m_\mu$. 
We consider the case of a beta decay process, say for definiteness tritium decay, which allows for a direct investigation of neutrino mass. In the following we compare the various possible outcomes of this experiment predicted by the different theoretical possibilities for the nature of mixed neutrinos. As we shall see, the scenario described above presents significant phenomenological differences with respect to the standard theory.

Let us then consider the decay:

\[ A \rightarrow B + e^- + \bar{\nu}_e, \]

where \( A \) and \( B \) are two nuclei (e.g., \(^3\)H and \(^3\)He).

The electron spectrum is proportional to phase volume factor \( E p E_p \cdot e \):

\[
\frac{dN}{dK} = C E p (Q - K) \sqrt{(Q - K)^2 - m^2},
\]

where \( E = m + K \) and \( p = \sqrt{E^2 - m^2} \) are electron’s energy and momentum. The endpoint of \( \beta \) decay is the maximal kinetic energy \( K_{max} \) the electron can take (constrained by the available energy \( Q = E_A - E_B - m \approx m_A - m_B - m \)). In the case of tritium decay, \( Q = 18.6 \) KeV. \( Q \) is shared between the (unmeasured) neutrino energy and the (measured) electron kinetic energy \( K \). It is clear that if the neutrinos were massless, then \( m_\nu = 0 \) and \( K_{max} = Q \). On the other hand, if the neutrinos were a mass eigenstate with \( m_\nu = m_1 \), then \( K_{max} = Q - m_1 \).
We now consider the various possibilities which can arise in the presence of mixing. If, following the common wisdom, neutrinos with masses $m_1$ and $m_2$ are considered as fundamental, the $\beta$ spectrum is:

$$
\frac{dN}{dK} = C E_p E_e \sum_j |U_{ej}|^2 \sqrt{E_e^2 - m_j^2} \Theta(E_e - m_j),
$$

(9.96)

where $E_e = Q - K$ and $U_{ej} = (\cos \theta, \sin \theta)$ and $\Theta(E_e - m_j)$ is the Heaviside step function. The end point is at $K = Q - m_1$ and the spectrum has an inflexion at $K \approx Q - m_2$.

If, on the other hand, we take flavor neutrinos as fundamental according to the above scheme, we have that $m_\nu = m_e$ and $K_{\max} = Q - m_e$ and the spectrum is proportional to the phase volume factor $E p E_e p_e$:

$$
\frac{dN}{dK} = C E_p (Q - K) \sqrt{(Q - K)^2 - m_e^2} \Theta(E_e - m_e),
$$

(9.97)

where $E = m + K$ and $p = \sqrt{E^2 - m^2}$ are electron’s energy and momentum.

The above discussed possibilities are plotted in Fig. 9.3, together with the spectrum for a massless neutrino, for comparison.

We remark also that in the neutrino detection process, it would be possible to discriminate among the various scenarios considered above. In such a case, our scheme would imply that in each detection vertex, either an electron neutrino or a muon neutrino would take part in the process. Again, this is in contrast with the standard view, which assumes that either $\nu_1$ or $\nu_2$ are entering into the elementary processes.

### 9.6 Dissipation and the many-body model of the brain

One application of quantum dissipation formalism has been made in the study of neural dynamics in the frame of the many-body model of the brain proposed by Umezawa and Ricciardi in 1967 [534, 582, 583]. In this Section we summarize very briefly the dissipative many-body model of the brain [641, 643, 645] and give an account of how it fits some experimental data [260, 261].

The mesoscopic neural activity of the neocortex appears in laboratory observations to consist of the dynamical formation of spatially extended domains in which widespread cooperation supports brief epochs of patterned oscillations. Imaging of scalp potentials (electroencephalograms, EEGs) and cortical surface potentials (electrocorticograms, ECoGs) of animals and humans has demonstrated the formation of large-scale patterns of synchronized oscillations in the neocortex in the $12 - 80$ Hz range (denoted as
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the $\beta$ or $\gamma$ range). These patterns are also observed by magnetoencephalographic (MEG) imaging in the resting state and in motor task-related states of the human brain [61]. Observations show that large-scale neuronal assemblies in $\beta$ and $\gamma$ ranges re-synchronize in frames at frame rates in the $3-12 \text{ Hz}$ range ($\theta$ and $\alpha$ ranges) [244, 246–250, 260, 261] and appear to extend over spatial domains covering much of the hemisphere in rabbits and cats [249, 250, 260], and over domains of linear size of $\approx 19 \text{ cm}$ in the human cortex with near zero phase dispersion [256, 259]. Karl Lashley, by operating on trained rats, was led, in the first half of the 20th century, to the hypothesis of “mass action” in the storage and retrieval of memories in the brain: “Here is the dilemma. Nerve impulses are transmitted ... from cell to cell through definite intercellular connections. Yet, all behavior seems to be determined by masses of excitation ... within general fields of activity, without regard to particular nerve cells ... What sort of nervous organization might be capable of responding to a pattern of excitation without limited specialized path of conduction? The problem is almost universal in the activity of the nervous system” (pp. 302–306 of [409]).

The presence of repeated phase transitions in collective cortical dynamics has been subsequently confirmed in neurophysiological experiments. In the sixties, Karl Pribram, on the basis of his own laboratory observations confirming Lashley’s hypothesis of mass action, described the fields of neural activity in brain by use of the hologram conceptual framework [528, 529]. In 1967 Umezawa and Ricciardi [534, 582, 583] proposed the description of the collective neural activity, which manifests in the formation of spatially extended domains, by using the mechanism of SSB in QFT. By resorting to preceding studies on the physics of living matter [193–195] and to the QFT formalism for dissipative systems [153], the extension to the dissipative dynamics of the Umezawa and Ricciardi many-body model has been worked out [641, 645] and the comparison of the predictions of the dissipative quantum model of brain with the laboratory observations has been pursued [260–262]. It appears that the dissipative model predicts the experimentally observed coexistence of physically distinct amplitude modulated (AM) and phase modulated (PM) patterns, correlated with categories of conditioned stimuli, and the remarkably rapid onset of AM patterns into irreversible sequences that resemble cinematographic frames [260, 261]. The dissipative model also accounts for the formation of phase cones (Fig. 9.4) and vortices in the transition from one AM pattern to another one [251, 261]. In the following we follow closely the discussion presented in [645].
The functional stability and efficiency of living matter

The collective behavior of a large ensemble of elementary components is the object of study of Statistical Mechanics. In the case of neural components, Hopfield [332] asked whether stability of memory and other macroscopic properties of neural nets are also derivable as collective phenomena and emergent properties. Classical Statistical Mechanics provides very powerful tools in answering Hopfield’s question [22, 473]. However, at a classical level analysis, the electric field of the extracellular dendritic current and the magnetic fields inside the dendritic shafts appear to be far too weak and the chemical diffusion appears to be far too slow to be able to fully account for the cortical collective activity observed in the laboratory [250, 261]. Molecular (neuro-)biology provides crucial tools in the discovery of many mechanisms and chemical functions in the brain and living matter in general. The question is then how to put together all this data so as to derive
the observed complex behavior of the whole system. In this connection, Schrödinger has introduced the important distinction between the “two ways of producing orderliness” (p. 80 of [553]): ordering generated by the “statistical mechanisms” and ordering generated by “dynamical” interactions among the atoms and the molecules, which, as is well known, are necessarily quantum interactions.

The functional stability in living systems is characterized by the time ordering of pathways of biochemical reactions sequentially interlocked. Common laboratory experience is that even the simplest chemical reaction pathway, once embedded in a random chemical environment, soon collapses. Chemical efficiency and functional stability to the degree observed in living matter, i.e., not as “regularity only in the average” [553], appears to be out of reach of any probabilistic approach solely based on microscopic random kinematics. Thus, it is still a matter of belief that out of purely random kinematics there may arise with high probability a unique, time ordered sequence of chemical reactions like the one required by the macroscopic history of the system. It is a fact that there is no available computation or abstract proof which shows how to obtain the characteristic chemical efficiency and stability of living matter by resorting uniquely to statistical concepts. Even in the (seemingly) simpler case of the generation of spatially ordered domains and tissues in living systems, the evident failure of any model solely based on random chemical kinematics, or even on short range forces assembling cells one-by-one, is the real (unfortunately dramatic) obstacle in biology and medicine preventing the understanding of how and why cells are assembled in healthy tissues, and how and why a healthy tissue might evolve into a cancer. In Schrödinger’s words: “it needs no poetical imagination but only clear and sober scientific reflection to recognize that we are here obviously faced with events whose regular and lawful unfolding is guided by a mechanism entirely different from the “probability mechanism of physics” (p. 79 of [553]). Classical Statistical Mechanics and short range forces of molecular biology, although necessary, do not seem to be completely adequate tools. Therefore, it is necessary to supplement them with a further step so as to include underlying quantum dynamical features. Moreover, one more motivation to follow the research path pioneered by Schrödinger is in the fact that there is no conventional neural network offered by neuroscientists or neuroengineers that can adequately model or simulate the neurophysiological data on brain activity which are available today [262,263].
The many-body model of the brain

In such a conceptual frame and aware of the state of the experimental observations, Umezawa and Ricciardi [534, 616] observed that large-scale neuron assemblies might be described in terms of SSB long-range correlations induced as a response to the external stimuli. They proposed their QFT model for the brain guided by the observation that any modeling of its functioning cannot rely on the knowledge of the behavior of any single neuron. They remarked [534] that it is in fact pure optimism to hope to determine the numerical values for the coupling coefficients and the thresholds of all neurons by means of anatomical or physiological methods. On the other hand, the behavior of any single neuron should not be significant for the functioning of the whole brain, otherwise a higher and higher degree of malfunctioning should be observed as some of the neurons die. This clearly excludes that the high stability of brain functions, e.g., of memory, over a long period of time could be explained solely in terms of specific, localized arrangements of biomolecules. Observations [252–254, 297, 298, 528, 529] show, on the contrary, that long-range correlations appear in the brain as a response to external stimuli.

In the many-body model, patterns of correlated elements are described by the mechanism of SSB. The order parameter, related to the density of coherently condensed NG bosons in the vacuum, is the macroscopic observable specifying the degree of ordering of the system vacuum, the vacuum code classifying it among many possible degenerate vacua. In the model, the memory content is specified by such a code. The external informational input triggers the breakdown of symmetry out of which the NG bosons and their condensation are generated. The recall of the recorded information occurs under the input of a stimulus “similar” to the one responsible for the memory recording [534] (see also [573]).

We stress that the external stimulus only acts as a trigger inducing SSB: the ordered pattern is generated by the “internal” brain dynamics, which, except for the breakdown of the symmetry, is not conditioned by the external stimulus (spontaneous breakdown of the symmetry). This model feature is perfectly consistent with laboratory observations; it accounts for the observed lack of invariance of AM patterns with invariant stimuli [244, 245, 260] (Fig. 9.5).

A different regime is, in contrast, obtained when symmetry is explicitly broken, as, for example, under the effect of an electric shock or a highly stressing stimulus by which the cortex dynamics is enslaved,
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Fig. 9.5 Left: Example of an AM carrier wave in one frame. Center: contour plots of AM patterns from 4 × 4 mm frames showing differences correlated with stimuli. Right: Demonstration of lack of invariance of AM patterns with respect to stimuli, showing that AM patterns are not representations of stimuli; they are operators containing activated memory about stimuli (center frames), which is subject to continual updating with new experience (right frames). The vertical differences reflect short-term memory changes upon the formation of an assembly. The horizontal differences reflect long-term memory changes in consolidation. From [252]

with consequent response by the so-called evoked or event-related potential (ERP). The explicit breakdown in cortical dynamics is observed by resort to stimulus-locked averaging across multiple presentations in order to remove or attenuate the background activity, so as to demonstrate that the location, intensity and detailed configuration of the ERP is predominantly determined by the stimulus.

It has been recognized that the symmetry which gets broken is the rotational symmetry of the electrical dipoles of the water molecules [356–358] and the NG modes are the vibrational dipole wave quanta (DWQ) [193–195]. The whole brain dynamics is indeed embedded in a matrix of molecules carrying the quantum degree of freedom associated
with the electric dipole oscillatory motion. The well-known electrical properties of cell membranes and the experimental observations [310, 522] of slow fluctuations in neuronal membrane polarization (the so-called up and down states), corresponding to that of spontaneous fluctuations in the fMRI signal, confirm that one cannot ignore the electrical dipole oscillatory matrix in which the neuronal electrophysical and electrochemical activity is embedded [531]. Thus, the electric dipole vibrational field dynamics at basic molecular level cannot be without effect on the rich electrochemical and biochemical activity observed at the neural classical level.

There is, however, an important limitation in the brain model by Umezawa and Ricciardi: it has a very much limited memory capacity. Any subsequent stimulus, producing the associated DWQ condensation, cancels the one produced by the preceding stimulus (overprinting). Such a problem finds a solution when the model is modified so as to include the brain property of being an open system ruled, therefore, by a dissipative dynamics [641].

The dissipative many-body model of the brain

The brain is an open system continuously coupled with the environment. Brain dynamics is thus intrinsically dissipative. Once dissipation is considered, the coexistence of physically distinct amplitude modulated and phase modulated patterns, correlated with categories of conditioned stimuli, and their extremely rapid onset into irreversible sequences are predicted by the model. These are indeed two main features of neurophysiological data [260–263] fitted by the dissipative model of brain.

In the previous Sections, we have seen that the procedure of the canonical quantization of a dissipative system requires the “doubling” of the degrees of freedom of the system [153] in order to ensure that the flow of the energy exchanged between the system and the environment is balanced. When considering the brain system, let us denote by $A_k$ and $\tilde{A}_k$ the annihilation operators for the DWQ mode and its “doubled mode”, respectively. Here $k$ denotes the momentum $k$ and other specifications of the $A$ operators ($A_k^\dagger$ and $\tilde{A}_k^\dagger$ denote the creation operators).

Let $N$ be the code imprinted in the vacuum at the initial time $t_0 = 0$ by the external input and representing the memory record of the input. The code $N$ is the set of the numbers $N_{A_k}$ of modes $A_k$, for any $k$, condensed in the vacuum state denoted by $|0\rangle_N$, which thus represents the memory
state at $t_0 = 0$ [20, 641]. $\mathcal{N}_A(t)$ is given, at each $t$, by (cf. Eq. (9.49)):

$$\mathcal{N}_A(t) \equiv \mathcal{N}(0(t)|A_k^\dagger A_k|0(t))_N = \sinh^2(\Gamma_k t - \theta_k),$$

and similarly for the modes $\tilde{A}_k$. The state $|0(t))_N \equiv |0(\theta, t))$ is the time-evolved of the state $|0))_N$. It is a generalized $SU(1, 1)$ squeezed coherent state, where the $A$ and $B$ modes are entangled. $\Gamma$ is the damping constant (related to the memory life-time) and $\theta_k$ fixes the code value at $t_0 = 0$. $|0)_{N'}$ and $|0(t))_{N'}$ are normalized to 1. In the infinite volume limit it is

$$\mathcal{N}'(0(t)|0)_{N'}, \quad V \to \infty \quad \forall t \neq t_0, \quad \forall N', N',$$

$$\mathcal{N}'(0(t)|0(t'))_{N'}, \quad V \to \infty \quad \forall t, t' \quad \forall N', N', \quad (9.99a)$$

with $|0(t))_{N'} \equiv |0(\theta', t))$ given by Eq. (9.47) where the $B^\dagger$ operator is substituted by $\tilde{A}_k^\dagger$ and $\Gamma_k t$ is substituted by $\Gamma_k t - \theta_k$. Eqs. (9.99) also hold for $N \neq N'$, $t = t_0$ and $t = t'$, respectively. They show that in the infinite volume limit, the vacua of the same code $N$ at different times $t$ and $t'$, for any $t$ and $t'$, and, similarly, at equal times, but different $N$s, are orthogonal states. The corresponding Hilbert spaces are unitarily inequivalent spaces. The number $(\mathcal{N}_A - \mathcal{N}_{\tilde{A}})$ is a constant of motion for any $k$ and $\theta$. The physical meaning of the $\tilde{A}$ system is the one of the sink where the energy dissipated by the $A$ system flows. The $\tilde{A}$ modes describe the thermal bath or the environment modes (cf. Section 9.3).

The balance of energy flow between the system and the environment is ensured by the requirement $\mathcal{N}_A - \mathcal{N}_{\tilde{A}} = 0$, for any $k$. Such a requirement, however, does not uniquely fix the code $N \equiv \{\mathcal{N}_{A_k}, \text{ for any } k\}$. In addition, $|0)_{N'}$ with $N' \equiv \{N'_{A_k}; \mathcal{N}'_{A_k} - \mathcal{N}'_{\tilde{A}_k} = 0, \text{ for any } k\}$ ensures the energy flow balance. Thus, also $|0)_{N'}$ is an available memory state: it corresponds, however, to a different code number (i.e., $N'$) and therefore to an information different from the one of code $N$. In the infinite volume limit, $\{0)_{N}\}$ and $\{0)_{N'}\}$ are representations of the canonical commutation relations each other unitarily inequivalent for different codes $N \neq N'$. Thus, an infinite number of memory (vacuum) states may exist, each one of them corresponding to a different code $N$. A huge number of sequentially recorded inputs may coexist without destructive interference since infinitely many vacua $|0)_{N}$, for all $N$, are independently accessible in the sequential recording process.

In conclusion, the “brain (ground) state” is represented as the collection (or the superposition) of the full set of states $|0)_{N}$, for all $N$. The brain is thus described as a complex system with a huge number of macroscopic states (the space of the memory states).
The degree of the coupling of the system $A$ with the system $\tilde{A}$ can be parametrized by an index, say $n$, in such a way that in the limit of $n \to \infty$ the possibilities of the system $A$ to couple to $\tilde{A}$ (the environment) are “saturated”: the system $A$ then gets fully coupled to $\tilde{A}$. As a matter of fact, as a result of the dissipative dynamics, the brain is entangled with its environment. A higher or lower degree of openness (measured by $n$) to the external world may produce a better or worse ability in setting up neuronal correlates, respectively (different under different circumstances, and so on, e.g., during sleep or awake states, childhood or older ages) [20]. The functional or effective connectivity (here we do not consider the structural or anatomical one) is highly dynamic in the dissipative model. Once these functional connections are formed, they are not necessarily fixed. On the contrary, they may quickly change and new configurations of connections may be formed extending over a domain including a larger or smaller number of neurons. The finite size of the correlated domain implies a non-zero effective mass of the DWQs. These propagate through the domain with a greater inertia than in the case of large (infinite) volume where they are (quasi-)massless. The domain correlations are then established with a certain time-delay, which contributes to the delay observed in the recruitment of neurons in a correlated assembly under the action of an external stimulus.

As seen in Section 5.5, the minimization of the free energy, $dF_A = dE_A - \frac{1}{\beta}dS_A = 0$, is ensured and the change in time $dN_A$ of particles condensed in the vacuum turns into heat dissipation $dQ_A = \frac{1}{\beta}dS_A$ (cf. Eq. (5.119)). See Appendix R for a discussion of further aspects of the dissipative many-body model of brain.

We close this Section by stressing that neurons and other brain cells are by no means considered quantum objects in the Umezawa and Ricciardi many-body model and in the dissipative many-body model. These QFT models differ in a substantial way from brain models formulated in the Quantum Mechanics frame, such as those discussed in [312, 517, 577] (see also [463]). In contrast with such models, the neurons and other brain cells are classical objects in the dissipative many-body model of brain.

### 9.7 Quantization and dissipation

G. ’t Hooft has proposed [589–593] that the quantum nature of our world may emerge from an underlying deterministic dynamics acting at an energy scale much higher than the one of our observations. More specifically,
Quantum Mechanics would result from a more fundamental deterministic theory as a consequence of a process of information loss. The long-standing puzzle of the contrast between a probabilistic view of natural laws and a deterministic one may find a solution in ’t Hooft’s scenario, together with the problem of quantizing gravity. It is important to remark that this scenario is quite different from previous attempts relying on the existence of hidden variables (for a recent review see [276]). It is also interesting that such a conjecture has renewed the debate about more speculative implications including the free will problem [594].

’t Hooft considers a class of deterministic Hamiltonian systems which can be described by means Hilbert space techniques. The quantum systems are obtained when constraints implementing the information loss are imposed on the original Hilbert space. The Hamiltonian for such systems is of the form

\[ H = \sum_i p_i f_i(q), \] (9.100)

where \( f_i(q) \) are non-singular functions of the coordinates \( q_i \). The equations for the \( q \)'s (i.e., \( \dot{q}_i = \{q_i, H\} = f_i(q) \)) are decoupled from the conjugate momenta \( p_i \) and this implies [589, 590] that the system can be described deterministically even when expressed in terms of operators acting on the Hilbert space. The condition for the deterministic description is the existence of a complete set of observables commuting at all times, called beables [68]. For the systems of Eq. (9.100), such a set is given by the \( q_i(t) \)'s [589, 590].

Hamiltonians of the type (9.100) are not bounded from below. This may be cured by splitting \( H \) in Eq. (9.100) as [589, 590]:

\[ H = H_I - H_{II}, \] (9.101a)

\[ H_I = \frac{1}{4\rho} (\rho + H)^2, \quad H_{II} = \frac{1}{4\rho} (\rho - H)^2, \] (9.101b)

where \( \rho \) is a time-independent, positive function of \( q_i \). \( H_I \) and \( H_{II} \) are then positively (semi)definite and \( \{H_I, H_{II}\} = \{\rho, H\} = 0 \). The constraint

\[ H_{II}|\psi\rangle = 0, \] (9.102)

projecting out the states responsible for the negative part of the spectrum, then ensures that the Hamiltonian is bounded from below. In other words, one thus gets rid of the unstable trajectories [589, 590].

In [103] and [85] it has been shown that the Bateman system of classical damped-antidamped oscillators discussed in Section 9.3 does provide
an explicit realization of 't Hooft’s mechanism. Moreover, a connection exists between the zero point energy of the quantum harmonic oscillator and the geometric phase of the damped-antidamped oscillator (deterministic) system. Indeed, the Hamiltonian Eq. (9.40) is of the type (9.100) with \( i = 1, 2 \) and \( f_1(q) = 2\Omega, f_2(q) = -2\Gamma \), provided a set of canonical transformations is used, which for brevity we do not report here (see [103]).

With the choice \( \rho = 2\Omega C \) in Eq. (9.101), and by using \( J_2 = -\frac{i}{2}(J_+ - J_-) \) and \( C = \frac{1}{2}(A^+ A - B^+ B) \), Eq. (9.40) becomes

\[
H = H_I - H_{II},
\]

\[
H_I = \frac{1}{2\Omega C}(2\Omega C - \Gamma J_2)^2, \quad H_{II} = \frac{\Gamma^2}{2\Omega C} J_2^2.
\]

Since \( C \) is the Casimir operator, it is a constant of motion and, as already observed, this ensures that once it has been chosen to be positive it will remain such at all times. The physical states \( |\psi\rangle \) are defined by imposing the constraint (9.102), which now reads

\[ J_2|\psi\rangle = 0. \]

It is convenient to introduce

\[
x_1 = \frac{x + y}{\sqrt{2}} = r \cosh u, \quad x_2 = \frac{x - y}{\sqrt{2}} = r \sinh u,
\]

in terms of which [91]

\[
C = \frac{1}{4\Omega m} \left[p_r^2 - \frac{1}{r^2} p_\theta^2 + m^2 \Omega^2 r^2 \right], \quad J_2 = \frac{1}{2} p_u.
\]

Of course, only non-zero \( r^2 \) should be taken into account in order for \( C \) to be invertible. If one does not use the operatorial formalism, the constraint \( p_u = 0 \) implies \( u = -\frac{1}{2} m t \). Eq. (9.104) implies

\[
H|\psi\rangle = H_I|\psi\rangle = 2\Omega C|\psi\rangle = \left( \frac{1}{2m} p_r^2 + \frac{K}{2} r^2 \right)|\psi\rangle,
\]

where \( K \equiv m\Omega^2 \). \( H_I \) thus reduces to the Hamiltonian for the linear harmonic oscillator \( \ddot{r} + \Omega^2 r = 0 \). The physical states are even with respect to time-reversal (\( |\psi(t)\rangle = |\psi(-t)\rangle \)) and periodical with period \( \tau = \frac{2\pi}{\Omega} \).

The states \( |\psi(t)\rangle_H \) and \( |\psi(t)\rangle_{H_I} \) are introduced, satisfying the equations:

\[
\frac{ih}{\hbar} \frac{d}{dt} |\psi(t)\rangle_H = H |\psi(t)\rangle_H,
\]

\[
\frac{ih}{\hbar} \frac{d}{dt} |\psi(t)\rangle_{H_I} = 2\Omega C |\psi(t)\rangle_{H_I}.
\]
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Fig. 9.6 Trajectories for $r_0 = 0$ and $v_0 = \Omega$, after three half-periods for $\kappa = 20$, $\gamma = 1.2$ and $m = 5$. The ratio $\int_0^T/2 (\dot{x}_1 x_2 - \dot{x}_2 x_1) dt/E = \pi/\kappa^2$ is preserved. $E$ is the initial energy: $E = 1/2mv_0^2 + 1/2m\Omega^2 r_0^2$.

Eq. (9.109) describes the two-dimensional “isotropic” (or “radial”) harmonic oscillator. $H_I = 2\Omega C$ has the spectrum $H_n = \hbar \Omega n, n = 0, \pm 1, \pm 2, \ldots$. According to the choice for $C$ to be positive, only positive values of $n$ will be considered. The generic state $|\psi(t)\rangle_H$ can be written as

$$|\psi(t)\rangle_H = \hat{T} \left[ \exp \left( i \frac{\hbar}{\Omega} \int_{t_0}^t 2\Gamma J_2 dt' \right) \right] |\psi(t)\rangle_H,$$  

(9.110)

where $\hat{T}$ denotes time-ordering and $\hbar$ is introduced on dimensional grounds. Its actual value cannot be fixed by the present analysis. One has [103]:

$$H \langle \psi(\tau) | \psi(0) \rangle_H = H_I \langle \psi(0) | \exp \left( i \int_{C_{0\tau}} A(t') dt' \right) |\psi(0)\rangle_H \equiv e^{i\Phi}. \quad (9.111)$$

The contour $C_{0\tau}$ goes from $t' = 0$ to $t' = \tau$ and back, and $A(t) \equiv \frac{\Gamma m}{\hbar} (\dot{x}_1 x_2 - \dot{x}_2 x_1)$. Note that $(\dot{x}_1 x_2 - \dot{x}_2 x_1) dt$ is the area element in the $(x_1, x_2)$ plane enclosed by the trajectories (see Fig. 9.6). The evolution (or dynamical) part of the phase does not enter in $\Phi$, as the integral in Eq. (9.111) picks up a purely geometric contribution [23].

We consider the periodic physical states $|\psi\rangle$ and write [23]

$$|\psi(\tau)\rangle = e^{i\varphi - \frac{i\hbar}{\Omega} \int_0^\tau (\langle \psi(t)|H|\psi(t)\rangle dt) |\psi(0)\rangle = e^{-i2\pi n} |\psi(0)\rangle,$$  

(9.112)

i.e., $\langle \psi(\tau)|H|\psi(\tau)\rangle = 2\pi n$, $n = 0, 1, 2, \ldots$, and, using $\tau = 2\pi/\Omega$ and $\phi = \alpha \pi$,

$$H_{I,\text{eff}} = \langle \psi_n(\tau)|H|\psi_n(\tau)\rangle = \hbar \Omega \left( n + \frac{\alpha}{2} \right). \quad (9.113)$$
The index \( n \) exhibits the \( n \) dependence of the state and the corresponding energy. \( \mathcal{H}_{i,\text{eff}}^n \) gives the effective \( n \)th energy level of the physical system, i.e., the energy given by \( \mathcal{H}_i^n \) corrected by its interaction with the environment.

We thus see that the dissipation term \( J_2 \) of the Hamiltonian is responsible for the “zero point energy” \( (n = 0) \): 
\[
E_0 = \frac{\hbar}{2} \Omega \alpha.
\]

We recall that the zero point energy is the “signature” of quantization, since the non-zero commutator of the canonically conjugate \( q \) and \( p \) operators is the quantization condition. Thus we have found that dissipation manifests itself as “quantization”. In other words, \( E_0 \), which appears as the “quantum contribution” to the spectrum, signals the underlying dissipative dynamics. If one wants to match the Quantum Mechanics zero point energy, one has to fix \( \alpha = 1 \), which gives \( \Omega = \frac{\hbar}{m} \).

The thermodynamical features of the dynamical role of \( J_2 \) (cf. Section 9.3 and Chapter 5) can be revealed by rewriting Eq. (9.110) as
\[
|\psi(t)\rangle_H = \tilde{T} \left[ \exp \left( \frac{1}{\hbar} \int_{u(t_0)}^{u(t)} 2J_2 du' \right) \right] |\psi(t)\rangle_{H_i}, \quad (9.114)
\]
where \( u(t) = -\Gamma t \) has been used. Thus,
\[
-i\hbar \frac{\partial}{\partial u} |\psi(t)\rangle_H = 2J_2 |\psi(t)\rangle_H. \quad (9.115)
\]

\( 2J_2 \) appears then to be responsible for shifts (translations) in the \( u \) variable, as it has to be expected since \( 2J_2 = p_u \) (cf. Eq. (9.106)). Indeed, one can write: \( p_u = -i\hbar \frac{\partial}{\partial u} \). Then, in full generality, Eq. (9.104) defines families of physical states, representing stable, periodic trajectories (cf. Eq. (9.107)). \( 2J_2 \) implements transition from family to family, according to Eq. (9.115).

Eq. (9.108) can then be rewritten as
\[
\frac{d}{dt} |\psi(t)\rangle_H = i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle_H + i\hbar \frac{du}{dt} \frac{\partial}{\partial u} |\psi(t)\rangle_H. \quad (9.116)
\]

The first term on the r.h.s. denotes the derivative with respect to the explicit time dependence of the state. The dissipation contribution to the energy is thus described by the “translations” in the \( u \) variable. Now we consider the relation
\[
\frac{\partial S}{\partial U} = \frac{1}{T}. \quad (9.117)
\]
From Eq. (9.103), by using \( S \equiv \frac{\hbar}{2} \frac{\partial}{\partial u} \) and \( U \equiv 2\mathcal{C} \), one obtains \( T = \hbar \Gamma \). Eq. (9.117) is the defining relation for temperature in thermodynamics (with \( k_B = 1 \)), so that one could formally regard \( \hbar \Gamma \) (which is an energy dimensionally) as the temperature, provided the dimensionless quantity
S is identified with the entropy. In such a case, the “full Hamiltonian” Eq. (9.103) plays the role of the free energy $F$: $H = 2\Omega C - \langle h\Gamma \rangle = U - TS = F$. Thus $2\Gamma J^2$ represents the heat contribution in $H$. Of course, consistently, $\left. \frac{\partial F}{\partial T} \right|_\Omega = -\frac{2\Gamma J^2}{\hbar}$. In conclusion $\frac{2\Gamma J^2}{\hbar}$ behaves as the entropy, which is not surprising since it controls the dissipative (thus irreversible) part of the dynamics (cf. Sections 5.5 and 9.3). It is also suggestive that the temperature $\hbar\Gamma$ is actually given by the background zero point energy: $\hbar\Gamma = \frac{\hbar}{2\Omega}$. Finally, we observe that

$$\left. \frac{\partial F}{\partial \Omega} \right|_T = \left. \frac{\partial U}{\partial \Omega} \right|_T = m\Omega^2$$

which is the angular momentum, as expected since it is the conjugate variable of the angular velocity $\Omega$.

Note that Eq. (9.104) can be interpreted as a condition for an adiabatic physical system. $\frac{2\Gamma J^2}{\hbar}$ might be viewed as an analogue of the Kolmogorov–Sinai entropy for chaotic dynamical systems. Further developments along this line, which we do not discuss here, are reported in [85, 97–99, 217–219, 594, 595].

**Composite systems**

The above scheme can also be extended to composite systems. We review an explicit example of this studied in [100]. The Hamiltonians of two Bateman oscillators, denoted by subscripts $A$ and $B$, are

$$H_i = \frac{1}{m_i} p_i \cdot p_i + \frac{\gamma_i}{2m_i} (y_i p_y_i - x_i p_x_i) + \left( \kappa_i - \frac{\gamma_i^2}{4m_i} \right) x_i y_i$$

$$= 2 (\Omega_i C_i - \Gamma_i J_{2i}),$$

where $i = A, B$. We now consider the composite system with Hamiltonian

$$H_T = H_A + H_B = 2(\Omega_A C_A + \Omega_B C_B) - 2(\Gamma_A J_{2A} + \Gamma_B J_{2B})$$

and implement the quantization procedure above outlined. The Casimir operators $C_i$ of the respective $su(1, 1)$ algebras and $J_{2i}$ are constants of motion. Once $C_i$ are chosen to be positive (as we do from now on), they remain such at all times. Then, we can define new integrals of motion:

$$C \equiv \frac{\Omega_A C_A + \Omega_B C_B}{\Omega}, \quad J \equiv \frac{\Gamma_A J_{2A} + \Gamma_B J_{2B}}{\Gamma}$$

where $\Omega$ and $\Gamma$ are numbers to be defined shortly. Using the fact that $\Omega_i > 0$ and assuming that $\Omega > 0$, we may conclude that $C_A, C_B > 0 \Rightarrow C > 0$. 
The total Hamiltonian will be
\[ H_T = 2\Omega C - 2\Gamma J . \] (9.122)
Note that the Hamiltonian (9.122) for the total system reproduces exactly the Hamiltonian of each of the two subsystems (cf. Eq. (9.119)). The system is auto-similar. With the choice \( \rho = 2\Omega C \) (cf. Eq. (9.101)), \( H_T \) can be split as
\[ H_+ = \frac{(H_T + 2\Omega C)^2}{8\Omega C} = \frac{1}{2\Omega C} (2\Omega C - \Gamma J)^2 , \] (9.123a)
\[ H_- = \frac{(H_T - 2\Omega C)^2}{8\Omega C} = \frac{1}{2\Omega C} \Gamma^2 J^2 . \] (9.123b)
We note that \( C, J \) are again beables because they are functions of beables.
Let us now impose the constraint on the Hilbert space as
\[ H_- |\psi\rangle_{phys} = J |\psi\rangle_{phys} = 0 . \] (9.124)
This implies
\[ H_T \approx H_+ \approx 2\Omega C \] (9.125)
(\( \approx \) indicates that operators are equal only on the physical states). Since \( J = (\Gamma_A J_{2A} + \Gamma_B J_{2B})/\Gamma \), the condition \( J \approx 0 \) implies a relation between \( J_{2A} \) and \( J_{2B} \). Solving with respect to \( J_{2B} \), Eq. (9.124) gives
\[ J_{2B} \approx -\frac{\Gamma_A}{\Gamma_B} J_{2A} , \] (9.126)
which, when substituted into \( H_T \), yields
\[ H_T \approx H_+ \approx \left( \frac{p^2_{r_A}}{2m_A} - \frac{2J^2_{2A}}{m_A r_A^2} + \frac{1}{2} m_A \Omega_A^2 r_A^2 \right) \]
\[ + \left( \frac{p^2_{r_B}}{2m_B} + \frac{1}{2} m_B \Omega_B^2 r_B^2 \right) - \frac{2}{m_B} \frac{\Gamma_A}{\Gamma_B} \frac{1}{r_B} J_{2A} . \] (9.127)
The emergent Hamiltonian \( H_T \), Eq. (9.127), represents (on the physical states) a good quantum system, since, by its very construction, it is bounded from below. The term inside the first parenthesis is \( 2\Omega_A C_A \), which is constant, because \( C_A \) is an integral of motion. The second term represents a QM oscillator, and the third one corresponds to a centripetal barrier. The potential \( 1/r^2 \) is analogous to the centrifugal contribution in polar coordinates and one may thus expect an exact solvability. The only difference here is that \( r \in \mathbb{R} \) and not merely \( \mathbb{R}^+ \). The system with the Hamiltonian
\[ H = \frac{N^2}{2} p^2_{r_B} + \frac{Q^2}{2} r^2_{r_B} + \frac{R^2 - N^2/4}{2r^2_{r_B}} , \quad r_B \in \mathbb{R} , \quad N, Q, R \in \mathbb{R}^+ , \] (9.128)
is known as the *isotonic* oscillator \[402\]. Its spectrum can be exactly solved by purely algebraic means since the Hamiltonian admits a shape-invariant factorization \[205\]. The energy eigenvalues read \[205, 299\]

\[
E_n,\mp = QN \left(2n \mp \frac{R}{N} + 1\right), \quad n \in \mathbb{N}.
\]

(9.129)

If \(R/N \leq 1/2\), the potential is attractive in the origin, and both the negative and positive sign must be taken into account \[299\] (this is indicated by the notation \(\mp\)). Whenever \(R/N > 1/2\), then the positive sign in front of \(R/N\) has to be taken, and the inverse square potential is repulsive at the origin, so the motion takes place only in the domain \(r_B > 0\). Since in our case

\[
N^2 = \frac{1}{m_B}, \quad Q^2 = m_B \Omega_B^2, \quad R^2/N^2 = \frac{1}{4} - \left(\frac{2\Gamma_A}{\Gamma_B} \mu_A\right)^2,
\]

(9.130)

with \(\mu_A\) being the eigenvalue of \(J_{2A}\), the actual spectrum of (9.127) is \[100\]

\[
E_n,\mp(c, \mu_A) = \Omega_B \left(2n \mp \sqrt{\frac{1}{4} - \left(\frac{2\Gamma_A}{\Gamma_B} \mu_A\right)^2} + 1\right) + c, \quad n \in \mathbb{N},
\]

(9.131)

where \(c\) is a shift constant term due to the presence of \(2\Omega_A C_A\). Note that when \(\Gamma_A\) is small (in particular \(2\Gamma_A \mu_A/\Gamma_B \ll 1/2\)), the inverse square potential in (9.127) can be neglected and the system reduces to that of a QM linear oscillator with a shift term \(c\). This follows also directly from the spectrum (9.131) provided we set \(\Gamma_A = 0\) and consider both signs.

In conclusion, we have considered the possibility of regarding, according to ’t Hooft’s proposal, the quantization as a low energy manifestation of loss of information in deterministic systems occurring at high energy (Planck scale). Our presentation shows how these subjects are related with the general mathematical structure of QFT described in this book.
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Appendix Q

Entropy and geometrical phases in neutrino mixing

In order to clarify some aspects of neutrino mixing and oscillations discussed in Section 9.5, we consider here the simplified situation of neutrino oscillations in a QM context.

Let us define flavor (fermionic) annihilation operators as [89]:
\[ \alpha_e(t) = \cos \theta_1(t) + \sin \theta_2(t), \]
\[ \alpha_\mu(t) = -\sin \theta_1(t) + \cos \theta_2(t), \]
where \( \alpha_i(t) = e^{i\omega_i t} \alpha_i, i = 1, 2. \) The Pontecorvo flavor states are given by:
\[ |\nu_\sigma(t)\rangle = \alpha_\sigma^\dagger(t)|0\rangle_m, \quad \sigma = e, \mu, \]
where \( |0\rangle_m = |0\rangle_1 \otimes |0\rangle_2 \) is the vacuum for the mass eigenstates. We use the notation \( |\nu_\sigma\rangle = |\nu_\sigma(t = 0)\rangle. \) The Hamiltonian of the system is:
\[ H = \omega_e \alpha_e^\dagger \alpha_e(t) + \omega_\mu \alpha_\mu^\dagger \alpha_\mu(t) + \omega_{e\mu} \left[ \alpha_e^\dagger(t) \alpha_\mu(t) + \alpha_\mu^\dagger(t) \alpha_e(t) \right] \]
\[ = \omega_1 \alpha_1^\dagger \alpha_1 + \omega_2 \alpha_2^\dagger \alpha_2, \]
where \( \omega_e = \omega_1 \cos^2 \theta + \omega_2 \sin^2 \theta, \omega_\mu = \omega_1 \sin^2 \theta + \omega_2 \cos^2 \theta, \omega_{e\mu} = (\omega_2 - \omega_1) \sin \theta \cos \theta. \)

In analogy with the QFT case Eq. (9.75), we now define a covariant derivative:
\[ D_t = \frac{d}{dt} + ig A = \frac{d}{dt} + i \omega_{e\mu} \sigma_1, \]
where \( \omega_{e\mu} = \frac{1}{3} \tan 2\theta \delta \omega, \delta \omega = \omega_\mu - \omega_e \) and \( A \equiv \delta \omega \frac{\sigma_2}{2}. \) Then the equations of motion read:
\[ D_t \alpha_f = -i \omega_d \alpha_f, \]
where \( \alpha_f = (\alpha_e, \alpha_\mu)^T \) and \( \omega_d = \text{diag}(\omega_e, \omega_\mu). \) The Hamiltonian becomes
\[ H = \alpha_f^\dagger \omega_d \alpha_f + g \alpha_f^\dagger A \alpha_f. \]
Quantum Field Theory and its Macroscopic Manifestations

\[ H_F = \begin{pmatrix} \omega_e & \omega_e(1 - P(t)) \\ \omega_\mu & \omega_\mu P(t) \end{pmatrix}, \quad TS_F = TS_\mu \]

| \[\nu_e(0)\] | \[\omega_e\] | \[\omega_e(1 - P(t))\] | \[\omega_\mu P(t)\] | \[\frac{1}{2} \delta \omega P(t)\] |
| \[\nu_\mu(0)\] | \[\omega_\mu P(t)\] | \[\omega_\mu(1 - P(t))\] | \[-\frac{1}{2} \delta \omega P(t)\] |

Fig. Q.1 Energetic balance for flavor neutrino states. \(P(t)\) denotes the transition probability \(P_{\nu_e \rightarrow \nu_\mu}(t)\).

The diagonal part of the above expression can be readily split into separate contributions for each flavor

\[ \tilde{H}(t) = \alpha^\dagger_\tau \omega_\tau \alpha_\tau = \omega_e \alpha^\dagger_e(t) \alpha_e(t) + \omega_\mu \alpha^\dagger_\mu(t) \alpha_\mu(t) = \tilde{H}_e(t) + \tilde{H}_\mu(t). \]  

(Q.8)

The expectation values of the flavor number operators on the flavor neutrino states (Q.3) at time zero give the oscillation probabilities (cf. Eqs. (H.6)):

\[
\langle \nu_e(0)|N_e(t)|\nu_e(0)\rangle = P_{\nu_e \rightarrow \nu_e}(t) = 1 - \sin^2 \theta \sin^2 \left( \frac{\omega_2 - \omega_1}{2} t \right), \tag{Q.9}
\]

\[
\langle \nu_e(0)|N_\mu(t)|\nu_\mu(0)\rangle = P_{\nu_e \rightarrow \nu_\mu}(t) = \sin^2 \theta \sin^2 \left( \frac{\omega_2 - \omega_1}{2} t \right). \tag{Q.10}
\]

Thus we have:

\[
\langle \nu_e(0)|\tilde{H}_e(t)|\nu_e(0)\rangle = \omega_e P_{\nu_e \rightarrow \nu_e}(t), \tag{Q.11}
\]

\[
\langle \nu_e(0)|\tilde{H}_\mu(t)|\nu_\mu(0)\rangle = \omega_\mu P_{\nu_e \rightarrow \nu_\mu}(t). \tag{Q.12}
\]

In analogy with the field theoretical case, we regard these “free” Hamiltonians as free energies, and we write:

\[ H = \sum_{\sigma = e, \mu} \left( F_\sigma(t) + TS_\sigma(t) \right), \tag{Q.13} \]

where we set \(g \equiv T\) and

\[ S_\sigma(t) = \frac{1}{4} \delta \omega \left[ \alpha^\dagger_\tau(t) \alpha_\tau(t) + \alpha^\dagger_\mu(t) \alpha_\mu(t) \right]. \tag{Q.14} \]

We have:

\[
\langle \nu_e(0)|S_e(t)|\nu_e(0)\rangle = -\frac{1}{4} \delta \omega \sin 4\theta \sin^2 \left( \frac{1}{2} (\omega_2 - \omega_1) t \right), \tag{Q.15}
\]

with the same result for \(S_\mu(t)\).

All the expectation values obtained are summarized in Fig. Q.1, from which we see how the energetic balance is recovered. The situation for an electron neutrino state is represented in Fig. Q.2 for sample values of the parameters.
Note finally that the integral of the entropy expectation value over an oscillation cycle, is only dependent on the mixing angle:

\[
\int_0^T \langle \nu_e(0) | S \nu_e(t) | \nu_e(0) \rangle \, dt = \pi \cos^2 2\theta \sin 2\theta. \tag{Q.16}
\]

where the period \( T = \frac{2\pi}{\omega_2 - \omega_1} \).

It is interesting to compare this result with other geometric invariants appearing in neutrino oscillations [94]. To see this, let us write the electron neutrino state at time \( t \) as

\[
|\nu_e(t)\rangle = e^{-i\omega_1 t} \left( \cos \theta |\nu_1\rangle + e^{-i(\omega_2 - \omega_1)t} \sin \theta |\nu_2\rangle \right). \tag{Q.17}
\]

The state \( |\nu_e(t)\rangle \), apart from a phase factor, reproduces the initial state \( |\nu_e(0)\rangle \) after a period \( T = \frac{2\pi}{\omega_2 - \omega_1} \):

\[
|\nu_e(T)\rangle = e^{i\phi} |\nu_e(0)\rangle, \quad \phi = -\frac{2\pi\omega_1}{\omega_2 - \omega_1}. \tag{Q.18}
\]

Such a time evolution does contain a purely geometric part. Geometric and dynamical phases are separated following the standard procedure [23]:

\[
\beta_e = \phi + \int_0^T \langle \nu_e(t) | i\partial_t |\nu_e(t)\rangle \, dt = 2\pi \sin^2 \theta.
\]

We thus see that there is indeed a non-zero geometrical phase \( \beta_e \), related to the mixing angle \( \theta \), and that it is independent of the neutrino energies.
\[ \omega_i \] and masses \( m_i \). In a similar fashion, we obtain the Berry phase for the muon neutrino state:

\[ \beta_\mu = 2\pi \cos^2 \theta \]

so that \( \beta_e + \beta_\mu = 2\pi \).

Generalization to three flavors and to the full QFT case is given in [81, 654].
Appendix R

Trajectories in the memory space

In the infinite volume limit, Eqs. (9.99) also hold true for $N = N'$. Time evolution of the state $|0\rangle_N$ is thus represented as the (continual) transition through the representations $\{ |0(t)\rangle_N, \forall N, \forall t \}$, namely by the “trajectory” through the “points” $\{ |0(t)\rangle_N, \forall N, \forall t \}$ in the space of the representations (on each trajectory the free energy functional is minimized). The trajectory initial condition at $t_0 = 0$ is specified by the $N$-set. We have seen in Section 5.8 that:

a) these trajectories are classical trajectories and

b) they are chaotic trajectories [520, 521, 632]. In other words, the trajectories are bounded and each trajectory does not intersect itself; there are no intersections between trajectories specified by different initial conditions and trajectories of different initial conditions are diverging trajectories. The meaning of these properties has been commented upon in Section 5.8. In the case of brain dynamics, the property that trajectories specified by different initial conditions ($N \neq N'$) never cross each other implies that no confusion (interference) arises among the codes of different neuronal correlates, even as time evolves. In realistic situations of finite volume, states with different codes may have non-zero overlap (the inner products, Eqs. (9.99), are not zero). In such a case, at a “crossing” point between two, or more than two, trajectories, there can be “ambiguities” in the sense that one can switch from one of these trajectories to another one which crosses. This may indeed be felt as an association of memories.

In Section 5.8 we have seen that for a very small difference $\delta \theta_k \equiv \theta_k - \theta'_k$ in the initial conditions of two initial states, the modulus of the difference $\Delta N_{Ak}(t)$ and its time derivative diverge, for large enough $t$, as $\exp(2\Gamma_k t)$, for all $ks$. This may account for the high perceptive resolution in the recognition of the perceptual inputs. Moreover, the difference between $k$-components of the codes $N$ and $N'$ may become zero at a given time.
$t_k = \theta_k$. However, the difference between the codes $\mathcal{N}$ and $\mathcal{N}'$ does not necessarily become zero. The codes are different even if a finite number of their components are equal since they are made up of a large number of $\mathcal{N}_A_k(\theta, t)$ components (infinite in the continuum limit). On the other hand, suppose that, for very small $\delta \theta_k \equiv \theta_k - \theta'_k$, the time interval $\Delta t = \tau_{max} - \tau_{min}$, with $\tau_{min}$ and $\tau_{max}$ the minimum and the maximum, respectively, of $t_k = \frac{\theta_k}{\Gamma_k}$, for all $k$’s, are very small. Then the codes are recognized to be almost equal in such a $\Delta t$, which then expresses the recognition (or recall) process time. This shows how it is possible that “slightly different” $\mathcal{N}_A_k$-patterns (or codes) are recognized to be the same code even if corresponding to slightly different inputs.

We also remark that the vacua $\{|0(t)\rangle_{\mathcal{N}}, \forall \mathcal{N}, \forall t\}$, through which trajectories go, behave as non-linear dynamical “attractors” since they are the system ground states (for each $\mathcal{N}$ at each $t$). Their manifold, which constitutes the space of the brain states, may thus be thought of as the attractor landscape for the (non-linear) brain dynamics. It is possible to show that the trajectories in such a landscape are classical ones [261, 262].

The brain engagement with its environment and its Double

In the engagement (entanglement, see the comment after Eq. (9.98)) of the brain with the environment in the action-perception cycle, the existing attractor landscape provides the “accumulated experience”, or the “knowledge”, or the “context” in which the new perception happens to be situated. Under the influence of the new perception the brain reaches a new “balance” in a new vacuum, which enters the attractor landscape producing its global rearrangement. The process of the formation of the meaning of the newly acquired information and of its “contextualization” consists in such a global rearrangement of the attractor landscape, which, in turn, defines the conditions to the subsequent action.

The whole process involving the brain engagement with its environment has been referred to as the “dialog” between the brain and its Double (the environment is formally described by the “doubled” degrees of freedom, expressing at the same time the environment and the brain image, see Section 9.3). Consciousness has been proposed to be rooted in such a permanent dialog between the subject and its Double [641,645].
Fig. R.1 Null spikes are observed by band pass filtering the EEG (A), applying the Hilbert transform to get the analytic power (B), and taking the logarithm (C). On each channel the downward spikes coincide with spikes in analytic frequency (D) reflecting increased analytic phase variance. The flat segment between spikes reflects the stability of the carrier frequency of AM patterns. The spikes form clusters in time but are not precisely synchronized. One or more of these null spikes coincides with phase transitions leading to emergence of AM patterns. The modal repetition rate of the null spikes in Hz is predicted to be 0.641 times the pass band width in Hz (Eqs. (3.8)–(3.15) in [535]).

Time dependence of the frequency of the dipole wave quanta implies that higher momentum components of the $\mathcal{N}$-set possess longer lifetimes. Momentum is proportional to the inverse distance over which the mode propagates, thus modes with a shorter range of propagation (more “localized” modes) survive longer, modes with a longer range of propagation decay sooner.

The dissipative model of brain thus predicts the existence of correlated domains of different finite sizes with different degrees of stability [20]. They are described by the condensation function $f(x)$, which acts as a “form factor” specific for the considered domain [15, 17, 617]. In the presence of
Evidence is summarized showing that the mesoscopic background activity conforms to scale-free, low-dimensional noise \[257\]. Engagement of the brain in perception and other goal-directed behaviors is accompanied by departures from randomness upon the emergence of order (A), as shown by comparing power spectral densities (PSD) in sleep, which conforms to black noise, vs. PSD in an aroused state showing excess power in the theta (3 – 7 Hz) and gamma (25 – 100 Hz) ranges. (B) The distributions of time intervals between null spikes of brown noise and sleep ECoG are superimposed. (C), (D) The distributions are compared of log\(_{10}\) analytic power from noise and ECoG. Hypothetically the threshold for triggering a phase transition is \(10^{-4}\) down from modal analytic power. From \[258,264\].

the electromagnetic field, \(f(x)\) has to carry some topological singularity in order for the condensation process to be physically detectable, and phase transitions driven by boson condensation are always associated with some singularity (indeterminacy) in the field phase at the phase transition point (cf. Section 4.3.2). These features hold in the dissipative model too, which thus accounts for a crucial mechanism observed in laboratory experiments: the event that initiates a perceptual phase transition is an abrupt decrease,
named *null spike*, in the analytic power of the background activity to near zero (Fig. R.1). The model also accounts for the observation of vortices and propagating waves of phase gradients, called phase cones, in perceptual phase transitions. These features are described in detail in [262, 263].

In Section 1.8.1 we have seen that coherent states exhibit self-similarity. The dissipative model describes the brain activity in terms of coherent states and thus predicts self-similarity as a characterizing property of brain dynamics [634, 635]. This prediction is confirmed by laboratory observations which show that brain background activity is characterized by self-similarity. Indeed, measurements of the durations, recurrence intervals and diameters of neocortical EEG phase patterns have power-law distributions with no detectable minima. The power spectral densities in time and space of ECoGs from surface arrays conform to power-law distributions [121, 246, 247, 335, 426], suggesting that the activity patterns generated by neocortical neuropil might be scale-free [248, 655], with self-similarity in ECoGs patterns over distances ranging from hypercolumns to an entire cerebral hemisphere [260] (Fig. R.2). For more details on these topics see [634]. For a general review on scaling laws with particular reference to cognitive sciences see [368].
Chapter 10

Elements of soliton theory and related concepts

10.1 Introduction

In previous Chapters, we have seen that the macroscopic envelopes of localized condensates may manifest themselves as extended correlated domains, which can be identified, in the classical limit, with topological solitons, such as kinks, domain walls, vortices, etc. The topological properties of these “extended objects” are determined by those of the boson transformation function.

In this closing Chapter, which may be omitted in a first reading, we review some topics of soliton theory for the reader’s convenience. More complete reviews of solitons may be found in [163, 232, 442, 471, 532, 623].

In Sections 10.2–10.4 we discuss some examples of soliton solutions of classical non-linear equations. We consider Korteweg–de Vries and sine-Gordon soliton solutions as well as the kink for the \(\lambda\phi^4\) theory. In Appendix S we show how to generate multi-soliton solutions in the sine-Gordon model by means of Bäcklund transformation. As examples of solitons in gauge theories, we study the Nielsen–Olesen and the ’t Hooft–Polyakov solutions.

Another topic of our discussion is the connection between topological defects and homotopy groups (Section 10.5). Such a connection gives a criterion for the existence of topologically stable defects formed during the spontaneous breakdown of symmetry [371, 372, 471, 609, 647]. We also briefly discuss the Kibble–Zurek mechanism for defect formation [371, 675]. Basic notions of homotopy theory are presented in Appendix T.

Section 10.6 deals with the issue of stability of soliton solutions. A necessary condition under which topology can stabilize soliton solutions is given by the Derrick–Hobart theorem [201, 329], which limits the number
of spatial dimensions in which static solitons can exist. Some applications of this theorem are also presented.

While the homotopy considerations together with the Derrick–Hobart theorem can help to predict the existence of topological defects in a given theory, it may be difficult to find out their explicit form. In most cases only numerical solutions are available. There is, however, a method which allows us to derive a lower bound on the energy functional in terms of the topological charge \[8, 114, 518\], the so-called Bogomol’nyi bound \[8, 116, 526\]. It leads to a series of inequalities which are useful for solving soliton equations. This approach is discussed in Section 10.7.

Though the topological stability is a dominant stabilizing mechanism in the soliton dynamics, there exists also the possibility that solitons may be stabilized via Noether charge conservation. The example of a non-topological soliton, the \(Q\)-ball \[166\], is given in Section 10.8.

We then discuss instantons, which are solutions of classical field equations in Euclidean space with finite action. Instantons can be regarded as static solitons in higher-dimensional field theory in Minkowski spacetime. Like solitons, they are non-perturbative field configurations as their masses and actions are inversely proportional to coupling constant. Instanton effects appear in confinement, CP violation, tunneling and band structure in solids. In Section 10.9 we discuss the general properties of \(SU(2)\) instantons as an example of Yang–Mills instantons. There we also show how instantons shape the vacuum structure of Yang–Mills theories. In particular, they describe the tunneling process between different vacua \[131, 163, 348\], labeled by different topological indices. The strong \(CP\) problem and the \(\theta\) angle issue are also discussed \[513–515, 612, 662\].

Finally, in Section 10.9.1, we study the so-called collective coordinates on which instanton and soliton solutions depend \[113, 132, 281, 348, 510\]. Their connection with zero modes for the Dirac equation in the instanton background is also discussed.

10.2 The Korteweg–de Vries soliton

In shallow water, waves of small amplitude become slightly dispersive. In this case, a localized disturbance on the water surface is susceptible to spread during its propagation, according to Newton and Bernoulli’s theories of hydrodynamics. However, if its amplitude is sufficiently large, the tendency to spread due to dispersion may, under special circumstances, be
The Korteweg–de Vries (KdV) equation for the propagation of waves in the $x$-direction on the surface of shallow water has the form

$$
\frac{\partial \eta}{\partial t} + u_0 \frac{\partial \eta}{\partial x} + \alpha \eta \frac{\partial \eta}{\partial x} + \beta \frac{\partial^3 \eta}{\partial x^3} = 0, \tag{10.1}
$$

where $u_0$, $\alpha$ and $\beta$ are constants. $\alpha$ and $\beta$ are positive. The first two terms describe wave evolution in the shallow water with speed $u_0$, i.e., they describe a linear non-dispersive limit. The third term is due to finite amplitude effects, and the last term describes dispersion.

It is convenient to pass to the frame $S_{u_0}$ which moves with speed $u_0$. The Galileo transformations $x \to x - u_0 t$ and $t \to t$ lead then to the “canonical” KdV equation for the surface elevation:

$$
\frac{\partial \eta}{\partial t} + \alpha \eta \frac{\partial \eta}{\partial x} + \beta \frac{\partial^3 \eta}{\partial x^3} = 0. \tag{10.2}
$$

To find a soliton solution of Eq. (10.1), we look for a traveling wave solution that is at rest in some inertial frame $S_u$ (in general, $u \neq u_0$), so that $\eta(t,x) = \eta(X)$ with $X = x - ut$ and with $\eta \to 0$ as $|x| \to \infty$. By plugging the Ansatz $\eta(t,x) = \eta(X)$ into Eq. (10.1), we obtain the ordinary differential equation

$$
(u_0 - u)\eta' + \alpha \eta \eta' + \beta \eta''' = 0, \tag{10.3}
$$

where $\eta' \equiv d\eta/dX$. If we now integrate Eq. (10.3) we have

$$
(u_0 - u)\eta + \frac{\alpha}{2} \eta^2 + \beta \eta''' = A, \tag{10.4}
$$

with $A$ an integration constant. By multiplying Eq. (10.4) by $2\eta'$ and integrating again, we obtain

$$
(u_0 - u)\eta^2 + \frac{\alpha}{3} \eta^3 + \beta (\eta')^2 = 2A\eta + B. \tag{10.5}
$$

$B$ is another integration constant. To obtain localized wave solutions, we require that $\eta \to 0$, $\eta' \to 0$ and $\eta''' \to 0$ as $|x| \to \infty$. We have

$$
(\eta')^2 = a_0 \eta^2 (a - \eta), \tag{10.6}
$$

This phenomenon was first observed on a canal near Edinburgh in 1834 by J.S. Russell. In 1895 the first mathematical model explaining Russell’s soliton was formulated by D.J. Korteweg and G. de Vries in the context of non-linear hydrodynamics.

If we neglect the non-linear term and substitute the plane wave solution $\eta = \eta_0 \exp(ikx - i\omega t)$, we obtain the dispersion relation $\omega = ku_0(1 - \beta/u_0 k^2)$, or, in terms of a phase velocity $u = \omega/k$, we would have $u = u_0(1 - \beta/u_0 k^2)$. Waves with different $k$ move with different velocity. Any wave packet solution must thus inevitably spread. This is the phenomenon of wave dispersion.
by setting $A = 0 = B$ and $a_0 = \frac{a}{\beta} > 0$, $a = \frac{3u_0}{\alpha} \left( \frac{u_0}{u_0} - 1 \right)$. From Eq. (10.6) we see that $\eta \leq a$ and that $\eta' = 0$ only when $\eta = 0$ or $\eta = a$. These, together with the assumption $\eta \to 0$ at $|x| \to \infty$, imply that $\eta \geq 0$ and is bounded on the whole $\mathbb{R}$. So taking the square root, Eq. (10.6) can be integrated once again to yield:

$$\int_{\eta(X_0)}^{\eta(X)} \frac{d\eta}{\eta \sqrt{a_0(a - \eta)}} = X - X_0. \quad (10.7)$$

Inverting, we find

$$\text{arccosh} \left( \sqrt{\frac{a}{\eta}} \right) = \frac{\sqrt{a_0}}{2} (X_0 - X) \Rightarrow \eta = a \text{sech}^2 \left( \frac{\sqrt{a_0}}{2} (X - X_0) \right).$$

This represents an exact KdV soliton. Here $X_0$ is such that $\eta(X_0) = a$, that is $X_0$ is the point where $\eta$ reaches its maximum. By returning to the original frame we obtain

$$\eta(t, x) = a \text{sech}^2 \left( \sqrt{\frac{a_0}{12\beta}} (x - x_0 - ut) \right), \quad (10.8)$$

where the soliton velocity is given by

$$u = u_0 \left( 1 + \frac{a\alpha}{3u_0} \right), \quad (10.9)$$

showing that the propagation velocity increases with the amplitude of the hump. Taking into account that the soliton width is $(a\alpha/12\beta)^{-1/2}$, we see that the smaller the width the larger the height and hence taller KdV solitons travel faster. The solitary wave profile (10.8) is depicted in Fig. 10.1.
An important feature of the KdV soliton (10.8) is that it travels without change of the shape. The localized behavior, as already mentioned, results from a balance between non-linear steepening and dispersive spreading and so it cannot be attained in linear equations because an appropriate amount of non-linearity is necessary.

When both $A$ and $B$ are non-zero, another type of solutions with unchanging profile (non-dispersive waves) is possible, namely periodic solutions. They are known as cnoidal waves, because they are expressed in terms of Jacobian elliptic functions $\text{cn}(x)$. Here, however, we will not discuss periodic functions.

The KdV equation allows for a superposition of solitons and hence it can describe an interaction between solitons. For instance, numerical investigations of the interaction of two solitons reveal that if a high, narrow soliton is formed behind a low, broad one, it will catch up with the low one; they undergo a non-linear interaction — the high soliton passes through the low one — and both emerge with their shape unchanged; see Fig. 10.2.

The KdV solitons, as the historically first soliton solutions, have been taken up as a basis for (physicists') definition of soliton solutions also in other non-linear physical systems. In this view, solitons are solutions of the (field) equation of the motion, whose energy-density is non-zero only in a finite region of space (so the total energy is finite) and whose energy-density profile moves undistorted with constant velocity. It is also required that
the dynamical equations allow for a non-linear superposition of solutions, such that the respective energy-density profiles are asymptotically \((t \to \infty)\) restored to their original \((t \to -\infty)\) shapes and velocities. Without this last condition the solitary solutions are called \textit{solitary waves}. So while every soliton is a solitary wave (cf. sine-Gordon soliton), not every solitary wave is a soliton (cf. \(\lambda \phi^4\) solitary wave). In the following, we will also use the term “soliton” to denote solitary waves.

We finally mention that the KdV equation (10.1) can be generalized to so-called higher-order KdV equations
\[
\frac{\partial \eta}{\partial t} + u_0 \frac{\partial \eta}{\partial x} + (p+1)\eta \frac{\partial \eta}{\partial x} + \frac{\partial^3 \eta}{\partial x^3} = 0, \quad p \geq 2, \quad (10.10)
\]
that admits single-soliton solutions
\[
\eta(x,t) = a \text{sech}^{2/p}(b(x-x_0 - ut)). \quad (10.11)
\]
The same analysis we did for ordinary KdV solitons leads to
\[
a = \left[\frac{p+2}{2} u_0 \left(\frac{u}{u_0} - 1\right)\right]^{1/p} \quad \text{and} \quad b = p \sqrt{\frac{a_{p}}{2(p+2)}}. \quad (10.12)
\]
This again indicates that taller and slimmer higher-order KdV solitons travel faster than smaller and thicker ones. Numerical simulations indicate that for \(p > 2\) the higher-order KdV soliton equations do not allow for a non-linear superposition of solitons.

\subsection*{10.3 Topological solitons in (1 + 1)-d relativistic field theories}

Systems which exhibit soliton solutions are 1 + 1-dimensional relativistic field theories with non-derivative interactions. Consider the Lagrange density for a real scalar field \(\phi\),
\[
\mathcal{L} = \frac{1}{2}(\dot{\phi})^2 - \frac{1}{2}(\phi')^2 - V(\phi), \quad (10.13)
\]
and the corresponding Euler–Lagrange equation,
\[
\ddot{\phi} - \phi'' = -\frac{dV(\phi)}{d\phi}. \quad (10.14)
\]
The energy, obtained integrating the component \(T^{00}\) of the energy-momentum tensor, is
\[
E[\phi] = \int dx \ T^{00}(\phi) = \int dx \left(\frac{1}{2}(\dot{\phi})^2 + \frac{1}{2}(\phi')^2 + V(\phi)\right). \quad (10.15)
\]
A way of finding the solitons is by solving Eq. (10.14) in the soliton’s rest frame and then boosting the solution with a Lorentz transformation. The rest-frame (i.e., static) soliton must obey the dynamical equation

$$\phi'' = \frac{dV(\phi)}{d\phi} \Rightarrow \frac{1}{2} (\phi')^2 = V(\phi) + A, \quad (10.16)$$

where $A$ is an integration constant. Since the soliton solution and its energy must be localized, it must be $\phi'(|x| \to \infty) = 0$ and $E[\phi(|x| \to \infty)] = 0$, which means (cf. Eq. (10.15)) that $V(\phi(|x| \to \infty)) = 0$. The boundary condition $V(\phi) = 0$ and $\phi' = 0$ at $|x| \to \infty$ imply that $A = 0$ in Eq. (10.16).

We now take the square root in Eq. (10.16) and integrate. This gives

$$\pm \int_{\phi(x_0)}^{\phi(x)} \frac{d\phi}{\sqrt{2V(\phi)}} = x - x_0, \quad (10.17)$$

which finally yields the soliton solution $\phi = \phi(\phi(x_0), x - x_0)$. We now discuss two paradigmatic examples of (1+1)-d relativistic soliton solutions.

### 10.3.1 The sine-Gordon soliton

The so-called sine-Gordon system, also called $\sin \phi_2$ model [232], is described by the Lagrange density

$$\mathcal{L} = \frac{1}{2} (\partial_\mu \phi) (\partial^\mu \phi) + \frac{m^4}{\lambda} \left[ \cos \left( \frac{\sqrt{\lambda} \phi}{m} \right) - 1 \right], \quad (10.18)$$

($\mu = 0, 1$). The Euler–Lagrange equation reads

$$\Box \phi(t, x) + \frac{m^3}{\sqrt{\lambda}} \sin \left( \frac{\sqrt{\lambda} \phi(t, x)}{m} \right) = 0. \quad (10.19)$$

After substitution $x_\mu \to m x_\mu$ and $\phi \to \sqrt{\lambda} \phi/m$, Eq. (10.19) becomes

$$\Box \phi(t, x) + \sin \phi(t, x) = 0, \quad (10.20)$$

which is analogue to the dynamical equation for the pendulum. By inserting the corresponding potential into Eq. (10.17) we obtain

$$\pm \int_{\phi(x_0)}^{\phi(x)} \frac{d\phi}{2 \sin(\phi/2)} = x - x_0. \quad (10.21)$$

By solving this equation with respect to $\phi$ we have

$$\phi(x) = \pm 4 \arctan \left[ \exp(x - x_0) \right], \quad (10.22)$$
which, after boosting to the frame that moves with the velocity $u$, yields

$$\phi(t, x) = \pm 4 \arctan \left[ \exp \left( \frac{x - x_0 - ut}{\sqrt{1 - u^2}} \right) \right]. \quad (10.23)$$

These soliton solutions are called kinks (+ sign) or antikinks (− sign). In contrast to KdV solitons, their velocities do not depend on the wave amplitude. The energy density $T^{00}(t, x)$ for the soliton solution (10.23) is

$$T^{00}(t, x) = 16 \frac{\exp \left( \frac{2(x - x_0 - ut)}{\sqrt{1 - u^2}} \right)}{\left( 1 + \exp \left( \frac{2(x - x_0 - ut)}{\sqrt{1 - u^2}} \right) \right)^2 (1 - u^2)}. \quad (10.24)$$

The resulting static kink/antikink energy density thus reads

$$\varepsilon(x) = \frac{1}{2}(\phi')^2 + V(\phi) = 2V(\phi) = 16 \frac{e^{2(x + x_0)}}{(e^{2x} + e^{2x_0})^2}, \quad (10.25)$$

or in the original (unscaled) variables it is

$$\varepsilon(x) = \frac{16m^4}{\lambda} \frac{e^{2m(x + x_0)}}{(e^{2mx} + e^{2mx_0})^2}. \quad (10.26)$$

The total energy of the sine-Gordon kink/antikink is

$$E[\phi] = \int_{-\infty}^{\infty} dx \ T^{00}(t, x) = \int_{-\infty}^{\infty} dx \ T^{00}(0, x)$$

$$= \frac{1}{\sqrt{1 - u^2}} \frac{8m^3}{\lambda} \equiv \frac{M}{\sqrt{1 - u^2}}, \quad (10.27)$$

where $M$ is the so-called sine-Gordon kink/antikink mass. The plot of the energy density and the kink solution is given in Fig. 10.3.

Similarly as in the KdV case, one of the most important features of the sine-Gordon solitons is their stability, which can be conveniently characterized by a conserved quantity known as topological charge (or topological index). Eq. (10.23) implies that the kink profile has the asymptotes: $\phi(t, x \to \infty) = \pi/2$ and $\phi(t, x \to -\infty) = 0$ (similarly in unscaled variables) at any time $t$. In fact, it takes an infinite amount of energy to change the kink to one of its constant vacuum configurations $\phi = 2\pi N \equiv 0 (\text{mod} \ 2\pi); \ N \in \mathbb{Z}$. Because all the solitary solutions for the sine-Gordon system should be, by definition, finite energy solutions, for $x \to \pm \infty$ they must tend towards one of the vacuum values, labeled by an integer $N$. The current $J^\mu$ defined as

$$J^\mu(t, x) = \frac{1}{2\pi} \epsilon^{\mu\nu} \partial_\nu \phi(t, x), \quad (10.28)$$
where $\varepsilon^{\mu\nu}$ is the two-dimensional Levi–Civita tensor, satisfies the continuity equation $\partial_{\mu} J^\mu = 0$. The conserved (topological) charge $Q$ is

$$Q = \int_{-\infty}^{\infty} dx \ J^0(t,x) \equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \ \phi'(t,x)$$

$$= \frac{1}{2\pi} [\phi(t,x \to \infty) - \phi(t,x \to -\infty)] = N_2 - N_1 . \quad (10.29)$$

$N_1$ and $N_2$ are integers corresponding to the asymptotic values of the field. The factor $1/2\pi$ ensures that the charge is an integer number. Since $Q$ is a constant topological charge, solitons with one value of $Q$ cannot decay into solutions with a different value of $Q$. Note that $Q$ cannot be derived from the Noether theorem since it is not related to any particular continuous symmetry of the Lagrangian, rather it is derived from the topological properties of regular (i.e., differentiable) finite-energy solutions of the sine-Gordon equation.

### 10.3.2 The $\lambda \phi^4$ kink

If we consider in the sine-Gordon equation only relatively small field elevations, then we can expand the sine function in Eq. (10.19) up to the third
order. After rescaling $\lambda/3!$ to $\lambda$ the resulting dynamical equation acquires the form

$$\Box \phi(t, x) + m^2 \phi(t, x) - \lambda \phi^3(t, x) = 0.$$  \hspace{1cm} (10.30)

Up to an irrelevant constant the Lagrange density can be written as

$$\mathcal{L} = \frac{1}{2} (\partial_\mu \phi)(\partial^\mu \phi) - \frac{\lambda}{4} \left( \phi^2 - \frac{m^2}{\lambda} \right)^2.$$  \hspace{1cm} (10.31)

Inserting the $V(\phi)$ into Eq. (10.17) we obtain the static kink equation

$$\pm \int_{\phi(x_0)}^{\phi(x)} \frac{d\phi}{\sqrt{\frac{2}{\lambda} \left( \phi^2 - \frac{m^2}{\lambda} \right)}} = x - x_0,$$  \hspace{1cm} (10.32)

which gives

$$\phi(x) = \pm \frac{m}{\sqrt{\lambda}} \tanh \left[ \frac{m}{\sqrt{2}} (x - x_0) \right].$$  \hspace{1cm} (10.33)

The boosted solution then reads

---

*Should we consider only the leading term expansion, $\sin \phi \approx \phi$, we would arrive at the Klein–Gordon equation that is dispersive and hence does not possess soliton solution.*
\[ \phi(t, x) = \pm \frac{m}{\sqrt{\lambda}} \tanh \left[ \frac{m}{\sqrt{2}} \frac{(x-x_0-ut)}{\sqrt{1-u^2}} \right]. \]  
(10.34)

Solutions with "+" sign are called kinks; the ones with "-" sign, antikinks. The resulting kink/antikink energy density \( T^{00} \) is

\[ T^{00}(t, x) = \frac{1}{2} (\dot{\phi})^2 + \frac{1}{2} (\phi')^2 + V(\phi) = \frac{m^4}{2\lambda(1-u^2)} \text{sech}^4 \left[ \frac{m}{\sqrt{2}} \frac{(x-x_0-ut)}{\sqrt{1-u^2}} \right], \]  
(10.35)

and hence the energy density of the static kink/antikink is

\[ \varepsilon(x) = \frac{1}{2} (\phi'(x))^2 + V(\phi(x)) = \frac{m^4}{2\lambda} \text{sech}^4 \left[ \frac{m}{\sqrt{2}} (x-x_0) \right]. \]  
(10.36)

Profiles of both the kink solution \( \phi(x) \) and the energy density \( \varepsilon(x) \) are depicted in Fig. 10.4. The kink/antikink energy is

\[ E[\phi] = \int_{-\infty}^{\infty} dx \, T^{00}(t, x) = \int_{-\infty}^{\infty} dx \, T^{00}(0, x) \]

\[ = \frac{1}{\sqrt{1-u^2}} \frac{m^32\sqrt{2}}{3\lambda} \equiv \frac{\bar{M}}{\sqrt{1-u^2}}, \]  
(10.37)

where \( \bar{M} \) is known as the \( \phi^4 \) kink/antikink mass.

Eq. (10.34) implies that the kink profile has the asymptotes \( \phi(t, x \to \infty) \equiv \phi_+ = m/\sqrt{\lambda} \) and \( \phi(t, x \to -\infty) \equiv \phi_- = -m/\sqrt{\lambda} \) at any fixed time \( t \). The topological current \( J^\mu \) is defined as

\[ J^\mu(t, x) = \frac{\sqrt{\lambda}}{2m} \epsilon^{\mu\nu} \partial_\nu \phi(t, x), \]  
(10.38)

and the conserved charge \( Q \) is

\[ Q = \int_{-\infty}^{\infty} dx J^0(t, x) \equiv \frac{\sqrt{\lambda}}{2m} \int_{-\infty}^{\infty} dx \phi'(t, x) = \frac{\sqrt{\lambda}}{2m} [\phi_+ - \phi_-]. \]  
(10.39)

Possible values of \( Q \) are \{-1, 0, 1\}. \( Q = 0 \) means that the field lies in the same topological class as the vacuum solution \( \phi = \pm m/\sqrt{\lambda} \), to which it may (and for energy reasons it will) be continuously deformed. \( Q = \pm 1 \) correspond to non-trivial topological configurations (kink \( Q = +1 \) and antikink \( Q = -1 \)) that cannot be continuously deformed to the vacuum configuration nor to each other.

Note that \(|N| > 1\) is not allowed for soliton solutions since the corresponding field configurations do not have boundary conditions compatible with finite energy. No multi-soliton solutions with \(|N| > 1\) can exist. Nevertheless, field configurations that contain a finite mixture of kinks and antikinks alternating along the \( x \)-direction, so that \( N = \{-1, 0, 1\} \), can be constructed [677], but there are no static solutions of this type.
10.4 Topological solitons in gauge theories

We now discuss two typical examples of soliton solutions in gauge theories.

10.4.1 The Nielsen–Olesen vortex

Vortex solutions were found by Abrikosov [4] in type II superconductors and by Nielsen and Olesen [498] in the context of the 2 + 1-dimensional $U(1)$ Higgs model. The corresponding soliton solution is also known as the Abrikosov–Nielsen–Olesen vortex (or string).

Let us consider the action for the 3+1-dimensional Abelian Higgs model

$$S = \int d^4x \left[ -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + |D_\mu \phi|^2 - \frac{g}{2} (|\phi|^2 - v^2)^2 \right],$$

(10.40)

where $A_\mu$ is a $U(1)$ gauge field and $\phi$ a complex scalar Higgs field of charge $e$. The covariant derivative and the field strength are respectively

$$D_\mu \phi = (\partial_\mu + ieA_\mu) \phi, \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu.$$  

(10.41)

The action (10.40) is invariant under the $U(1)$ gauge transformations

$$\phi(x) \rightarrow e^{ie(x)} \phi(x), \quad A_\mu(x) \rightarrow A_\mu(x) + \frac{1}{e} \partial_\mu \alpha(x).$$  

(10.42)

We will show that static string-like solitons (vortices) do exist in this model. By static solitons we mean a configuration in the Weyl (i.e., temporal) gauge $A_0 = 0$, with time-independent fields $A_i = A_i(x)$ and $\phi = \phi(x)$. The corresponding energy functional has the form

$$E[F_{\mu\nu}, \phi] = \int d^3x \left[ \frac{1}{4} F_{ij} F^{ij} + |D_i \phi|^2 + \frac{g}{2} (|\phi|^2 - v^2)^2 \right].$$

(10.43)

Our considerations can be simplified by assuming that the soliton configurations are straight, static vortices along the $z$-direction. Their energy functional per unit length is

$$E[F_{\mu\nu}, \phi] = \int d^2x \left[ \frac{1}{2} B^2 + |D_x \phi|^2 + |D_y \phi|^2 + \frac{g}{2} (|\phi|^2 - v^2)^2 \right].$$

(10.44)

Here $B = \partial_x A_y - \partial_y A_x$ represents the $z$-component of the magnetic field. A necessary condition for finite-energy configurations is that

$$|\phi|^2|_{|x|\rightarrow\infty} = v^2,$$

(10.45)
along with \( D_{x,y} \phi |_{|x| \to \infty} = O(1/r) \) and \( B |_{|x| \to \infty} = O(1/r) \). (We interchangeably use \(|x| = r\).) Eq. (10.45) reveals that the (classical) vacuum manifold for the \( \phi \) field is a circle \( S^1_{\text{vac}} \), parametrized by the phase angle \( \vartheta \) \((\phi = |\phi| e^{i\vartheta})\). So for the field \( \phi \) in the remote spatial distance we can generally write
\[
\phi |_{|x| \to \infty} = \phi(n) = ve^{in\vartheta(n)},
\]
(10.46)
where \( n = (x/r, y/r) \) is a unit radius vector in the \( xy \) plane. Thus, with each finite-energy static configuration \( \phi \) is associated a map from the circle at infinity \( S^1_{\infty} \) to the vacuum manifold \( S^1_{\text{vac}} \). Because the field is single-valued, the angle \( \vartheta(n) \) must have the property \( \vartheta(2\pi) = \vartheta(0) + 2\pi n \), for some \( n \in \mathbb{Z} \).

The number \( n \) is known as the winding number, and it is the topological charge/number/index of the field configuration. In Appendix T we show that the map \( S^1_{\infty} \to S^1_{\text{vac}} \) is topologically characterized by the fundamental homotopy group \( \pi_1(S^1) = \mathbb{Z} \). Thus, the static solutions to the equations of motion fall into disjoint homotopy classes, each characterized by an element of \( \pi_1(S^1) \), i.e., by its winding number. Topological charges are conserved quantities (cf. Appendix T); therefore decays between vortices belonging to different homotopy classes are impossible — the solutions are topologically stable.

We write \( \phi(n) \), with the winding number \( n \) as
\[
\phi(n) = ve^{in\vartheta},
\]
(10.47)
with \( \vartheta \) now being the polar angle in the (physical) \( xy \) space. Because the covariant derivative \( D_{x,y} \phi \) tends to zero at infinity, the gauge potential can be asymptotically written as
\[
A_{x,y} |_{|x| \to \infty} = -\frac{i}{e} \partial_{x,y} \log(\phi(n)).
\]
(10.48)
Hence \( A_{x,y} |_{|x| \to \infty} \) has the azimuthal component
\[
A_\vartheta |_{|x| \to \infty} = \frac{i}{e} \frac{1}{r} \frac{d \log(\phi(n))}{d \vartheta} = \frac{n}{er}.
\]
(10.49)
The asymptotic forms (10.48)–(10.49) suggest that the vortex solution in the whole physical space can be assumed in the form
\[
\phi(r, \vartheta, z) = vf(r)e^{in\vartheta},
\]
\[
A_\vartheta(r, \vartheta, z) = \frac{n}{er} h(r) \Rightarrow B(r, \vartheta, z) = \frac{n}{er} h'(r).
\]
(10.50)
Here \( r, \vartheta, z \) are cylindrical polar coordinates. The function \( f \) and \( g \) are assumed to be smooth with limiting values \( f(0) = g(0) = 0, f(\infty) = g(\infty) = \).
1. The fact that \( f(0) = h(0) = 0 \) corresponds to the requirement that the fields \( \phi \) and \( A_\theta \) are smooth (at least twice differentiable) at \( r = 0 \) and that the energy functional (10.44) is finite for small \( r \).

The functions \( f \) and \( h \) are determined by minimizing the energy functional (10.44). By rewriting the energy functional (10.44) in the polar coordinates one can check that \( f \) and \( h \) satisfy the equations

\[
\begin{align*}
(f'' + \frac{1}{r} f' - \frac{n^2}{r^2} (1-h)^2 f + g v^2 (1-f^2) f) &= 0, \\
(h'' - \frac{1}{r} h' + 2 e^2 v^2 f^2 (1-h)) &= 0.
\end{align*}
\]

Suitability of the Ansatz (10.50) is justified when Eqs. (10.51) yield a non-trivial solution. Although, no analytic solution is known so far, the consistency of the Ansatz (10.50) can be checked numerically. One can obtain some non-trivial insight into the structure of the solutions by confining to the asymptotic behavior

\[ |\phi|_{|x| \to \infty} = v. \]  

In this case the second equation in (10.51) can be solved exactly. One finds that \( c_1 \) and \( c_2 \) are constants of integration

\[ 1 - h(r) = c_1 r J_1(i\sqrt{2evr}) + c_2 r Y_1(-i\sqrt{2evr}) \]

\[ |x| \to \infty \approx c \sqrt{\frac{2}{\pi \sqrt{2evr}}} r^{1/2} e^{-\sqrt{2evr}}, \]

where \( J_1 \) and \( Y_1 \) are the Bessel functions of the first and second kind, respectively, and \( c \equiv c_1 = ic_2 \) is chosen so as to ensure the correct asymptotic behavior. The first equation in (10.51) can be linearized for large \( r \) by assuming that \( f(r) = 1 - \delta f(r) \) with \( \delta f_{|x| \to \infty} = 0 \). In such a case the differential equation for \( \delta f \) reads

\[
(\delta f)'' + \frac{1}{r} (\delta f)' - 2 g v^2 \delta f = -c^2 \frac{n^2}{r} \frac{2}{\pi \sqrt{2ev}} e^{-2\sqrt{2evr}}. \]

The homogenous solution can be easily obtained via direct integration yielding \( a_1 \) and \( a_2 \) are constants of integration

\[
\delta f_{hom}(r) = a_1 J_0(-i\sqrt{2gvr}) + a_2 Y_0(-i\sqrt{2gvr})
\]

\[ |x| \to \infty \approx \sqrt{\frac{1}{2\pi \sqrt{2gvr}}} \left[ i e^{\sqrt{2gvr}} (a_1 - a_2) - e^{-\sqrt{2gvr}} (a_1 + a_2) \right]. \]
The particular solution can be obtained, for example, via variation of constants. In this case we have
\[ \delta f_{\text{par}}(r) = \frac{c^2 n^2}{\sqrt{2ev}} \left( J_0(i\sqrt{2gvr}) \int_1^r ds \ e^{-2\sqrt{2ev}s} Y_0(-i\sqrt{2gvs}) \right. \]
- \left. Y_0(-i\sqrt{2gvs}) \int_1^r ds \ e^{-2\sqrt{2ev}s} J_0(i\sqrt{2gvs}) \right) \]
\[ \approx \frac{c^2 n^2}{\pi \sqrt{2ev}vr} \left[ \frac{e^{-2\sqrt{2ev}r}}{2\sqrt{2ev} + \sqrt{2gv}} - \frac{1}{e^{-\sqrt{2gv}r}} \right], \quad (10.56) \]
The asymptotic behavior for \( f \) satisfying the condition \( f|_{|x|\to\infty} = 1 \) can therefore be written as
\[ 1 - f(r) \mid_{|x|\to\infty} \approx \begin{cases} r^{-1} e^{-2\sqrt{2ev}r} & \text{if } 2\epsilon < \sqrt{g} \\ r^{-1/2} e^{-\sqrt{2gv}r} & \text{if } 2\epsilon > \sqrt{g}. \end{cases} \quad (10.57) \]
Note that there are two length scales governing the large \( r \) behavior of \( f \) and \( h \), namely the inverse masses of the scalar and vector excitations (Higgs and gauge particles), i.e.,
\[ m_s^2 = 2gv^2, \quad m_v^2 = 2\epsilon^2v^2. \quad (10.58) \]
From Eq. (10.57) we see that the asymptotic behavior depends on the ratio of these two
\[ \kappa = \frac{m_s^2}{m_v^2} = \frac{g}{\epsilon^2}. \quad (10.59) \]
In particular, for \( \kappa < 4 \) the large \( r \) behavior of \( f \) is controlled by \( m_s \) while for \( \kappa > 4 \), \( m_v \) controls the asymptotic behavior of both \( f \) and \( h \).
In superconductors, the two length scales are known as the correlation length \( \xi = 1/m_s \) and the London penetration depth \( \lambda = 1/m_v \). There the small and large values of \( \kappa \) (Ginzburg–Landau parameter) distinguish type II and type I superconductors. In type II superconductors, vortices with \(|n| > 1\) are unstable; there is a repulsive force between parallel \( n = 1 \) vortices which can stabilize a lattice of vortices (Abrikosov vortex lattice). Because the correlation length \( \xi \) (i.e., mean free path of charge carriers), is smaller than the London penetration depth \( \lambda \), type II superconductors can be penetrated by magnetic flux lines. Hence there is an intermediate range of magnetic field strength known as the mixed state or vortex state within which the field penetrates the superconductor but it stays confined to a lattice of flux tubes. In contrast, in type I superconductors the correlation length is larger than the London penetration depth, meaning that
such superconductors cannot be penetrated by magnetic flux lines. This expulsion of flux lines is known as the Meissner–Ochsenfeld effect.

Let us finally observe that, by integrating around a large loop encircling the string, we find that the string carries a quantized magnetic flux. Indeed, by utilizing Stoke’s theorem we obtain (see Eq. 10.49)

$$\Phi = \lim_{r \to \infty} \int_{\partial \Omega} A_i dl_i = \lim_{r \to \infty} \int_0^{2\pi} r A_\phi d\theta = \frac{2\pi n}{e}. \quad (10.60)$$

Relation (10.60) indicates that the magnetic flux is “quantized”. Notice that (10.60) is similar to the flux quantization in type II superconductors. However, our result was derived in a purely classical context while flux quantization in superconductors has a quantum origin and it reads

$$\Phi = \frac{2\pi n\hbar}{2q}. \quad (10.61)$$

Here $2q$ corresponds to the charge of a Cooper pair. In particular, $\hbar$ never appears in our reasonings and $e$ is just a coupling constant in the Lagrangian. At quantum level, the coupling constant $e$ and the charge of the Cooper pair $2q$ are related through $2q = e\hbar$ and Eq. (10.60) represents the flux quantization condition with the magnetic flux quantum being $\pi\hbar/q$.

### 10.4.2 The ’t Hooft–Polyakov monopole

In 1974 ’t Hooft [587] and Polyakov [524] independently discovered a topologically non-trivial finite energy solution in the $SO(3)$ Georgi–Glashow model [277]. This soliton solution is known as the ’t Hooft–Polyakov monopole or non-Abelian magnetic monopole.

The Georgi–Glashow model is based on the $SO(3)$ gauge group and on the triplet of real Higgs scalar fields (isovector) $\phi$ that transform under the fundamental representation of $SO(3)$. The Lagrangian density is

$$\mathcal{L} = -\frac{1}{4} \text{Tr}(F_{\mu\nu} F^{\mu\nu}) + \frac{1}{2} (D_\mu \phi) \cdot (D^{\mu} \phi) - \frac{g}{4} (\phi \cdot \phi - v^2)^2$$

$$= -\frac{1}{4} F^a_{\mu\nu} F^{a\mu\nu} + \frac{1}{2} (D_\mu \phi^a) \cdot (D^{\mu} \phi^a) - \frac{g}{4} (\phi^a \phi^a - v^2)^2, \quad (10.62)$$

with the Lorentz indices $\mu, \nu = 0, 1, 2, 3$. We have chosen the (Killing) normalization convention for $T^a$ such that $\text{Tr}(T^a T^b) = \frac{1}{2} \delta^{ab}$. The $3 \times 3$ matrices $T^a$ are the $SO(3)$ generators and $F_{\mu\nu} = F^{a}_{\mu\nu} T^a$. We observe that as a rule, gauge fields correspond to elements of a Lie algebra in its adjoint representation.
The covariant derivative $D_\mu \phi$ appearing in (10.62) is defined as
\begin{equation}
D_\mu \phi = \partial_\mu \phi - ieA_\mu^a T^a \phi,
\end{equation}
where $e$ is the (real) gauge coupling constant. Under the gauge transformation
\begin{equation}
\phi(x) \rightarrow g(x) \phi(x),
\end{equation}
\begin{equation}
A_\mu^a(x)T^a = A_\mu(x) \rightarrow g(x)A_\mu(x)g^{-1}(x) + ie^{-1}(\partial_\mu g(x))g^{-1}(x),
\end{equation}
the covariant derivative and the field strength $F_{\mu\nu}$ transform covariantly, i.e.,
\begin{equation}
D_\mu \phi(x) \rightarrow g(x)D_\mu \phi(x),
\end{equation}
\begin{equation}
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + ie[A_\mu, A_\nu] \rightarrow gF_{\mu\nu}g^{-1}.
\end{equation}

$L$ is invariant under the $SO(3)$ gauge group.

We will show that topological soliton configurations may exist in this model. We consider finite energy static configurations $A_\mu^a = A_\mu^a(x)$ and $\phi^a = \phi^a(x)$ in the Weyl gauge $A_0^a = 0$. Then the energy functional is
\begin{equation}
E[F_{\mu\nu}, \phi] = \int d^3x \left[ \frac{1}{4} F_{ij}^a F_{ij}^a + \frac{1}{2} (D_i \phi)^a (D_i \phi)^a + \frac{g}{4}(\phi^a \phi^a - v^2)^2 \right].
\end{equation}
A necessary condition for the finiteness of the (Higgs field) energy is
\begin{equation}
(\phi^a \phi^a)|_{|x| \rightarrow \infty} = v^2.
\end{equation}
Here the direction of the fields $\phi^a$ in the internal space may depend on the direction in the physical three-dimensional space because
\begin{equation}
\phi^a|_{|x| \rightarrow \infty} = \phi^a(n),
\end{equation}
with $n = x/r$ being a unit radius vector. Thus, each configuration of fields with finite energy is necessarily associated with a mapping of an infinitely remote sphere $S^2_\infty$ to the sphere $S^2_{vac}$ (i.e., vacuum manifold) in the space of the Higgs fields defined by the equation
\begin{equation}
\phi^a \phi^a = v^2.
\end{equation}
$S^2_{vac}$ is called the classical vacuum of the model. In Appendix T we will see that the second homotopy group $\pi_2(S^2) = \mathbb{Z}$, and thus the mapping $S^2_\infty \rightarrow S^2_{vac}$ is classified by integer topological numbers $n = 0, \pm 1, \pm 2, \ldots$, which are conserved; they do not change under small deformations of the field configuration $\phi^a(x)$ for which the energy remains finite.
We write the field $\phi^a(n)$, corresponding to the mapping $S^2_\infty \to S^2_{vac}$ with a unit topological number, as

$$\phi^a|_{|x|\to\infty} = n^av. \quad (10.70)$$

The finiteness of the soliton energy requires that the covariant derivative Eq. (10.63) must decrease at the spatial infinity faster than $1/r$. The derivative $\partial_{\mu}\phi$ decreases only as $1/r$ because from (10.70) we have

$$\partial_{\mu}\phi^a|_{|x|\to\infty} = \frac{1}{r}(\delta^{ai} - n^a n^i)v. \quad (10.71)$$

This behavior must be compensated by the second (i.e., gauge) term in (10.63). Thus the gauge field must have the asymptotic behavior:

$$A^a_i(x)|_{|x|\to\infty} = \frac{1}{e^2r} \epsilon^{aij} n^j. \quad (10.72)$$

Here we have used the fact that $(T_a)_{bc} = i\epsilon_{bac}$ and the identity

$$\epsilon^{ijk}\epsilon^{ilm} = \delta^{jl}\delta^{km} - \delta^{jm}\delta^{kl}. \quad (10.73)$$

Notice that (10.72) implies $F_{ij}^a F_{ij}^a \approx r^{-4}$ at large radius, and thus the $F_{ij}^a F_{ij}^a$ part of the gauge field sector has a finite contribution to the energy.

To obtain a smooth soliton solution in the whole $\mathbb{R}^3$ we write

$$\phi^a = n^a v f(r), \quad A^a_i = \frac{1}{e^2r} \epsilon^{aij} n^j (1 - h(r)), \quad (10.74)$$

where $f(r)$ and $h(r)$ are unknown smooth functions of $r$ with asymptotes $f(\infty) = h(0) = 1$, $f(0) = h(\infty) = 0$. Then, the static energy functional (10.66) is

$$E[f, h] = 4\pi \int_0^\infty dr \left[ \frac{1}{e^2v^2} (f')^2 + \frac{v^2}{2} (f')^2 + \frac{1}{2e^2r^2} (1 - h^2)^2 + v^2 f^2 h^2 + \frac{g^2 v^4}{4} (f^2 - 1)^2 \right] . \quad (10.75)$$

The ensuing static equations of motion are

$$f'' + \frac{2}{r} f' = \frac{2f}{r^2} h^2 + g v^2 f (f^2 - 1), \quad (10.76a)$$

$$h'' = \frac{h}{r^2} (h^2 - 1) + c^2 v^2 f^2 h. \quad (10.76b)$$

The exact analytic solutions of these equations are difficult to find. However, it is possible to verify the existence of non-trivial solutions numerically. The existence, though non-uniqueness, of the solution of Eqs. (10.76) for
any $g \geq 0$ is proven, e.g., in [467]. Eqs. (10.74) represent the ’t Hooft–Polyakov monopole, i.e., soliton solution to the $SO(3)$ Georgi–Glashow model with the topological number 1. Polyakov [524] has called “hedgehog” $\phi^a$ in Eq. (10.74) to stress that the Higgs isovector $\phi$ at a given point of space is directed along the radius vector. Note that the presence of gauge fields is essential in order to interpret the hedgehog as a solitary solution, i.e., an autonomous particle-like object. In fact, without gauge fields the Higgs field (10.74) would be linearly divergent at large distances, corresponding thus to the infinite rather than finite energy solution.

Let us see why the ’t Hooft–Polyakov soliton is a magnetic monopole. For $g > 0$ we have SSB ($SO(3) \rightarrow SO(2)$). One may identify the unbroken $SO(2) \ni U(1)$ symmetry with the electromagnetic field. To do that ’t Hooft proposed the gauge invariant definition of the electromagnetic field

$$F_{\mu \nu} = \frac{\delta^a}{|v|} F^a_{\mu \nu} - \frac{1}{e|v|^2} \epsilon_{abc} \phi^a(D_\mu \phi)^b(D_\nu \phi)^c .$$

Choosing $\phi^a = \delta^a_3 v$ and using Eq. (10.63), $F_{\mu \nu}$ is

$$F_{\mu \nu} = \partial_\mu A_3^\nu - \partial_\nu A_3^\mu .$$

Thus, the massless gauge boson corresponding to the unbroken $U(1)$ group is identified with the photon $A_3^\mu = A_\mu$, provided $\phi^a = \delta^a_3 |v|$. $F_{\mu \nu}$ is then a $4 \times 4$ matrix of magnetic and electric fields

$$F_{ij} = \epsilon_{ijk} B^k, \quad F_{0i} = E_i = 0 .$$

The static soliton configuration thus carries only magnetic field. $F^a_{\mu \nu}$ has at large distances the asymptotic behavior (cf. (10.65) and (10.72)):

$$F^a_{ij}|_{|x|\rightarrow \infty} = \frac{n^k n^a v}{er^2} \epsilon_{ijk} \phi^a|_{|x|\rightarrow \infty}, \quad F^a_{0i} = 0 ,$$

so that

$$B^k|_{|x|\rightarrow \infty} = \frac{1}{2} \epsilon^{kij} F_{ij}|_{|x|\rightarrow \infty} = \frac{n^k}{er^2} .$$

Applying Gauss law, the total magnetic-monopole charge reads

$$Q = \lim_{r\rightarrow \infty} \int_{S^2_r} \mathbf{B} \cdot ds = \frac{4\pi}{e} ,$$

with the Dirac-like charge quantization condition

$$Qe = 2\pi n , \quad n \in \mathbb{N}_+ ,$$

for $n = 2$. The origin of the “quantization” condition is purely topological and is not related to the dynamics nor to quantum theory. In fact, true Dirac quantization condition is $Qq = 2\pi \hbar n$ (in the CGS units $Qq = \hbar n/2$), with $q = \hbar e$ being the electric charge.
10.5 Topological defect classification and the Kibble–Zurek mechanism for defect formation

The soliton solutions discussed above may appear in Nature as topological defects in ordered media. Due to their relevance in many contexts, ranging from condensed matter physics to cosmology, much attention has been devoted to their study. The classification of topological defects is based on homotopy theory; for a review see, for example, [471]. Basic notions of homotopy theory are given in Appendix T.

The appearance of topological defects is a common feature of symmetry breaking phase transitions [373]. Within this framework the necessary condition for the existence of topologically stable defects can be expressed in terms of the topology of the vacuum manifold, specifically its homotopy group. The connection between topological defects and homotopy groups $\pi_n(M)$ is established when the manifold $M$ is identified with the vacuum manifold which is related to the order parameter space (see Appendices C and I). Then, non-trivial $\pi_n(M)$ can predict the possibility of the existence of defects of certain types in a given ordered medium and the corresponding topological charges.

As first proposed by Kibble [371], stable topological defects could have been formed during early-universe phase transitions. Indeed, the phase transition would occur independently in causally disconnected regions, so that the original (symmetric) phase could remain trapped in some regions at the end of the transition. A natural question is then how many defects would have been formed in the phase transition process [372]. Later, Zurek [675] argued that during a continuous phase transition defect formation is ruled by the non-equilibrium aspects of the process. The resulting scenario for defect formation is known as the Kibble–Zurek mechanism.

By following closely [374], we briefly review this mechanism. The early argument by Kibble was that in a real system going through the transition at a finite rate, the true correlation length $\xi_\phi$ cannot become infinite, since it cannot increase faster than the speed of light, or, in non-relativistic systems, some characteristic speed. The adiabatic approximation, that $\xi_\phi \approx \xi_{eq}(T)$ is not valid beyond the point where $\dot{\xi}_{eq} = c$, and thus one assumes that $\xi_\phi$ is more or less constant until the end the transition, at least to the point where it again becomes equal to the decreasing $\xi_{eq}$.

Similar conclusions have been reached by Zurek, comparing the quench rate and relaxation rate of the system. Near the transition, assuming that
temperature varies linearly with time, we have
\[ \epsilon \equiv \frac{T_c - T}{T_c} = \frac{t}{\tau_q}, \quad (10.84) \]
where \( \tau_q \) is the quench time and we take \( t = 0 \) when \( T = T_c \). The equilibrium correlation length near \( T_c \) has the form
\[ \xi_{eq}(T) = \xi_0 |\epsilon|^{-\nu}, \]
where \( \nu \) is a critical index. Also the relaxation time diverges at \( T_c \) as \( \tau(T) = \tau_0 |\epsilon|^{-\mu} \), where \( \mu \) is another critical index. This is known as critical slowdown.

The characteristic velocity is
\[ c(T) = \frac{\xi_{eq}(T)}{\tau(T)} = \frac{\xi_0}{\tau_0} |\epsilon|^{\mu-\nu}, \quad (10.85) \]
vanishing at \( T_c \). By using the causality bound, according to which the information about the phase of the order parameter cannot propagate faster than \( c(T) \), the defect density in the case of strings or vortices is approximately given by
\[ L(t_Z) = \kappa \left( \frac{\xi_0}{\tau_0} \frac{\tau_0}{\tau_q} \right)^{\frac{\mu}{\mu-\nu}}, \quad (10.86) \]
where \( \kappa \) is a constant and \( t_Z \) is the Zurek time, defined as the time at which the system goes out of equilibrium. One finds [374, 676]:
\[ t_Z = \left[ (1 + \mu - \nu) \tau_0 \tau_q^\mu \right]^{\frac{1}{1+\mu}}. \quad (10.87) \]

The Kibble–Zurek mechanism provides a very valuable tool for the understanding of the non-equilibrium dynamics in the process of phase transitions. Such aspects are indeed very difficult to describe in a QFT framework, where the methods introduced in Chapter 6 play a central role. Examples of this kind of analysis can be found in [12, 119, 364, 430, 539, 540].

The universal character of the Kibble–Zurek mechanism has led to the proposal of testing theories of cosmological phase transitions in condensed matter systems [675]. On this basis, the theory of defect formation has been tested in many physical systems [375], such as liquid crystals [117, 159], liquid helium [63, 543] and Josephson junctions [479, 480].

As an illustration of the above scenario, let us consider the formation of line defects, i.e., strings, in a model with \( U(1) \) broken symmetry. Examples include vortices in superfluid \( ^4He \) and magnetic flux lines (Abrikosov vortices) in type II superconductor. In these cases the expectation value of \( \hat{\Phi} \) in the broken phase is a complex scalar which can be parametrized as \( \Phi^0 = v e^{i\vartheta} \). The magnitude \( v \) comes from minimization of the Ginzburg–Landau free energy, while the phase \( \vartheta \) is arbitrary. Below the critical temperature \( T_c \), the value of \( \vartheta \) is selected randomly among the set of values
corresponding to minima of the free energy. As observed above, in large systems there is no reason why the same choice should be made everywhere. It is, further, reasonable to assume that short-range interactions cause the order parameter to be a continuous everywhere in the physical system except, perhaps, at a point or line.

In continuous phase transitions, as $T$ decreases to $T_c$, the equilibrium correlation length $\xi_{eq}(T)$, which is the average distance over which the vacuum values of the order parameter are correlated, diverges. In practice, however, correlation lengths always remain finite. Thus, in systems that are much larger than a maximal physical correlation length $\xi_{ph}$, it is possible that the total change in $\vartheta$, around some large loop $C$ in physical space, is $2\pi$ or a $n$-multiple of it. One then has a mapping from a loop (i.e., from $S^1$) in physical space into order parameter space $\mathcal{M} \cong U(1) \cong S^1$. A smooth contraction of such a loop does not change the homotopy class, i.e., does not change $n$ (the homotopy group here is the fundamental group $\pi_1(U(1) \cong S^1)$). The winding number $n$ describes the number of times one traverses the circle in $\mathcal{M} \cong S^1$ while going from 0 to $2\pi$ around the loop in the physical system; see Fig. 10.5.

For non-zero $n$, there must be a point inside the loop where both the gradient $\nabla \Phi^0 \sim e_i i e^{i\vartheta} / r$ diverges ($e_i$ is the unit vector tangent to the loop and $r$ is the radius of the loop) and the phase $\vartheta$ is undefined. This
situation can be avoided only if \( v = 0 \) at the singular point. So, inside the loop must be trapped the original disordered phase, the core of the defect (string). Strings are either infinite (in finite-size media they terminate at boundaries) or closed in form of loops.

In realistic situations, the string cannot be considered as a one-dimensional (in space) object. For strings with non-zero thickness, one must consider \( v \) to be constant only far from the string core (cf., e.g., Section 7.7). The actual profile of \( v(x) \) can be obtained by minimizing the Ginzburg–Landau free energy under conditions \( v(0) = 0 \) and \( v(x)|_{|x|\to\infty} = v \). The above homotopical considerations are true also for thick strings. The only difference is that the fundamental group \( \pi_1(S^1) = \mathbb{Z} \) now classifies the mappings \( S^1_\infty \to S^1_{\text{vac}} \) (\( S^1_\infty \) corresponds to a loop very far from the string core and \( S^1_{\text{vac}} \) corresponds to the vacuum manifold). We have seen this type of argument already in Section 10.4 and we will repeatedly use it in the following.

10.5.1 Exact homotopy sequences

The above discussion for strings has been based on the homotopical properties of \( M \). Analogous considerations can be done for a large class of systems with SSB. As in the case of strings in \( D = 3 \), stable topological defects can exist only when the corresponding homotopy group \( \pi_n(M) \) is non-trivial; see Fig. 10.6. It is normally quite difficult to calculate \( \pi_n \) for a general manifold \( M \). For instance, the higher homotopy groups of \( S^2 \) are still unknown. If, however, the order parameter space has a group theoretic characterization (as in the case in SSB phase transitions), the homotopy groups can be calculated. The computational tool is known as exact homotopy sequences or fiber homotopy sequence.

An exact sequence (Fig. 10.7) is a (finite or infinite) sequence of sets \( A_i \) and maps such that the image of one map equals the kernel of the next:

\[
\cdots \to A_{i-1} \xrightarrow{f_{i-1}} A_i \xrightarrow{f_i} A_{i+1} \to \cdots, \quad \text{Im} f_{i-1} = \text{Ker} f_i . \tag{10.88}
\]

An exact sequence is called a short exact sequence if:

\[
0 \to A_1 \xrightarrow{f_1} A_2 \xrightarrow{f_2} A_3 \to 0 . \tag{10.89}
\]

A particularly important short exact sequence is a fiber bundle

\[
F \to E \xrightarrow{\pi} B , \tag{10.90}
\]
Fig. 10.6 The order parameter field $\Phi^0(x)$ can be visualized in two different ways. On the one hand, one can think of a vector attached to each point in space. On the other hand, one can think of it as a mapping from a physical system into order parameter space $\mathcal{M}$. That is, $\Phi^0$ is a function which takes different points in a physical system onto $\mathcal{M}$. This mapping is described by homotopy theory.

where $F$ represents the fiber, $E$ is the bundle space, $B$ is the base space and $\pi$ is the projection from the bundle space to the base space. A discussion on fiber bundles can be found, e.g., in [388]. A theorem in algebraic topology ensures that the short exact sequence (10.90) induces an exact sequence of homomorphisms known as a fiber homotopy sequence:

$$
\cdots \to \pi_n(F) \to \pi_n(E) \to \pi_n(B) \to \pi_{n-1}(E) \to \pi_{n-1}(B) \to \cdots.
$$

From Eq. (10.88) we see that if $A_1 \to A_2 \xrightarrow{f} A_3 \to A_4$ is an exact homotopy sequence with $A_1$ and $A_4$ being unity, then the homomorphism $f$ between $A_2$ and $A_3$ is an isomorphism. In particular, if $\pi_n(E) = \pi_{n-1}(E) = \{e\}$, then $\pi_n(B) \cong \pi_{n-1}(F)$.

The SSB scenario naturally induces the principal fiber bundle

$$
H \to G \\
\downarrow \pi \\
G/H,
$$

which gives rise to the exact homotopy sequence

$$
\cdots \to \pi_n(H) \to \pi_n(G) \to \pi_n(G/H) \to \pi_{n-1}(H) \to \cdots
$$

and

$$
\cdots \to \pi_0(H) \to \pi_0(G) \to \pi_0(G/H) \to \{e\}.
$$

Simple illustration of the usefulness of the fiber homotopy sequence is provided by the Hopf bundle

$$
S^1 \to S^3 \\
\downarrow \pi \\
S^2 \cong P_1(\mathbb{C}).
$$

(10.92)

(10.93)

(10.94)
Here $P_1(\mathbb{C})$ represents the one-dimensional complex projective space. The Hopf bundle is equivalent to the principal fiber bundle

$$U(1) \rightarrow SU(2) \xrightarrow{\pi} SU(2)/U(1).$$

(10.95)

This gives rise to the fiber homotopy sequence

$$\{e\} = \pi_2(SU(2)) \rightarrow \pi_2(SU(2)/U(1)) \rightarrow \pi_1(U(1)) \rightarrow \pi_1(SU(2)) = \{e\}.$$  

(10.96)

In (10.96) we have used the Bott periodicity theorem (T.17). The sequence (10.96) implies that $\pi_2(SU(2)/U(1)) \cong \pi_1(U(1)) \cong \mathbb{Z}$, or equivalently $\pi_2(S^2) \cong \pi_1(S^1) \cong \mathbb{Z}$ (cf. the Bott–Tu theorem (T.20)). From the above example we see that whenever in a principal fiber bundle the bundle space group $G$ is simply connected and compact (i.e., $\pi_2(G) = \pi_1(G) = \{e\}$) then $\pi_2(G/H) \cong \pi_1(H)$.

### 10.5.2 Topological defects in theories with SSB

We now discuss some applications of homotopy theory (see Appendix T) in the classification of topological defects arising during SSB phase transitions.

In general, $d$-dimensional topological defects in $D$-dimensional configuration space are described by the homotopy group $\pi_n(M)$ (see Fig. 10.8) with $n = D - d - 1$.

Homotopy classification cannot answer the important question as to whether configurations with $|n| > 1$ are stable, it can only tell that they
are possible. In fact, sometimes it can be energetically favorable for configurations with the winding number \( n = 2 \) to split into two separate configurations with \( n = 1 \). This is, for instance, the case in type-II superconductors. The detailed dynamics must be always examined in order to answer questions like the one above.

In the following, we adopt the usual description of symmetry breaking by which the residual symmetry after SSB is only the stability group. As discussed in Chapters 3 and 4, however, the complete picture of SSB involves also, in an essential way, the Abelian subgroups associated to translations of NG bosons in the group contraction mechanism.

**Disclinations in uniaxial nematics**

Nematic crystals (nematics) represent the simplest phase of liquid crystals. The building blocks of nematics are molecules that have a typically cigar-like shape (uniaxial nematics) or disc-like shape (biaxial nematics).

Nematic transitions in uniaxial liquid crystals can be identified with SSB transitions from the disordered (isotropic) phase described by the \( SO(3) \) group to the ordered phase described by the dihedral group \( D_\infty \). The group \( D_\infty \) represents continuous rotations about the molecular axis and rotations by \( \pi \) about axes perpendicular to the molecular axis. According to our previous discussion, the order parameter space \( M \) can be identified with the coset space \( SO(3)/D_\infty \). The corresponding order parameter is called a \textit{director} and it can be naturally represented by a unit vector but without associated orientation — a headless arrow. This is because there is no sense of the direction, like, for instance, in ferromagnets. In the nematic phase the molecules are just preferentially aligned, but on average there are as many parallel as antiparallel oriented molecules. This implies that the order parameter space can be equivalently identified with the surface of the unit sphere \( S^2 \) which has the antipodal points identified, i.e., with two-dimensional real \textit{projective space} \( P_2(\mathbb{R}) \). Thus \( M \cong SO(3)/D_\infty \cong P_2(\mathbb{R}) \).
Fig. 10.9 Line-like defect in uniaxial nematics (left figure). The order parameter (headless arrow) rotates by $\pi$ when the defect is encircled (right figure). For visualization simplicity we have endowed the order parameter with a head, but one end should still be considered indistinguishable from the other.

Typical examples of uniaxial nematics are $N$-(p-methoxybenzylidene)-p-butylaniline which has the isotropic-to-nematic transition temperature of 315.5°C and p-azoxyanisole with the transition temperature of 135°C.

The line-like defects do exist in uniaxial nematics because $\pi_1(P_2(\mathbb{R}))$ is non-trivial. In fact, the bundle structure associated with the nematic transition can be written as

$$D_\infty \rightarrow SO(3) \Downarrow \pi \rightarrow SO(3)/D_\infty.$$  \hfill (10.97)

A relevant piece of the exact homotopy sequence reads

$$\{e\} \rightarrow \pi_1(D_\infty) \rightarrow \pi_1(SO(3))$$

$$\rightarrow \pi_1(SO(3)/D_\infty) \cong \pi_1(P_2(\mathbb{R})) \rightarrow \pi_0(D_\infty) \rightarrow \{e\},$$ \hfill (10.98)

which clearly indicates that

$$\pi_1(P_2(\mathbb{R})) \cong \pi_1(SO(3)/D_\infty) \cong \pi_1(SO(3)) \cong \mathbb{Z}_2.$$ \hfill (10.99)

The ensuing line-like defects are called disclinations. In addition, because $\pi_1(P_2(\mathbb{R}))$ is isomorphic to the cyclic group $\mathbb{Z}_2$, i.e., the additive group of integers modulo 2, there must be only one topologically distinct type of disclinations. The group structure of $\mathbb{Z}_2$ then dictates that when two such disclinations meet they must “annihilate”, i.e., the resulting configuration is defect free. An illustration of a disclination line is given in Fig. 10.9.

The reader may notice that by traversing a closed loop around the singularity line once, the order parameter rotates by $\pi$. The latter explains why the nematic line-like defect is often called a $\pi$-disclination.
We also note that $\pi_2(P_2(\mathbb{R})) \cong \mathbb{Z}$, and so uniaxial nematics can also have stable point defects, \textit{hedgehogs}. Both hedgehogs and disclinations can be experimentally observed via a polarizing microscope. A survey of the properties of liquid crystals can be found, for instance, in [186].

\textbf{Monopoles in $SU(2)$ Georgi–Glashow model}

In Section 10.4.2 we discussed a topologically non-trivial finite energy solution in the $SU(2)$ Georgi–Glashow model — the ’t Hooft–Polyakov monopole. There we have seen that the ground state is not invariant under the \textit{global} $SU(2)$ symmetry (remaining after the gauge fixing). In fact, the classical vacuum manifold is the sphere $S^2_{\text{vac}}$. In this case the stability group $H = U(1)$ is the subgroup of rotations about an arbitrarily chosen direction. The corresponding SSB is then described by the breaking scheme

$$SU(2) \rightarrow U(1),$$

where $U(1)$ is the stability group. The associated principal fiber bundle (Hopf bundle) is given by

$$U(1) \rightarrow SU(2) \rightarrow SU(2)/U(1).$$

The relevant part of the fiber homotopy sequence reads

$$\{e\} = \pi_2(SU(2)) \rightarrow \pi_2(SU(2)/U(1)) \rightarrow \pi_1(U(1)) \rightarrow \pi_1(SU(2)) = \{e\}. \quad (10.102)$$

This clearly shows that $\pi_2(M) \cong \pi_2(SU(2)/U(1)) \cong \pi_1(U(1)) \cong \mathbb{Z}$, meaning that during the transition from the disordered $SU(2)$ phase to the ordered $U(1)$ phase, \textit{monopoles} can be formed.

The ’t Hooft–Polyakov monopole carries a magnetic charge (see Section 10.4.2). In contrast to the Dirac monopole, which is a point-like object, the ’t Hooft–Polyakov monopole has a finite core and there is no need for the Dirac string.

The name ’t Hooft–Polyakov monopole is used in a wider context than the original one. In fact, it is common to talk about a ’t Hooft–Polyakov monopole whenever in a Yang–Mills–Higgs theory the homotopy group $\pi_2(M) \cong G/H$ is non-trivial. One does not even need to require the existence of a scalar Higgs field. The only condition is that the global symmetry $G$ should be broken to $H$. In practice this means that most symmetry breaking mechanisms (e.g., technicolor) would also give rise to a ’t Hooft–Polyakov monopole.
Monopoles in Grand Unified Theories

Among the various models proposed as candidates for a Grand Unified Theory (GUT), we consider two examples: the Georgi–Glashow SU(5) model which has the symmetry breaking scheme
\[ SU(5) \rightarrow SU(3)_C \times SU(2)_I \times U(1)_Y \rightarrow SU(3)_C \times U(1)_Q, \]  
and the Pati–Salam model which is based on the breaking scheme
\[ SO(10) \rightarrow SU(4) \times SU(2)_R \times SU(2)_L \rightarrow SU(3)_C \times SU(2)_I \times U(1)_Y \rightarrow SU(3)_C \times U(1)_Q. \]  
Subscripts \(I\) and \(Y\) denote respectively the weak isospin and weak hypercharge, \(C\) stands for the strong color charge, \(L\) (\(R\)) denote the left (right) parity symmetry and \(Q\) is the electric charge. Since the fermions are assumed to be in the fundamental spinor representation, the GUT symmetry is not really \(SO(10)\), but its simply-connected\(^5\) covering group \(Spin(10)\).

The principal fiber bundle for the Pati–Salam SSB scenario is:
\[ SU(3)_C \times U(1)_Q \rightarrow Spin(10) \downarrow \pi \rightarrow Spin(10)/[SU(3)_C \times U(1)_Q]. \]  
Using the relevant fiber homotopy sequence
\[ \{e\} = \pi_2(Spin(10)) \rightarrow \pi_2(Spin(10)/[SU(3) \times U(1)]) \rightarrow \pi_1(SU(3) \times U(1)) \rightarrow \pi_1(Spin(10)) = \{e\}, \]  
we obtain that
\[ \pi_2(Spin(10)/[SU(3) \times U(1)]) \cong \pi_1(SU(3) \times U(1)) \cong \pi_1(SU(3)) \oplus \pi_1(U(1)) \cong \mathbb{Z}, \]  
and so the standard model based on the \(SO(10)\) grand-unifying group predicts monopoles. The same result holds also in the Georgi–Glashow SU(5) SSB scenario because \(\pi_2(SU(5)) = \pi_1(SU(5)) = \{e\}\). Whenever the GUT group \(G\) is compact and simply connected with unbroken \(U(1)\) embedded in it, the theory predicts magnetic monopoles\[5\]. Because GUT fermions are in the fundamental spinor representation, the GUT group \(G\) is compact and simply connected. In addition, since the \(U(1)\) is essential for describing electromagnetism, virtually all GUT theories predict magnetic monopoles.

\(^5\)Spin group \(Spin(n)\) is a double cover of \(SO(n)\).
In all GUTs the monopole mass $m_M$ is $\sim m_B/\alpha$ where $m_B$ is the mass of the superheavy vector boson which determines the unification scale, and $\alpha$ is the fine structure constant. For $SU(5)$ GUT, $m_B$ is $\sim 10^{14}$ GeV which implies $m_M \sim 10^{16}$ GeV. In $SO(10)$ GUT, monopoles with masses $\sim 10^4$ GeV could exist. On the other hand, magnetic monopoles from GUTs with still larger groups, such as various supersymmetric theories, have higher monopole mass with $m_M \gtrsim 10^{19}$ GeV.

**Cosmic strings**

It has been proposed that during a succession of cosmological phase transitions, cosmic strings could have been formed [371,372]. One GUT scenario of cosmological interest that can produce cosmic strings is described by the SSB breaking scheme

$$\text{Spin}(10) \to SU(5) \times \mathbb{Z}_2 \to \ldots.$$  \hspace{1cm} (10.108)

In this case the relevant piece of the homotopy sequence is

$$\{e\} = \pi_1(\text{Spin}(10)) \to \pi_1(\text{Spin}(10)/[SU(5) \times \mathbb{Z}_2])$$

$$\to \pi_0(SU(5) \times \mathbb{Z}_2) \to \pi_0(\text{Spin}(10)) = \{e\}. \hspace{1cm} (10.109)$$

Here we have used the fact that Spin(10) is both connected and single connected. The sequence (10.109) implies that

$$\pi_1(\text{Spin}(10)/[SU(5) \times \mathbb{Z}_2]) \cong \pi_0(SU(5) \times \mathbb{Z}_2)$$

$$\cong \pi_0(SU(5)) \otimes \pi_0(\mathbb{Z}_2) \cong \mathbb{Z}_2. \hspace{1cm} (10.110)$$

Hence there is only one class of stable line-like defects, the GUT $\mathbb{Z}_2$-string.

It has been thought that cosmic strings could provide the seeds for the structure formation in the Universe, as an alternative to the possibility that the seeds originated as quantum fluctuations during inflation. Recent measurements of the Cosmic Microwave Background (CMB) anisotropy [122,241,413,497] seem to rule out cosmic strings as the main source of the large-scale structure formation. They can, however, have other cosmological implications, such as the generation of magnetic fields, high-energy cosmic rays or baryogenesis. Further details on cosmic strings can be found, e.g., in [631,646].
10.6 Derrick theorem and defect stability

Derrick (or Derrick–Hobart) theorem provides a necessary condition under which topology can stabilize non-trivial stationary field configurations [201, 329]. The theorem is based on the analysis of the behavior of the energy functional under spatial rescaling of the fields representing candidate configuration. When there is no local minimum for the rescaled fields (i.e., there is no fundamental “soliton” scale) there are no stable and static field configurations. Though this type of a scaling argument can be applied in a broad field-theoretical context, we will consider, for simplicity, only real scalar fields in $k$ spatial dimensions. Let $\tilde{\phi}(x) = \{\tilde{\phi}_a(x)\}$ represent the time-independent, topologically non-trivial field configuration. The energy functional

$$E_1[\tilde{\phi}] = \frac{1}{2} \int d^k x \sum_a \nabla \tilde{\phi}_a \cdot \nabla \tilde{\phi}_a, \quad E_2[\tilde{\phi}] = \int d^k x \ V(\phi_a). \quad (10.113)$$

We require that $E_2[\tilde{\phi}]$ does not depend on derivatives of $\phi_a$ and that $E_2[\tilde{\phi}] \geq 0$. Now we define a one-parameter family of fields labeled by a parameter $\lambda \geq 0$: $\phi_\lambda(x) = \tilde{\phi}(\lambda x)$. For $\lambda < 1$, the rescaled configuration $\phi_\lambda(x)$ is more spread out while for $\lambda > 1$ it is more concentrated. By changing variables in the integrals in (10.113) we obtain

$$E[\phi_\lambda] = \lambda^{2-k} E_1[\tilde{\phi}] + \lambda^{-k} E_2[\tilde{\phi}]. \quad (10.114)$$

We require that

$$\left. \frac{dE[\phi_\lambda]}{d\lambda} \right|_{\lambda=1} = (2-k)E_1[\tilde{\phi}] - kE_2[\tilde{\phi}] = 0. \quad (10.115)$$

For $k > 2$, we see from Eq. (10.114) that $E[\phi_\lambda]$ decreases for increasing $\lambda > 1$. The field $\tilde{\phi}(x)$ is then unstable against collapse. The only possible stable configuration is the one with $E_1[\tilde{\phi}] = E_2[\tilde{\phi}] = 0$, which means that $\tilde{\phi}(x)$ is a constant field taking a value in the minimum of the potential. Such a field configuration is trivial having zero energy density
everywhere. Accordingly, there are no static, topologically non-trivial and space-dependent field configurations in space dimensions larger than two.

For $k = 2$, Eq. 10.115 implies that $E_2[\tilde{\phi}] = 0 \Rightarrow V(\tilde{\phi}_a) = 0$, i.e., the field $\tilde{\phi}(x)$ takes values in the minimum of $V$ for all $x$, but need not be constant. Such configurations are described by the Euler–Lagrange equation

$$\Delta \tilde{\phi}(x) = \left( \frac{\partial^2}{\partial^2 x} + \frac{\partial^2}{\partial^2 y} \right) \tilde{\phi}(x) = 0,$$

(10.116)

with the boundary conditions determined by the finite-energy condition, i.e., $E[\tilde{\phi}] < \infty$. When the field $\tilde{\phi}(x)$ is defined in the entire $\mathbb{R}^2$ then the finite energy condition can be conveniently written in polar coordinates as

$$E[\tilde{\phi}] = \sum_a \int_0^\infty \int_0^{2\pi} dr d\theta \frac{r^2}{\epsilon} \left[ \left( \frac{\partial \tilde{\phi}_a}{\partial r} \right)^2 + \left( \frac{1}{r} \frac{\partial \tilde{\phi}_a}{\partial \theta} \right)^2 \right] < \infty. \quad (10.117)$$

In particular, when $r$ is large the following asymptotic relations must hold

$$r \frac{\partial \tilde{\phi}_a}{\partial r} \sim \frac{1}{r^{\epsilon/2}}, \quad \frac{\partial \tilde{\phi}_a}{\partial \theta} \sim \frac{1}{r^{\epsilon/2}}, \quad \epsilon > 0. \quad (10.118)$$

Now, because $\tilde{\phi}(x)$ is a harmonic function and because it is bounded at the spatial infinity, Liouville theorem [354] ensures that $\tilde{\phi}(x)$ must be a constant over the whole plane $\mathbb{R}^2$. In order to evade this trivial solution in $k = 2$ one must introduce either subsidiary constraints on the fields (to circumvent Liouville theorem), or add, e.g., gauge fields (i.e., invalidate the simple structure (10.113)).

In definitive, only for $k = 1$, we can have stable non-trivial stationary field configurations. We also note that the Derrick theorem does not prohibit the existence of non-static solitons.

In the following we present a couple of applications of the Derrick theorem.

**Non-linear $O(3)$ $\sigma$ model in $2 + 1$ dimensions**

The $O(3)$ spin model in $2 + 1$ dimensions (known also as non-linear $O(3)$ $\sigma$ model) has three real scalar fields $\phi_a$ that are constrained to the unit circle

$$\phi_1^2 + \phi_2^2 + \phi_3^2 = 1,$$

(10.119)

and the Lagrangian

$$\mathcal{L} = \frac{1}{2} (\partial_\mu \phi) \cdot (\partial^\mu \phi). \quad (10.120)$$
The dot product means that the standard Euclidean metric in $\mathbb{R}^3$ is used.\(^6\) We saw above that static solitary solutions in $k = 2$ spatial dimensions are allowed provided appropriate constraints on the field manifold are imposed. The non-linear $O(3)$ $\sigma$ model provides an example of this type.

The field equation is obtained from the extremization of the functional

$$S_\alpha[\phi] = \frac{1}{2} \int d^3 x \left[ (\partial_\mu \phi) \cdot (\partial^\mu \phi) + \alpha(x)(\phi \cdot \phi - 1) \right]. \quad (10.121)$$

Here $\alpha$ is the Lagrange multiplier. The Euler–Lagrange equation reads

$$\partial_\mu \partial^\mu \phi - \alpha \phi = 0. \quad (10.122)$$

One can find the Lagrange multiplier by taking scalar product of (10.122) with $\phi$ and using the constraint (10.119). This gives

$$\alpha = \phi \cdot \partial_\mu \partial^\mu \phi, \quad (10.123)$$

which brings (10.122) to the form

$$\partial_\mu \partial^\mu \phi - (\phi \cdot \partial_\mu \partial^\mu \phi) \phi = 0. \quad (10.124)$$

The static-field configurations must thus fulfill the equation

$$\nabla^2 \phi - (\phi \cdot \nabla^2 \phi) \phi = 0 \quad (10.125)$$

and the energy functional has the form

$$E[\phi_\alpha] = \frac{1}{2} \int d^2 x (\partial_i \phi) \cdot (\partial_i \phi). \quad (10.126)$$

The index $i$ runs from 1 to 2. The lowest value of $E$ — i.e., ground state, is clearly zero. This can be reached only with a constant field configuration.

Due to its finite energy, the static soliton configurations must satisfy $\phi_\alpha |_{|x| \to \infty} = c_\alpha$ ($c$ is a constant unit vector). Because of the global $O(3)$ symmetry, we can choose the ground state configuration as $\phi_\alpha = \delta_{a3}$. The field $\phi(x)$ is a function that maps the two-dimensional space $xy$, into a vector $\phi$ in $O(3)$ isotopic space. Since at $|x| \to \infty$ the field $\phi_\alpha$ approaches $\delta_{a3}$, the $xy$-space is described by $S^2$ since the values of $\phi$ are at spatial infinity all identical (i.e., we replace $\mathbb{R}^2$ with a sphere, where infinity has been transformed into the north pole). In addition, since the isotopic space reduces also to a sphere $S^2$ (since $\phi \cdot \phi = 1$), the mapping from $xy$-space $S^2$ ($\cong \mathbb{R}^2 \cup \infty$) to isotopic space is classified by the homotopy group $\pi_2(S^2)$. According to the Bott–Tu theorem (cf. Appendix T) the topological charge

\(^6\)The space $\mathbb{R}^3$ of internal symmetry is also known as the isotopic space.
must be represented by elements of $\pi_2(S^2) \cong \mathbb{Z}$. An explicit formula for the topological charge (degree of mapping) is in this case

$$Q = \frac{1}{8\pi} \int d^2x \, \epsilon_{ik} \phi \cdot (\partial_i \phi \wedge \partial_k \phi).$$

(10.127)

This form is justified by realizing that an infinitesimal surface element $d\sigma_a$ in the isovector space $S^2$ is related to the surface element in the physical coordinate space $S^2 \cong \mathbb{R}^2 \cup \infty$ via

$$d\sigma_a = d^2\zeta \left( \frac{1}{2} \epsilon_{ik} \epsilon_{abc} \frac{\partial \phi_b}{\partial \zeta_i} \frac{\partial \phi_c}{\partial \zeta_k} \right).$$

(10.128)

Here $\{\zeta_1, \zeta_2\}$ are arbitrary local variables parametrizing $xy$-space.

The soliton solution can be found using a technique that is akin to the Bogomol’nyi trick (see Section 10.7). To this end we consider the inequality

$$\int d^2x [ (\partial_i \phi \pm \epsilon_{ij} \phi \wedge \partial_j \phi) \cdot (\partial_j \phi \pm \epsilon_{ik} \phi \wedge \partial_k \phi) ] \geq 0. $$

(10.129)

This is equivalent to

$$\int d^2x [ (\partial_i \phi) \cdot (\partial_i \phi) + \epsilon_{ij} (\phi \wedge \partial_j \phi) \cdot \epsilon_{ik} (\phi \wedge \partial_k \phi) ] \geq \pm 2 \int d^2x [ \epsilon_{ik} \phi \cdot (\partial_i \phi \wedge \partial_k \phi) ].$$

(10.130)

Using the vector identity $(a \wedge b) \cdot (c \wedge d) = (a \cdot c)(b \cdot d) - (a \cdot d)(b \cdot c)$, and the relation $\epsilon_{ij} \epsilon_{kl} = \delta_{jk} \delta_{il} - \delta_{il} \delta_{jk}$, we get that the two terms in the first integral in (10.130) are identical, and so

$$E \geq 4\pi |Q|. $$

(10.131)

This inequality is saturated only for self-dual solutions (cf. Eq. (10.129))

$$\partial_i \phi = \pm \epsilon_{ij} \phi \wedge \partial_j \phi. $$

(10.132)

The solution can be anticipated in the form of the Ansatz

$$\phi_3 = \cos f(r), \quad \phi_a = n_a \sin f(r), \quad a = 1, 2, $$

(10.133)

where $f(r)|_{r \to \infty} = 0$ and $n_a = x_a/r$. With this (10.132) turns into

$$\frac{df}{dr} = \pm \frac{1}{r} \sin f. $$

(10.134)

The solutions that are compatible with the boundary condition $\phi_a|_{|x| \to \infty} = \delta_{a3}$ exist only for “−” sign, in which case they read

$$f(r) = \pm 2 \arccos \frac{r}{\sqrt{r_0^2 + r^2}} = \pm 2 \arcsin \frac{r_0}{\sqrt{r_0^2 + r^2}}, $$

(10.135)
so that
\[ \phi_3 = \frac{r^2 - r_0^2}{r^2 + r_0^2}, \quad \phi_a = \pm 2 \frac{x_a r_0}{r^2 + r_0^2}, \quad a = 1, 2. \] (10.136)

The collective coordinate \( r_0 \) plays the role of soliton size. Other collective coordinates are related to constant spatial translation and rigid \( O(3) \) rotation. In this respect, both configurations in (10.136) are equivalent since they are related by \( O(3) \) rotation. By examining the value of the topological charge (10.127), we find that both configurations have the topological charge \( Q = -1 \). The \( Q = 1 \) soliton is obtained via the Ansatz
\[ \phi_3 = -\cos f(r), \quad \phi_a = n_a \sin f(r), \quad a = 1, 2, \] (10.137)
with \( f(r)|_{r \to \infty} = \pi \).

Since the above static solitons/antisolitons are finite energy configurations, they also represent finite Euclidean-action configurations in \( 1 + 1 \) dimensions — i.e., instantons. For this reason the static solitonic/antisolitonic solution Eq. (10.136) is often referred to as Belavin–Polyakov instanton [65].

**Pure Yang–Mills theory in 3 + 1 dimensions**

A further example is provided by pure Yang–Mills theory. We do not need to assume any particular dimension of spacetime. The Lagrange density reads
\[ \mathcal{L} = -\frac{1}{2} \text{Tr}(F_{\mu\nu} F^{\mu\nu}) = -\frac{1}{4} (F_{\mu\nu})^a (F^{\mu\nu})^a, \] (10.138)
where \( F_{\mu\nu} = T^a F_{\mu\nu}^a \), with \( T^a \) being the generator of the corresponding gauge group. In the Abelian case the internal index would be dropped. By setting the temporal gauge, i.e., \( A_0^a = 0 \), and considering only the static field configurations, we obtain the energy functional
\[ E[A_\lambda^a] = -\frac{1}{2} \int d^4x \text{Tr}(F_{ij} F_{ij}). \] (10.139)

We assume that \( \tilde{A}(x) \) is a stationary classical solution and define Derrick one-parameter family of fields
\[ A_\lambda(x) = \lambda \tilde{A}(\lambda x), \] (10.140)
where \( \lambda \geq 0 \). Note that, in comparison with scalar fields, there is an extra factor \( \lambda \) in front of \( \tilde{A} \). It ensures that the scaling behavior of the covariant
derivative of a scalar field multiplet $\phi$ is the same as in the case of the ordinary derivative. Indeed,

$$D_{\mu}^A \phi(x) = \partial_\mu \phi(x) + ieA_\mu^a(x)T^a \phi(x)$$

$$\rightarrow \quad D_{\mu}^A \phi_\lambda(x) = \partial_\mu \phi_\lambda(x) + ie(A_\mu^a)_{\lambda}(x)T^a \phi_\lambda(x)$$

$$= \lambda D_{\mu}^A \phi(\lambda x).$$  \hspace{1cm} (10.141)

A simple consequence of Derrick rescaling is that

$$F_{ij} = -ie^{-1}[D_i^A, D_j^A] \rightarrow (F_{ij})_\lambda = -ie^{-1}[D_i^A, D_j^A]$$

$$= \lambda^2 F_{ij},$$  \hspace{1cm} (10.142)

or $(F_{ij})_\lambda(x) = \lambda^2 \tilde{F}_{ij}(\lambda x)$. Inserting this into (10.139) we obtain

$$E[(A_i^a)_\lambda] = -\frac{1}{2} \int dk x \text{Tr}[(F_{ij})_\lambda(x)(F_{ij})_\lambda(x)]$$

$$= -\lambda^{4-k}\frac{1}{2} \int dk x \text{Tr}[(\tilde{F}_{ij}(x)\tilde{F}_{ij}(x))] = \lambda^{4-k} E[\tilde{A}_i^a].$$  \hspace{1cm} (10.143)

This directly implies that

$$\left. \frac{dE[(A_i^a)_\lambda]}{d\lambda} \right|_{\lambda=1} = (4-k)E[\tilde{A}_i^a].$$  \hspace{1cm} (10.144)

For the stationarity of $\tilde{A}_i^a$, the l.h.s. should be zero, which can happen only for $k = 4$. In the case when $k \neq 4$ one would need to have $E[\tilde{A}_i^a] = 0$ which can be fulfilled only by the constant vacuum solution $\tilde{F}_{ij}(x) = 0$.

Thus, in pure Yang–Mills theory in $3+1$ dimensions, Derrick theorem prohibits the existence of (classical) static solitons. However, if $k = 4$ then $E[(A_i^a)_\lambda]$ is scale-independent and non-trivial physical configurations may exist. Indeed, instantons of a pure Yang–Mills theory do exist in four Euclidean dimensions (see Section 10.9).

10.7 Bogomol’nyi bounds

Solitons can carry a topological charge $Q$ coming from the non-trivial boundary conditions. It is often possible to derive a lower bound on the energy $E$ of any field configuration in terms of topological charge. Such a bound depends on the field values at spatial infinity.

Let us consider a single scalar field in $1+1$ dimensions, for which, in the static case, the inequality holds (see Section 10.3):

$$\left( \frac{1}{\sqrt{2}} \phi' \pm \sqrt{V(\phi)} \right)^2 \geq 0.$$  \hspace{1cm} (10.145)
By expanding the square and integrating over space we obtain
\[ \int_{-\infty}^{\infty} dx \left( \frac{1}{2} (\phi')^2 + V(x) \right) \geq \mp \int_{-\infty}^{\infty} dx \sqrt{2V(\phi)} \phi'. \tag{10.146} \]
This implies that, for static field configurations, we have
\[ E[\phi] \geq \left| \int_{-\infty}^{\infty} dx \sqrt{2V(\phi)} \phi' \right| = \left| \int_{\phi_-}^{\phi_+} d\phi \sqrt{2V(\phi)} \right|, \tag{10.147} \]
with \( \phi_+ \equiv \phi(\infty) \) and \( \phi_- \equiv \phi(-\infty) \). For time-dependent field configurations, we have
\[ \frac{1}{2} (\dot{\phi})^2 + \left( \frac{1}{\sqrt{2}} \phi' \pm \sqrt{V(\phi)} \right)^2 \geq 0, \tag{10.148} \]
which leads to the same bound as in (10.147). By assuming that \( V(\phi) \geq 0 \) (this assumption is always legitimate) one can introduce the superpotential \( W(\phi) \) as
\[ V(\phi) = \frac{1}{2} \left( \frac{dW}{d\phi} \right)^2. \tag{10.149} \]
The bound (10.147) then becomes
\[ E[\phi] \geq |W(\phi_+) - W(\phi_-)| \]
\[ = \left| \frac{dW}{d\phi} \right|_{\phi \in [\phi_- \cdots \phi_+]} |\phi_+ - \phi_-| \propto |Q|. \tag{10.150} \]
\( Q \) is the topological charge. The second line follows from (10.147) and the definition of topological charge. The result (10.150) is known as Bogomol’nyi bound [116]. In general, such terminology denotes conditions that provide lower energy bounds solely in terms of topological data.

The saturation of the Bogomol’nyi bound (10.147) is achieved (cf. Eq. (10.148)) by a static configuration \( \dot{\phi} = 0 \) fulfilling one of the first order differential equations
\[ \phi'(x) = \pm \sqrt{2V(\phi(x))}. \tag{10.151} \]
Note that the solutions of the Bogomol’nyi equation (10.151) represent stationary points of the energy functional \( E[\phi] \), which implies that they are static solutions of the Euler–Lagrange field equation (10.16). Indeed, by taking the spatial derivative of both sides of Eq. (10.151), we obtain
\[ \phi'' = \pm \frac{1}{\sqrt{2V(\phi)}} \frac{dV}{d\phi} \phi' = \frac{dV(\phi)}{d\phi}. \tag{10.152} \]
Due to its first-order nature, the Bogomol’nyi equation often provides a very efficient tool for obtaining soliton solutions. Field configurations saturating the Bogomol’nyi bound are often known as BPS states, after Bogomol’nyi, Prasad and Sommerfield [526]. Bogomol’nyi bounds are often unaffected by quantum mechanical corrections. If a soliton attains the classical Bogomol’nyi bound it will do so also in the full quantum theory [8].

We now consider three applications of Bogomol’nyi bounds.

*The sine-Gordon system*

For the sine-Gordon system the Bogomol’nyi energy bound reads

$$E[\phi] \geq \left| \int_{2\pi N_2}^{2\pi N_1} d\phi \left( 2 \sin \frac{\phi}{2} \right) \right| = \left| -4 \cos \frac{\phi}{2} \right|_{0}^{2\pi} |N_2 - N_1| = 8|Q|. \quad (10.153)$$

$N_1, N_2 \in \mathbb{Z}$ and $Q$ is the topological charge of Section 10.3.1. The inequality (10.153) is saturated when $\phi$ solves one of the Bogomol’nyi equations

$$\phi'(x) = \pm 2 \sin \left( \frac{\phi(x)}{2} \right). \quad (10.154)$$

These are the (scaled) kink and antikink solutions given in Section 10.3.1.

It should be noted that the general solution of the Bogomol’nyi equation corresponds to a kink/antikink with $|Q| = 1$. So, in particular, there are no multi-kink solutions of the Bogomol’nyi equation.

Note that while static multi-soliton solutions do not exist in the sine-Gordon system, time-dependent multi-soliton solutions do exist and they describe the scattering of two or more kinks/antikinks. Multi-kink solutions can be generated via Bäcklund transformations (see Appendix S).

*The $\lambda \phi^4$ system*

In the case of $\lambda \phi^4$ theory the Bogomol’nyi energy bound is given by

$$E[\phi] \geq \int_{\phi_-}^{\phi_+} d\phi \sqrt{\frac{\lambda}{2}} \left( \phi^2 - \frac{m^2}{\lambda} \right) = \left| \sqrt{\frac{\lambda}{2}} \left[ \frac{\phi^3}{3} - \frac{m^2 \phi}{\lambda} \right]_{\phi_-}^{\phi_+} \right|$$

$$= \sqrt{\frac{2}{3}} \frac{m^2}{\lambda} |\phi_+ - \phi_-| = \frac{4m^3}{3\lambda \sqrt{2}} |Q|, \quad (10.155)$$

where we have used the fact that $\phi_{\pm} = \{-m/\sqrt{\lambda}, m/\sqrt{\lambda}\}$ (cf. Section 10.3.2) and so $\phi_\pm^3 = m^2/\lambda$. Since both kink and antikink have $|Q| = 1$, 

their Bogomol’nyi bound is \( E \geq \frac{4m^3}{\lambda \sqrt{2}} \). The inequality (10.155) is saturated when one of the Bogomol’nyi equations

\[
\phi'(x) = \pm \sqrt{\frac{\lambda}{2}} \left( \phi^2(x) - \frac{m^2}{\lambda} \right),
\]

is fulfilled. It is easy to see that the solution of Eq. (10.156) is indeed the kink/antikink solution presented in Section 10.3.2 and the energy of saturation (10.155) coincides with the energy (10.37).

**Bogomol’nyi–Prasad–Sommerfield SO(3) monopoles**

In Section 10.4.2 we obtained the “hedgehog” monopole solution in the form of the Ansatz without being able to solve the equations for \( f \) and \( h \) analytically. There is, however, one particular case in which the monopole solution of the SO(3) Georgi–Glashow model can be found explicitly. This happens when the coupling constant \( g \) approaches 0. In this so-called Bogomol’nyi–Prasad–Sommerfield (BPS) limit, one may apply the Bogomol’nyi trick and cast the energy functional into the form (cf. Eq. (10.66))

\[
E[F_{\mu \nu}, \phi] = \int d^3 x \left[ \frac{1}{2} B_i^a B_i^a + \frac{1}{2} (D_i \phi)^a (D_i \phi)^a \right],
\]

where we have defined \( B_i^a = \frac{1}{2} \epsilon_{ijk} F_{jk}^a \). The information about the original \( g \) and hence about the structure of the Higgs potential is still encoded in the boundary condition

\[
(\phi \cdot \phi)|_{x \rightarrow \infty} = v^2.
\]

Since

\[
\int d^3 x \ (B_i^a \pm (D_i \phi)^a)^2 \geq 0,
\]

we can write

\[
E[F_{\mu \nu}, \phi] \geq \left| \int d^3 x \ B_i^a (D_i \phi)^a \right|,
\]

which saturates only when \( B_i^a = \pm (D_i \phi)^a \). To cast Eq. (10.160) into Bogomol’nyi form, we should show that the r.h.s. is proportional to a topological charge. This can be seen by using the fact that

\[
\int d^3 x B_i^a (D_i \phi)^a = \oint_{S^2} d^2 \sigma_i \ B_i^a \phi^a - \int d^3 x \phi^a (D_i B_i)^a = \oint_{S^2} d^2 \sigma_i \ B_i^a \phi^a.
\]

7 The second term is zero due to the Bianchi identity \((D_\nu F^{\mu \nu})^a = \frac{1}{2} \epsilon^{\mu \nu \alpha \beta} (D_\nu F_{\alpha \beta})^a = 0\). By setting \( \mu = 0 \) we obtain \( \frac{1}{2} \epsilon_{ijk} (D_i F_{jk})^a = (D_i B_i)^a = 0 \).
Using 't Hooft gauge invariant field strength $F_{\mu\nu}$ (cf. Eq. (10.77)), we write

$$E[F_{\mu\nu}, \phi] \geq \oint_{S^2_\infty} d^2\sigma \epsilon_{ijk} F_{jk} = \frac{4\pi v}{e} |n|. \quad (10.162)$$

Here $|n| \in \mathbb{N}_+$ represents the number of 't Hooft–Polyakov elementary magnetic charges. $n$ is the topological charge (see Section 10.4.2).

The solution of the Bogomol’nyi equation

$$B^a_i = \pm (D_i \phi)^a, \quad (10.163)$$

is again assumed in the form of the Ansatz (10.74). In this case we have

$$(D_i \phi)^a = \frac{\delta^a - n^a}{r} \nu f + n^a v f', \quad (10.164a)$$

$$B^a_i = \frac{1}{2} \epsilon_{ijk} F^a_{jk} = \frac{\delta^a - n^a}{er} h' - \frac{n^a v}{er^2} (1 - h^2), \quad (10.164b)$$

and so the Bogomol’nyi equation (10.163) leads to two coupled equations

$$h' = \pm ev fh, \quad f' = \mp \frac{1}{e vr^2} (1 - h^2). \quad (10.165)$$

Performing the change of the variable $r = \zeta/e v$ and setting $f = F \pm 1/\zeta$, $h = \pm \zeta H$, we can cast the previous equations into a more convenient form

$$H'(\zeta) = \pm F(\zeta) H(\zeta), \quad F'(\zeta) = \pm H^2(\zeta), \quad (10.166)$$

from which we have

$$H^2' = \pm 2 F H^2, \quad (F^2)' = \pm 2 F H^2$$

$$\Rightarrow \quad H^2 = -1 + F^2 \quad \Rightarrow \quad F' = \pm (F^2 - 1),$$

$$\Rightarrow \quad F(\zeta) = \mp \coth(\zeta), \quad H(\zeta) = \pm \csch(\zeta). \quad (10.167)$$

However, only the lower-sign solutions fulfil the corresponding boundary conditions from Section 10.4.2. The analytic solution of (10.165) is thus

$$f(r) = \coth(\zeta) - \frac{1}{\zeta}, \quad h(r) = \zeta \csch(\zeta), \quad \zeta = ev. \quad (10.168)$$

By inserting the above solutions into $E[F_{\mu\nu}, \phi]$, one obtains the topological charge $n = 1$. Proceeding as in the 't Hooft–Polyakov case, one finds that the magnetic charge of the BPS $SO(3)$ monopole is $4\pi/e$. Note that from Eq. (10.66) the masses of the scalar and vector excitations are $m_s^2 = g v^2$ and $m_v^2 = e^2 v^2$. So the BPS limit might be viewed as a case where $m_v \gg m_s$.

---

8In order to prevent confusion with magnetic charge, we will denote in this subsection the topological charge as $n$ and not $Q$. 
10.8 Non-topological solitons

Let us briefly discuss non-topological solitons [414, 415]. For these the stabilization mechanism is *not* provided via conservation of some topological charge, but instead via conservation of a Noether charge. Non-topological solitons approach the physical vacuum asymptotically. In contrast to topological solitons, non-topological solitons may exist in any space dimension [266, 267] and do not require SSB [414]. They are also known as \( Q \)-balls [166], to emphasize the stabilizing role played by the Noether charge \( Q \).

An example of non-topological soliton is provided by the Lee (also Friedberg–Lee) phenomenological model of strong interactions [266, 267], where hadrons appear as non-topological solitons. We consider a 1 + 1-dimensional toy system that consists of one real scalar field \( \phi \) and one complex field \( \psi \), with Lagrangian density:

\[
\mathcal{L} = \frac{1}{2} \left( \partial_\mu \phi \right)^2 - V(\phi) + \left( \partial_\mu \psi^* \right) \left( \partial^\mu \psi \right) - \lambda^2 \phi^2 |\psi|^2 ,
\]

where

\[
V(\phi) = \frac{m_\phi^2}{2} (\phi - v)^2 ,
\]

and \( m_\phi, v, \lambda > 0 \).

The ground state configuration is determined by the energy functional:

\[
E[\phi, \psi, \psi^*] = \int dx \ T^{00}(\phi, \psi, \psi^*) \]

\[
= \int dx \left( \frac{1}{2} \left( \partial_t \phi \right)^2 + \frac{1}{2} \left( \partial_x \phi \right)^2 + |\partial_t \psi|^2 + |\partial_x \psi|^2 + V(\phi) + \lambda^2 \phi^2 |\psi|^2 \right) .
\]

\( E[\phi, \psi, \psi^*] \) acquires the unique (unbroken) ground state at the \((t,x)\)-independent field configuration

\[
\phi = v \quad \text{and} \quad \psi = 0 .
\]

The Lagrangian (10.169) is invariant under the global \( U(1) \) symmetry:

\[
\phi(x) \rightarrow \phi(x), \quad \psi(x) \rightarrow e^{-i\theta} \psi(x), \quad \psi^*(x) \rightarrow e^{i\theta} \psi^*(x) ,
\]

and thus possesses the conserved Noether charge:

\[
Q = i \int dx \ (\psi^* \partial_t \psi - \psi \partial_t \psi^*) = 2 \Im m \int dx \ \psi \partial_t \psi^* .
\]

The ground state configuration (10.172) is also invariant under the \( U(1) \) phase transformation (10.173) and so there is no SSB.
Consider the case of fields whose amplitudes are small in the large time limit and thus for $t \to \infty$, in the energy functional we retain only quadratic modes corresponding to linear perturbations around the vacuum configuration: $\eta(x) = \phi(x) - v$. One therefore has

$$E[\eta, \psi, \psi^*] = \lim_{t \to \infty} \int dx \left( \frac{1}{2} (\partial_t \eta)^2 + \frac{1}{2} (\partial_x \eta)^2 + |\partial_t \psi|^2 + |\partial_x \psi|^2 + \frac{m_\eta^2}{2} \eta^2 + m_\psi^2 |\psi|^2 \right),$$

with $m_\psi = \lambda v$ and $m_\eta = m_\phi$. By applying the relation $(\Im m(z))^2 \leq |z|^2$ together with Cauchy–Schwarz inequality we obtain

$$Q^2 \leq 4 \left( \int dx \psi^* \partial_t \psi \right)^2 \leq 4 \left( \int dx |\psi|^2 \right) \left( \int dx |\partial_t \psi|^2 \right),$$

which obviously holds for all times (so also at $t \to \infty$). Because all terms in the integrand (10.175) are positive, the inequality (10.176) implies that field configurations satisfy

$$E^2 \geq \left[ \int dx (|\partial_t \psi|^2 + m_\psi^2 |\psi|^2) \right]^2 \geq 4 \left( \int dx |\partial_t \psi|^2 \right) \left( \int dx m_\psi^2 |\psi|^2 \right),$$

or equivalently

$$Q^2 \leq E^2/m_\psi^2 \quad \Rightarrow \quad E \geq m_\psi |Q| = \lambda v |Q|.$$

Now we show that it is possible to construct non-singular field configurations that violate the inequality (10.177) and yet conserve the charge (10.174). When such solutions correspond to field configurations with minimal energy, they represent absolutely stable solutions — $Q$ balls. To obtain these configurations we consider a trial static $\phi$ field with the spatial profile

$$\phi(t, x) = \begin{cases} 0, & \text{for } x \in [-L/2, L/2] \\ v, & \text{otherwise}. \end{cases} \quad (10.178)$$

Here $L$ denotes the size of the region where the energy density of the $\phi$ field is localized. For simplicity, we assume that $L$ is sufficiently large so that the energy from the transient region (wall) can be neglected. The energy associated with $\phi$ is then

$$E[\phi] = \int_{-L/2}^{L/2} dx \left( \frac{1}{2} (\partial_t \phi)^2 + V(\phi) \right) = LV(\phi(t, 0)) = L \frac{m_\phi^2}{2} v^2. \quad (10.179)$$

\footnote{In the context of $Q$-balls this profile is known as the thin-wall approximation [166].}
We now wish to minimize the energy functional (10.171) with respect to
the field $\psi$, under the condition that the charge $Q$ is fixed and $\phi$ is given
by Eq. (10.178). This can be achieved by minimizing the functional
\[
E_\omega[\psi, \psi^*] = E[\psi, \psi^*] + \omega \left[ Q - i \int dx \left( \psi^* \partial_t \psi - \psi \partial_t \psi^* \right) \right]
\]
\[
= \int dx \left[ |\partial_t \psi + i\omega \psi|^2 + |\partial_x \psi|^2 + (X^2 \phi^2 - \omega^2)|\psi|^2 \right] + \omega Q. \tag{10.180}
\]
Here $\omega$ is a Lagrange multiplier. Since the first term in $E_\omega$ is positive,
minimizing of this term implies $\psi(t, x) = e^{-i\omega t}X(x)$, while minimizing of
the remaining part of $E_\omega$ yields the differential equation for $X$ in the form
\[
\frac{d^2 X}{dx^2} + (\omega^2 - \lambda^2 \phi^2)X = 0. \tag{10.181}
\]
The function $X$ fulfils the Noether charge normalization condition
\[
Q = i \int dx \left( X(-i\omega)X - X(i\omega)X \right) = 2\omega \int dx X^2. \tag{10.182}
\]
Finding $\omega$ is thus identical to solving the energy spectrum of a particle
in a square potential well of size $L$. So we can immediately write $\omega = n\pi/L, \ n = 1, 2, \ldots$. The normalization condition (10.182) ensures that $X$
decreases exponentially outside the potential well. The reader may notice
that $Q > 0$ for the $X$ configuration.

For this minimizing configuration the energy $E[\psi, \psi^*]$ reads
\[
E[\psi, \psi^*] = \int dx \left( |\partial_t \psi|^2 + |\partial_x \psi|^2 + \lambda^2 \phi^2 |\psi|^2 \right)
\]
\[
= \int dx \left( \omega^2 X^2 - X(\partial_x^2 - \lambda^2 \phi^2)X \right) + [X \partial_x X]_{x = -\infty}^{x = \infty}
\]
\[
= 2\omega^2 \int dx X^2 = \omega Q = \frac{n\pi Q}{L}, \tag{10.183}
\]
which is smallest for the $X$ configuration with $n = 1$. We thus see that at
fixed $L$ the minimal total energy for the considered field configurations is
\[
E = E[\phi] + E[\psi, \psi^*] = \frac{m_\phi^2}{2} \phi^2 + \frac{\pi Q}{L}. \tag{10.184}
\]
So far we have not yet fixed $L$. We can now demand that $L$ is chosen so as to minimize $E$. This happens at
\[
L = \frac{\sqrt{2\pi Q}}{m_\phi v}. \tag{10.185}
\]
The corresponding minimal energy is then

\[ E = E \left( L = \sqrt{\frac{2\pi Q}{m_\phi v}} \right) = m_\phi v \sqrt{2\pi Q}. \]  

(10.186)

Comparing (10.186) with (10.177) we see that for sufficiently large \( Q \) the charge dominates over its square root and the inequality (10.177) is violated.

Note that the above configurations are indeed localized since the field \( \phi(t, x) \) (cf. (10.178)) approaches rapidly its vacuum value at spatial infinity and \( \psi(t, x) \) tends exponentially to its vacuum value (i.e., zero) for \( |x| \to \infty \).

Non-topological solitons can arise in many models where there is a Noether charge conservation and where the corresponding symmetry is not spontaneously broken. The higher-dimensional analogue of (10.178) has the spherically symmetric form [166]:

\[ \phi(t, x) = \phi(r) = \theta(r - L)v. \]

The spherical symmetry together with the conserved \( Q \) is the actual historical reason for the name “\( Q \)-ball”.

As yet, it is not known whether \( Q \)-balls play any relevant role in physics. It has been theorized that dark matter might consist of \( Q \)-balls [268, 400] and that \( Q \)-balls might play a role in baryogenesis [203, 222]. It is also believed that \( Q \)-balls generically arise in supersymmetric field theories [399].

10.9 Instantons and their manifestations

One of the consequences of the Derrick–Hobart theorem is that a pure Yang–Mills theory does not allow for static solitons except in 4 spatial dimensions (cf. Section 10.6). However, the Yang–Mills theory in 4 Euclidean dimensions supports soliton solution. This is because static solitons in the 1 + 4 Minkowskian Yang–Mills theory involve only the spatial coordinates, i.e., the four-dimensional Euclidean subspace. The only difference with 1 + 4-dimensional static solitons is that, instead of the finite energy functional \( E[A_\mu] \), one requires that the Euclidean action itself should be finite. The corresponding soliton solutions are called instantons. They represent finite-action topological soliton solutions to the Euclidean equations of motion. The name instanton derives from the fact that these solitons are localized in space and at a specific instance in time. Their presence signals the possibility of tunneling between degenerate vacua and reveals a non-trivial vacuum structure of the non-Abelian Yang–Mills theories [131, 348].
**Yang–Mills instantons**

The instanton solution\(^{10}\) was found in the context of the \(SU(2)\) Yang–Mills theory [66]. We will discuss such a solution as an example of Yang–Mills instanton. We start by observing that in Euclidean theories, the real time \(t\) is substituted, via Wick rotation, by the imaginary time \(\tau\): \(t \rightarrow -i\tau\). In such a case, \(S \rightarrow iS_E\) with \(S_E(\mathbf{A}_\mu, \phi, \tau) = S(i\mathbf{A}_0, \mathbf{A}_i, \phi, -i\tau)\) and \(\phi\) representing remaining non-gauge fields. In particular, for the pure Yang–Mills theory the Euclidean Yang–Mills action integral reads

\[
S_E[\mathbf{A}_\mu] = \frac{1}{2} \int d^4x \, Tr(\mathbf{F}_{\mu\nu}\mathbf{F}^{\mu\nu}) = \frac{1}{2} \int d^4x \, Tr(\mathbf{F}_{\mu\nu}\mathbf{F}_{\mu\nu}),
\]

(10.187)

where the Euclidean field strength is given by the standard expression,

\[
\mathbf{F}_{\mu\nu} = \partial_\mu \mathbf{A}_\nu - \partial_\nu \mathbf{A}_\mu + ie[\mathbf{A}_\mu, \mathbf{A}_\nu].
\]

(10.188)

Note that the action (10.187) is non-negative — due to our normalization \(Tr(T_a, T_b) = \frac{1}{2} \delta_{ab}\) — and is equivalent to the energy functional for a static field. Let us now define the Hodge dual field strength \(*\mathbf{F}_{\mu\nu}\) as

\[
*\mathbf{F}_{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\alpha\beta} \mathbf{F}^{\alpha\beta},
\]

(10.189)

with \(\epsilon_{\mu\nu\alpha\beta}\) the totally skewsymmetric tensor and \(\epsilon_{0123} = 1\). We will utilize the Bogomol’nyi trick of Section 10.7 and consider the inequality

\[
Tr(\mathbf{F}_{\mu\nu} \pm *\mathbf{F}_{\mu\nu})^2 \geq 0,
\]

(10.190)

together with the identity

\[
*\mathbf{F}_{\mu\nu} *\mathbf{F}_{\mu\nu} = \mathbf{F}_{\mu\nu} \mathbf{F}_{\mu\nu} = \mathbf{F}_{\mu\nu} \mathbf{F}^{\mu\nu} = *\mathbf{F}_{\mu\nu} *\mathbf{F}^{\mu\nu}.
\]

(10.191)

The latter is a simple consequence of the fact that

\[
\epsilon_{\mu\nu\sigma\delta} \epsilon_{\mu\nu\alpha\beta} = 2 (\delta_{\sigma\beta} \delta_{\alpha\delta} - \delta_{\sigma\delta} \delta_{\alpha\beta}).
\]

(10.192)

From Eqs. (10.190)–(10.191) we have the inequality

\[
Tr(\mathbf{F}_{\mu\nu} \mathbf{F}^{\mu\nu}) \geq \pm Tr(\mathbf{F}_{\mu\nu} *\mathbf{F}^{\mu\nu}),
\]

(10.193)

which saturates only when \(\mathbf{F}_{\mu\nu} = \pm *\mathbf{F}_{\mu\nu}\). Thus the Yang–Mills Euclidean action fulfils

\[
S_E[\mathbf{A}_\mu] \geq \frac{1}{2} \left| \int d^4x \, Tr(\mathbf{F}_{\mu\nu} *\mathbf{F}^{\mu\nu}) \right|.
\]

(10.194)

\(^{10}\)In their 1975 paper, Belavin et al. called the instanton solution pseudoparticle. The name instanton was coined by ’t Hooft.
Similarly as in the Minkowski case, the lower bound in the Bogomol’nyi inequality (10.194) is proportional to a topological charge. The latter is known in mathematics as the second Chern number or the Pontryagin number; physicists call it the instanton number or the topological number/index/charge. Note that Tr ($F_{\mu\nu}^*F^{\mu\nu}$) is a total derivative. Indeed,
\[
\text{Tr} (F_{\mu\nu}^*F^{\mu\nu}) = \frac{1}{2} \epsilon_{\mu\nu\alpha\beta} \text{Tr} (F_{\mu\nu}F_{\alpha\beta})
\]
\[
= 2 \epsilon_{\mu\nu\alpha\beta} \text{Tr} ((\partial_{\mu} A_{\nu} + ie A_{\mu} A_{\nu}) (\partial_{\alpha} A_{\beta} + ie A_{\alpha} A_{\beta}))
\]
\[
= 2 \epsilon_{\mu\nu\alpha\beta} \text{Tr} (\partial_{\mu} A_{\nu} \partial_{\alpha} A_{\beta} + ie 2 A_{\mu} A_{\nu} \partial_{\alpha} A_{\beta})
\]
\[
= 2 \partial_{\alpha} \epsilon_{\alpha\beta\mu\nu} \text{Tr} (A_{\beta} \partial_{\mu} A_{\nu} + ie \frac{2}{3} A_{\beta} A_{\mu} A_{\nu})
\]
\[
= 2 \partial_{\alpha} K_\alpha, \quad (10.195)
\]
where on the third line we have used the cyclic property of trace to eliminate the $A_{\mu} A_{\nu} A_{\alpha} A_{\beta}$ term. It is easy to see that $K_\alpha$ can also be written as
\[
K_\alpha = \frac{1}{2} \epsilon_{\alpha\beta\mu\nu} \text{Tr} (F_{\mu\nu} A_{\beta} - ie \frac{2}{3} A_{\beta} A_{\mu} A_{\nu}). \quad (10.196)
\]

$K_0$ is also known as the (three-dimensional) Chern–Simons term. Using Eq. (10.195), the integral on the r.h.s. of the Bogomol’nyi inequality (10.194) can be rewritten in the form
\[
\int d^4x \text{Tr} (F_{\mu\nu}^*F^{\mu\nu}) = 2 \int d^4x \partial_\alpha K_\alpha = 2 \oint_{S_3^\infty} d^3\sigma_\alpha K_\alpha. \quad (10.197)
\]
Since the action $S_E$ is finite, the field strength $F^a_{\mu\nu}$ vanishes as $1/r^{2+\epsilon}$, $\epsilon > 0$ in the surface integral over the remote 3-sphere $S^3_\infty$. This means that
\[
A_\mu (x)|_{|x|\to\infty} = -ie^{-1}g(x)\partial_\mu g^{-1}(x), \quad (10.198)
\]
i.e., $A_\mu (x)$ is a pure gauge potential on the boundary of Euclidean four-space. Here $g(x)$ belongs to the gauge group $G$. In this way, any gauge field configuration with finite Euclidean action defines a map $g : S^3_\infty \to G$. Such maps are classified topologically by the homotopy group $\pi_3(G)$. Since for any simple compact Lie group one has $\pi_3(G) = \mathbb{Z}$ (cf. Appendix T), the field configurations can be divided into disjoint equivalence classes, enumerated by elements of $\pi_3(G)$, which, therefore, classify finite-action field configurations; in fact they are the only gauge invariant information determined by the asymptotic field behavior (10.198).
Homotopy index for the SU(2) Y–M instantons

In the SU(2) case, Tr (F_{\mu\nu}^* F^{\mu\nu}) is related to the homotopy index. Indeed, substitute (10.198) into Eq. (10.197) and use Eq. (10.196) with F_{\mu\nu} = 0, then

\[ \int d^4x \, Tr(F_{\mu\nu}^* F^{\mu\nu}) = \frac{2}{3e^2} \int_{S^3_\infty} d^3\sigma_\alpha \epsilon_{\alpha\beta\mu\nu} Tr(g \partial_\beta g^{-1} g \partial_\mu g^{-1} g \partial_\nu g^{-1}) \]

\[ = \frac{16\pi^2}{e^2} Q, \quad (10.199) \]

where the quantity Q is defined as

\[ Q = \frac{1}{24\pi^2} \int_{S^3_\infty} d^3\sigma_\alpha \epsilon_{\alpha\beta\mu\nu} Tr(g \partial_\beta g^{-1} g \partial_\mu g^{-1} g \partial_\nu g^{-1}). \quad (10.200) \]

Q is the sought homotopy index. Eq. (10.199) depends entirely on the group element g(x) and not on the details of the field configuration at some finite x. In the SU(2) case one can parametrize any g : S^3_\infty \rightarrow SU(2) as

\[ g(n) = y_0(n) I + i y_i(n) \sigma_i, \quad n \in S^3_\infty, \quad (10.201) \]

where \( \sigma_i \) are the Pauli matrices. Unitarity of g ensures that \( y_\alpha \in \mathbb{R} \) and det(g) = 1 implying \( y_\alpha y_\alpha = 1 \), so the group SU(2) represents geometrically \( S^3 \). The standard normalized group (Haar) measure on SU(2) is

\[ d\mu(g) = \frac{1}{24\pi^2} \int_{S^3} d^3\sigma_\alpha \epsilon_{\alpha\beta\mu\nu} Tr(g \partial_\beta g^{-1} g \partial_\mu g^{-1} g \partial_\nu g^{-1}) \]. \quad (10.202) \]

Indeed, under the left/right multiplication by fixed elements \( g_1, g_2 \in SU(2) \) we have \( d\mu(g) = d\mu(g_1 g) = d\mu(g g_2) = d\mu(g_1 g g_2) \). In addition, because \( SU(2) \times SU(2)/\mathbb{Z}_2 \cong SO(4) \), the identity \( d\mu(g) = d\mu(g_1 g g_2) \) implies that \( d\mu(g) \) is rotationally invariant. The normalization factor 1/24\pi^2 is chosen so that when \( S^3_\infty \) wraps onto \( SU(2) \) once then \( Q = 1 \). To check the normalization factor we choose \( y_\alpha = n_\alpha = x_\alpha/|x| \). In such a case we map every point from \( S^3_\infty \) on the corresponding point at the same polar angle on \( SU(2) \) and thus \( S^3_\infty \) wraps only once onto \( SU(2) \). This allows us to write

\[ 1 = c \int_{S^3} d^3\sigma_\alpha \epsilon_{\alpha\beta\mu\nu} Tr(g \partial_\beta g^{-1} g \partial_\mu g^{-1} g \partial_\nu g^{-1}) \]

\[ = c \int_{S^3} d^3\sigma_\alpha \frac{\epsilon_{\alpha\beta\mu\nu}}{|x|^3} n_\alpha Tr(s_\beta s^\dagger_\mu s^\dagger_\nu) = c \int_{S^3} d^3\sigma_\alpha \frac{12 n_\alpha}{|x|^3} \]

\[ = c \int_{S^3} d^3\sigma_\alpha 12 x_\alpha = c \int_V dV 12 \partial_\alpha x_\alpha \]

\[ = -2\pi^2 \int_0^1 dr 48 r^3 = c 24\pi^2, \quad (10.203) \]
which shows that the proportionality factor $c$ is indeed $1/24\pi^2$. In Eq. (10.203) we have used $s_\alpha = (1, i\sigma_1, i\sigma_2, i\sigma_3)$ and $dV = r^2 d\Omega dr$ (with $d\Omega$ representing the surface element of the unit sphere $S^3$). In general, the sphere $S^3_\infty$ can cover the gauge group $SU(2)$ more than once. In such a case, $Q$ will be an integer counting how many times $S^3$ wraps around $SU(2)$. This is precisely what $\pi_3(SU(2))$ homotopy index ought to do. Other simple gauge groups can be studied in a similar way. The general proof of Eq. (10.200) is, however, more complicated and we shall not pursue it here. The corresponding analysis can be found, for instance, in [532].

The importance of $Q$ is that it is integer-valued when $S_E[A_\mu]$ is finite. This happens when the field strength $F_{\mu\nu}$ decreases to zero sufficiently rapidly as $|x| \to \infty$. Taking into account the results (10.194) and (10.199) we can finally cast the Bogomol'nyi inequality (10.194) into the form

$$S_E[A_\mu] \geq \frac{8\pi^2}{e^2} |Q|.$$  \hfill (10.204)

As in the soliton case, the r.h.s. of the Bogomol'nyi inequality (10.204) is not merely a lower bound but it is a global minimum. This is a simple consequence of Eq. (10.190). From the inequality (10.204) we see that, in a given topological sector, the solution to the field equations that minimizes $S_E$ has either a self-dual or anti-self-dual field strength, i.e.,

$$F_{\mu\nu} = \pm F_{\mu\nu},$$  \hfill (10.205)

where “+” corresponds to $Q > 0$ (instanton configuration) while “−” corresponds to $Q < 0$ (anti-instanton configuration), cf. Eq. (10.199). Note that (anti-)self-duality is a gauge invariant property, even though $F_{\mu\nu}$ itself is not. It is also worth stressing that a solution to the (anti-)self-duality equations must necessarily solve the Euler–Lagrange equations of motion since it minimizes the action in a given topological sector. In fact, since $D_\mu * F_{\mu\nu}$ vanishes identically due to the Bianchi identity, we obtain that $F_{\mu\nu}$ fulfills the Euler–Lagrange equation $D_\mu F_{\mu\nu} = 0$.

**One-instanton/anti-instanton solution**

We now consider the one-instanton solution of self-duality Eq. (10.205). The index $Q = 1$ is obtained whenever the mapping $g$: $S^3_\infty \to SU(2)$ is such that $S^3_\infty$ wraps once around $SU(2)$ and the Jacobian has a positive signature. We have seen that one of the simplest choices for such $g$ is

$$g(n) = n_\alpha s_\alpha, \quad n_\alpha = \frac{x_\alpha}{|x|}, \quad s_\alpha = (1, i\sigma_1, i\sigma_2, i\sigma_3).$$  \hfill (10.206)
This implies that the gauge potential has the asymptotic form

\[ A_\mu(x)|_{|x|\to\infty} = \frac{1}{ie} g(x) \partial_\mu g^{-1}(x) = \frac{s_\alpha s_\beta^\dagger}{|x|} n_\beta n_\mu - \frac{\delta_\beta \delta_\mu}{|x|} n_\alpha. \]  

Result (10.207) may be further simplified with the help of the 't Hooft symbol [596] (or \(\eta\)-symbol) which is defined as

\[ \eta_{\alpha\mu\nu} \equiv \epsilon_{\alpha\mu\nu} + \delta_\alpha \delta_\mu \delta_\nu - \delta_{\alpha\mu} \delta_\nu - \delta_{\alpha\nu} \delta_\mu \delta_\nu. \]  

Note that for the fixed \(a\) the 't Hooft tensor is self-dual, i.e.,

\[ \eta_{\alpha\mu\nu} = \frac{1}{2} \epsilon_{\alpha\mu\nu} \eta_{\alpha\beta}, \]  

and it is antisymmetric in \(\mu,\nu\) and it obeys the relations

\[ s_\alpha s_\beta^\dagger = \delta_\alpha \delta_\beta + \frac{1}{2} \epsilon_{\alpha\mu\nu} \eta_{\alpha\beta}, \]

\[ \epsilon_{\alpha\beta\gamma} \eta_{\alpha\mu\nu} = \delta_\alpha \eta_{\mu\nu} - \delta_\beta \eta_{\mu\gamma} + \delta_\mu \eta_{\alpha\beta\nu} - \delta_\nu \eta_{\alpha\beta\mu} - \delta_\beta \eta_{\alpha\nu\mu} - \delta_\nu \eta_{\alpha\beta\mu}. \]

Inserting (10.210) into (10.207), we find that

\[ A_\mu(x)|_{|x|\to\infty} = e^{-1} \eta_{\alpha\alpha\mu} \frac{\sigma_a x_\alpha}{x^2}. \]

The strategy now is to make a suitable Ansatz for \(A_\mu(x)\), and then check that it solves the self-duality equation. The asymptotic behavior (10.213) suggests that the full one-instanton solution can be assumed as

\[ A_\mu(x) = e^{-1} \eta_{\alpha\alpha\mu} \frac{\sigma_a x_\alpha}{x^2} \phi(|x|), \]  

where \(\phi(x)\) is some regular function with the asymptotic conditions \(\phi_{|x|\to\infty} = 1\) and \(\phi_{|x|\to0} = O(|x|)\). Substituting (10.214) into \(F_{\mu\nu}\) yields

\[ F_{\mu\nu}(x) = e^{-1} 2 \sigma_a \eta_{\alpha\mu\nu} \phi(1 - \phi) \frac{x_\alpha}{x^2} - e^{-1} \sigma_a x_\alpha \left( (\eta_{\alpha\alpha\mu} - \eta_{\alpha\alpha\nu} x_\nu) \left( 2 \phi(1 - \phi) \frac{x_\nu}{x^2} - \phi' \frac{x}{|x|} \right) \right). \]  

Here we have used the relation (10.211). In order to solve the self-duality equation \(F_{\mu\nu} = *F_{\mu\nu}\) we need \(*F_{\mu\nu}\). This can be easily obtained with the help of (10.189) and (10.212). One then finds

\[ *F_{\mu\nu}(x) = e^{-1} \sigma_a \eta_{\mu\alpha\nu} \frac{\phi'}{|x|} - e^{-1} \sigma_a x_\alpha \left( (\eta_{\alpha\alpha\mu} - \eta_{\alpha\alpha\nu} x_\nu) \left( 2 \phi(\phi - 1) \frac{x_\nu}{x^2} - \phi' \frac{x}{|x|} \right) \right). \]
Equating $F_{\mu\nu}$ to $\ast F_{\mu\nu}$ we obtain the equation for $\phi$, namely

$$\phi' = 2 \frac{\phi(1 - \phi)}{|x|}. \quad (10.217)$$

This can be readily integrated yielding (see also Fig. 10.10)

$$\phi(|x|) = \frac{x^2}{x^2 + \rho^2}. \quad (10.218)$$

So the one-instanton configuration reads

$$A_\mu(x) = A_\mu^a(x) \left( \frac{\sigma_a}{2} \right) = e^{-1} \eta_{a\mu} \frac{\sigma_ax_a}{x^2 + \rho^2}. \quad (10.219)$$

Here $\rho$ is an arbitrary parameter called collective coordinate (cf. Section 10.9.1). Since $\rho$ measures the region in which $A_\mu(x)$ appreciably differs from its asymptotics, it can be viewed as the “size” of the instanton.

Taking into account Eq. (10.215), the field strength corresponding to the one-instanton gauge potential is

$$F_{\mu\nu}(x) = F_{\mu\nu}^a(x) \left( \frac{\sigma_a}{2} \right) = 2e^{-1} \eta_{a\mu\nu} \frac{\rho^2}{(x^2 + \rho^2)^2}. \quad (10.220)$$

With this we can compute the action $S_E$ by integrating the density

$$\text{Tr}(F_{\mu\nu} F_{\mu\nu}) = 96e^{-2} \frac{\rho^4}{(x^2 + \rho^2)^4}. \quad (10.221)$$

One easily verifies that the ensuing $S_E$ indeed corresponds to $Q = 1$. 

---

**Fig. 10.10** Ansatz function $\phi(|x|)$ for $Q = 1$ SU(2) Y–M instanton with $\rho = 3$. 

---
The solution (10.219) represents the instanton with the position at the origin. Due to translational invariance of the self-duality equation, the one-instanton solution with the position at \( x = x_0 \) must have the form

\[
A_\mu(x) = e^{-1} \eta_{\alpha \mu} \frac{\sigma_\alpha(x - x_0)_\alpha}{(x - x_0)^2 + \rho^2},
\]

\[
\Rightarrow F_{\mu \nu}(x) = 2e^{-1} \eta_{\alpha \mu \nu} \frac{\rho^2}{((x - x_0)^2 + \rho^2)^2}.
\]

This solution again corresponds to \( Q = 1 \). The four parameters \( x_0^\alpha \) are also called collective coordinates. In addition, one can obtain yet another solution by acting with a global \( SU(2) \) on the previous solution, namely

\[
A_\mu(x, x_0, \rho, \vartheta) = g(\vartheta) A_\mu(x, x_0, \rho) g^{-1}(\vartheta).
\]

This is because the theory is (even after the gauge fixing) still invariant under the global \( SU(2) \) symmetry which introduces another three free parameters (e.g., Euler angles) \( \vartheta_i \). So in total, the one-instanton solution can be parametrized by eight collective coordinates, also called moduli.

The single anti-instanton solution can be obtained by introducing yet another 't Hooft symbol

\[
\bar{\eta}_{\alpha \mu \nu} = (-1)^{\delta_{\mu \nu}} \eta_{\alpha \mu \nu}.
\]

It is easy to see that the latter is anti-self-dual in vector indices, i.e.,

\[
\bar{\eta}_{\alpha \mu \nu} = -\frac{1}{4} \epsilon_{\mu \nu \alpha \beta} \bar{\eta}_{\alpha \beta}.
\]

This straightforwardly implies that

\[
F_{\mu \nu}(x) = 2e^{-1} \eta_{\alpha \mu \nu \sigma} \frac{\rho^2}{((x - x_0)^2 + \rho^2)^2},
\]

is the one-instanton anti-self-dual solution for field strength (cf. (10.222)). Correspondingly

\[
A_\mu(x) = e^{-1} \bar{\eta}_{\alpha \mu} \frac{\sigma_\alpha(x - x_0)_\alpha}{(x - x_0)^2 + \rho^2},
\]

is the one-instanton anti-self-dual gauge potential solution.

We recall that there is a systematic algebraic procedure known as the Atiyah, Drinfeld, Hitchin and Manin (ADHM) construction [42] that allows us to find a complete set of the (anti-)self-dual gauge field configurations of arbitrary charge \( Q \) and for arbitrary \( SU(N) \), \( SO(N) \) and \( Sp(N) \) gauge groups. The space of such solutions is known as the \( Q \)-instanton moduli.
space. It goes beyond the scope of this book to discuss the ADMH construction.

We note that finite-action soliton solutions in other equation systems are also frequently referred to as instantons. Typical examples of these are kinks and antikinks in the reversed double-well potential [532], instantons and anti-instantons in Coleman periodic-potential problem [163] and in $CP_N$ model [292], or the Belavin–Polyakov instanton in the non-linear $SO(3)$ $\sigma$ model (cf. Section 10.6). For instantons in $SU(N)$ Yang–Mills theories and in $N = 1, 2, 4$ ($N$ stands for the number of supersymmetries) $SU(N)$ supersymmetric Yang–Mills theories — supersymmetric instantons, the reader is referred, for instance, to [110, 532, 627]. Instantons can be found also in various gravitational models, see, e.g., [213].

**Tunneling phenomena and vacuum structure**

Instantonic solutions and their corresponding finite actions also arise in the study of problems concerning tunneling processes in quantum systems.

Instantons play an essential role in shaping the Yang–Mills vacuum. Let us consider the topological charge (10.200), i.e.,

$$Q = \frac{-ie}{24\pi^2} \oint_{S_3^{\infty}} d^3\sigma \epsilon_{\alpha\beta\mu\nu} Tr (A_{\beta} A_{\mu} A_{\nu}) .$$  \hspace{1cm} (10.228)

Instead of the boundary $S_3^{\infty}$ we can consider the equivalent (homeomorphic) boundary depicted in Fig.10.11. Consequently, we can write

$$Q = \frac{-ie}{24\pi^2} \left\{ \oint_{I + II} d^3\sigma \epsilon_{0ijk} Tr (A_i A_j A_k) \\
+ \int_{-\infty}^{\infty} dx_0 \oint_{III} d^2\sigma \epsilon_{ij\mu\nu} Tr (A_{\beta} A_{\mu} A_{\nu}) \right\} .$$ \hspace{1cm} (10.229)

We observe that although $A_{\mu}$ and $F_{\mu\nu}$ are not gauge invariant, the charge $Q$ is. This allows us to calculate (10.229) in temporal gauge $A_0 = 0$, which in turn provides a physical interpretation of $Q$.

In the temporal gauge, the integral over the hypersurface III vanishes and $Q$ reduces to the difference between two integrals on the hypersurfaces $x_0 \equiv \tau \to \pm\infty$:

$$Q = \frac{-ie}{24\pi^2} \left\{ \oint_{II} d^3\sigma \epsilon_{0ijk} Tr (A_i A_j A_k) - \oint_{I} d^3\sigma \epsilon_{0ijk} Tr (A_i A_j A_k) \right\}$$

$$= n_{II} - n_{I} . \hspace{1cm} (10.230)$$
Fig. 10.11 Hypercylindrical boundary of the Euclidean spacetime. Region I corresponds to \( x_0 \to -\infty \), while II corresponds to \( x_0 \to \infty \).

Here \( n_{II} \) and \( n_I \) correspond to the topological vacuum indexes at \( x_0 \to \infty \) and \( x_0 \to -\infty \), respectively. Despite a formal similarity, the topological vacuum index is not the same as the topological charge of a Euclidean field configuration (cf. Eq. (10.200)). In the following we denote the enumerable infinity of degenerate vacuum states as \( |n\rangle \) with the topological vacuum index \( n = 0, \pm 1, \pm 2, \ldots \), as a labeling index.

Eq. (10.230) indicates that the instanton topological charge \( Q \) provides the difference between the topological sectors \( n_{II} \) and \( n_I \) of the pure gauges, between which the instanton interpolates. This is schematically depicted in Fig. 10.12. The situation with the Y–M vacuum is somehow similar to periodical potential known from QM (see, e.g., [163, 544]). A discrete set of distinct vacua \( |n\rangle \), labeled by integer \( n \), exists in Yang–Mills theory. By analogy with QM, the true vacuum can be thought to be a linear superposition of the pure gauge “would be” vacua \( |n\rangle \). In ordinary QM, the degeneracy between the classical “would-be” vacua is lifted by quantum tunneling, leaving at the end only the true ground state. In QFT the situation is hindered by the existence of inequivalent representations: instead of a single vacuum state, we have a continuum of unitary inequivalent vacuum states. This means that Y–M theory has infinitely many inequivalent realizations. The particular realization relevant to the observations results either from particular initial conditions or from SSB mechanism.
Fig. 10.12 The classical Euclidean Y–M Lagrangian. The degenerate absolute minima correspond to pure gauge configurations \( \mathbf{A}(n),\mu \) with topological vacuum index \( n \). Representative instanton trajectory that interpolates between two adjacent “would-be” vacua (i.e., \( Q = 1 \) instanton) is depicted.

We observe that the “would be” vacua \( |n\rangle \) are gauge-dependent, indeed
\[
g_1 |n\rangle = |n + 1\rangle. \tag{10.231}
\]
Here \( g_1 \) is the gauge transformation with the homotopy index \( Q = 1 \). Analogous results would hold for gauge transformations with higher homotopy index. Such transformations are known as “large” gauge transformations. The name “small” gauge transformation is reserved for the gauge transformations that preserve homotopy index. In particular, the Chern–Simons term \( K_0 \) is invariant against small gauge transformations.

Since the true vacuum must be gauge invariant (both under large and small gauge groups), it must have the form
\[
|\theta\rangle = \sum_{n=-\infty}^{\infty} e^{in\theta} |n\rangle. \tag{10.232}
\]
Here the angle \( \theta \in [0, 2\pi] \) is an arbitrary parameter. The vacuum \( |\theta\rangle \) is known as the \( \theta \) vacuum. Expansion (10.232) is a simple consequence of Eq. (10.231) together with the gauge invariance of \( \hat{H} \), i.e.,
\[
[g_1, \hat{H}] = 0, \tag{10.233}
\]
and unitarity of \( g_1 \) (last two conditions imply \( g_1|\theta\rangle = e^{-i\theta}|\theta\rangle \)). The reader may notice that the result (10.232) is reminiscent of Bloch theorem (see, e.g., [26, 163]). Bloch theorem states that the energy eigenstates for a system with a periodic potential must have the form
\[
\psi_{mk}(\mathbf{x}) = e^{i\mathbf{k} \cdot \mathbf{x}} u_{mk}(\mathbf{x}), \tag{10.234}
\]
where \( u_{mk}(x) \) has the same periodicity as the potential (e.g., periodicity of the crystal lattice), i.e., \( u_{mk}(x) = u_{mk}(x + \ell) \), \( \ell \) is the periodicity vector (the lattice displacement vector).

Eq. (10.234) implies that \( \psi_{mk}(x + \ell) = e^{ik \cdot \ell} \psi_{mk}(x) \), or equivalently \( \hat{T}_\ell \psi_{mk}(x) = e^{ik \cdot \ell} \psi_{mk}(x) \), where \( \hat{T}_\ell = e^{\ell \cdot \nabla} \) is the (lattice) translation operator. The quantum number \( k \) thus determines how much the phase changes when one displaces the entire system by \( \ell \). Because of the single-valuedness of \( \psi_{mk}(x) \), \( k \) is restricted to a finite region in \( k \)-space, called the first Brillouin zone. The quantum number \( m \), known as the band index, takes integer values which label the energy bands. It is often useful to use the tight-binding approximation, i.e., to assume that bound energy levels are well localized (e.g., near a single atom at the lattice point). Let \( \psi_m(x) \) be the corresponding wave function located at site \( x \), then, in the periodic potential, \( \psi_m(x - \ell) \) represents the wave function located at \( x - \ell \). To preserve the Bloch description, one must find such a linear combination of these degenerate wave functions that satisfies Bloch theorem. The solution to this problem is\(^{11}\)

\[
\psi_{mk}(x) = \sum_{\ell} e^{ik \cdot \ell} \psi_{m}(x - \ell).
\]

(10.235)

This may be seen directly from the fact that

\[
\psi_{mk}(x + \ell) = \sum_{\ell'} e^{ik \cdot \ell'} \psi_{m}(x - \ell' + \ell) = e^{ik \cdot \ell} \sum_{\ell'} e^{ik \cdot (\ell' - \ell)} \psi_{m}(x - (\ell' - \ell)) = \psi_{mk}(x).
\]

(10.236)

The analogy with Eq. (10.232) occurs when we consider a one-dimensional crystal (i.e., \( k = k \) is a number), band index \( m = 1 \), \( \ell \) as the elementary period and identify \( \hat{T}_\ell \) with \( g_1 \). In Fig. 10.13 we compare the major features

\(^{11}\)It turns out that even without tight-binding any Bloch function \( \psi_{mk} \) can be written in the form (10.235). The function \( \psi_m \) is then known as Wannier function [41].
of the two theories. The comparison implies that the \( \theta \)-angle can be formally identified with \( \ell k \). Since \( \ell \) is fixed, \( \theta \)-angle plays the role of an index that parametrizes states within a lowest energy band \( (m = 1) \). This analogy fails in one important respect. In contrast with crystals there is here no continuum of states without a mass gap. Although one can construct stationary states for any value of \( \theta \), they are not excitations of the \( \theta = 0 \) vacuum because in Yang–Mills theory the value of \( \theta \) cannot be changed. Theories with different values of \( \theta \) are inequivalent: they correspond to different physical “worlds”.

Since \( |\theta\rangle \) describes energy ground states one can write the (Euclidean) vacuum-to-vacuum transition amplitude in the spectral form

\[
\langle \theta | e^{-\tau \hat{H}} | \theta \rangle = \sum_{n,m} e^{i(n-m)\theta} \langle m | e^{-\tau \hat{H}} | n \rangle = \sum_{n} \left( \sum_{Q} e^{-iQ\theta} \langle n + Q | e^{-\tau \hat{H}} | n \rangle \right).
\]

(10.237)

In the limit \( \tau \to \infty \), internal transition amplitudes have the functional integral representation

\[
\langle n + Q | e^{-\tau \hat{H}} | n \rangle = \int \mathcal{D}[A_{\mu}^{a}]_{Q} e^{-S_{E}},
\]

(10.238)

where the functional measure \( \mathcal{D}[A_{\mu}^{a}]_{Q} \) indicates that the functional integration has to be taken over gauge fields in the \( Q \) sector only.

Thus, \( \langle n + Q | e^{-\tau \hat{H}} | n \rangle \) does not depend on \( n \), but only on \( Q \), i.e., on the difference in the boundary values. We can thus write

\[
\langle \theta | e^{-\tau \hat{H}} | \theta \rangle = \sum_{n} \left( \sum_{Q} e^{-iQ\theta} \int \mathcal{D}[A_{\mu}^{a}]_{Q} e^{-S_{E}} \right) = 2\pi \delta(0) \left( \sum_{Q} e^{-iQ\theta} \int \mathcal{D}[A_{\mu}^{a}]_{Q} e^{-S_{E}} \right).
\]

(10.239)

The \( \delta \) function is a simple consequence of the identity

\[
\sum_{n=-\infty}^{\infty} 1 = \sum_{n=-\infty}^{\infty} e^{in0} = 2\pi \delta(0).
\]

(10.240)

Since

\[
Q = \frac{e^{2}}{16\pi^{2}} \int d^{4}x \text{Tr}(F_{\mu\nu}F^{\mu\nu}),
\]

(10.241)
we can absorb the phase factor $e^{-iQ\theta}$ together with $\sum Q$ into the functional integral. We thus get
\[ \langle \theta | e^{-\tau \hat{H}} | \theta \rangle = 2\pi \delta(0) \int \mathcal{D}[A^a_\mu]_{\text{all}} \exp \left( -S_E - \frac{i e^2 \theta}{16\pi^2} \int d^4x \text{Tr}(F_{\mu\nu}^\ast F^{\mu\nu}) \right). \] (10.242)
where $\mathcal{D}[A^a_\mu]_{\text{all}}$ denotes the functional integral measure that is not restricted to any specific topological sector. One consequence of this is that the Minkowski continuation of $Q$, done via Wick rotation, does not pick up any extra factor $i$: one gets one $i$ from $d^4x$ since
\[ \int d^4x \cdots = \int_{-\infty}^{\infty} dt \int_{\mathbb{R}^3} d^3x \cdots = -i \int_{-\infty}^{\infty} d\tau \int_{\mathbb{R}^3} d^3x \cdots, \] (10.243)
and another $i$ from $F_{0i}$ since under Wick rotation $A_0 \to iA_0$. Thus
\[ d^4x \epsilon^{\mu\nu\alpha\beta} \text{Tr}(F_{\mu\nu}F_{\alpha\beta}) = 4dtd^3x \epsilon^{ijk} \text{Tr}(F_{0i}F_{jk}) \] \[ \to 4d\tau d^3x \epsilon^{ijk} \text{Tr}(F_{0i}F_{jk}). \] (10.244)
The net result is that an extra term appears in the Minkowski Lagrangian:
\[ \Delta L_{\theta} = -\frac{e^2 \theta}{16\pi^2} \int d^4x \text{Tr}(F_{\mu\nu}^\ast F^{\mu\nu}). \] (10.245)
Eq. (10.245) and the fact that $S_E \to -iS$ under Wick rotation lead to the effective action vacuum-to-vacuum (Minkowski) transition amplitude:
\[ \lim_{t \to \infty} \langle \theta | e^{-it\hat{H}} | \theta \rangle = 2\pi \delta(0) \int \mathcal{D}[A^a_\mu] \exp (iS_{\text{eff}}), \] (10.246)
\[ S_{\text{eff}} = S - \frac{e^2 \theta}{16\pi^2} \int d^4x \text{Tr}(F_{\mu\nu}^\ast F^{\mu\nu}). \] (10.247)
The net effect of the instantons tunneling is thus described by the extra $\Delta L_{\theta}$ term in the effective action. The functional integral measure $\mathcal{D}[A^a_\mu]$ is then not restricted to any particular topological sector.

As seen above, $\Delta L_{\theta}$ is a total derivative. In general, total derivatives do not contribute to surface integrations because fields vanish sufficiently rapidly at infinity. However, while $F_{\mu\nu}^a$ vanishes at infinity faster than $r^{-2}$, the $A^a_\mu$ fields tend asymptotically to pure gauge configurations with generally non-vanishing surface integral (10.199). Moreover, $\epsilon_{\mu\nu\alpha\beta} \text{Tr}(F_{\mu\nu}F_{\alpha\beta})$
is odd both under parity $P$ and time-reversal $T$: the $\epsilon$-symbol has only one time index and three spatial indices. At the same time,

$$F_{0i} = -F_{0i}^{PT}, \quad F_{ij} = F_{ij}^{PT} \Rightarrow *F_{0i} = *F_{0i}^{PT}, \quad *F_{ij} = -*F_{ij}^{PT}. \quad (10.248)$$

$\Delta\mathcal{L}_\theta$ thus leads to $T$, i.e., $CP$ violation.

The above discussion on the $SU(2)$ gauge group also holds for all compact gauge groups $G$, since $\pi_3(G) = \mathbb{Z}$ (except for $SO(4)$ where $\pi_3(SO(4)) = \mathbb{Z} \otimes \mathbb{Z}$), including the $SU(3)$ color group in quantum chromodynamics. There $\theta \neq 0$ implies $CP$ violation by strong interactions, with the consequence that the neutron should have a non-zero static electric dipole moment. Experimental measurements yield tight bounds, namely $|\theta| < 10^{-9}\pm 1$. We do not comment more on this subject, apart from mentioning that several strategies have been developed to avoid non-zero $\theta$.\footnote{The problem of the small $\theta$ is also known as the strong $CP$ problem. It has nothing to do with the $CP$ violation of purely electroweak origin, due to the $\delta$-phase in the Cabbibo–Kobayashi–Maskawa matrix (see, e.g., [156]).} Among many, one of them introduces an extra $U(1)$ chiral symmetry (the Peccei–Quinn symmetry [514, 515]) and its related light pseudoscalar particle, the axion [612, 662].

Our analysis holds true not only in pure Yang–Mills theory, but can be extended also to models with matter fields, the Higgs mechanism, supersymmetry, etc. [67, 131, 596]. We mention that chiral symmetry is violated if fermions are massless, and then dependence on $\theta$-angle disappears [131].

10.9.1 Collective coordinates and fermionic zero modes

A specific classical solution is often a member of a multi-parameter family of solutions with the same defining property. The defining property for solitons is the finite energy; for instantons the finite action, or equivalently, the fixed instanton number. The parameters labeling different degenerate solutions are called collective coordinates or moduli and the space of solutions of finite energy/action is called the moduli space of soliton/instanton solutions. For instantons it is the space of inequivalent solutions of the (anti-)self-dual equation (10.205). Here “inequivalent” means equivalent up to a local gauge transformation. Solutions differing by global gauge transformation are considered inequivalent, as already mentioned in Section 10.9.

Collective coordinates are widely used in many-body physics; an application to the polaron problem is due to Bogoliubov and Tyablikov...
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[113]; to meson physics to Pais [510]. For solitons, they were discussed in [132, 232, 281] and, for instantons, in [163, 166, 348]. Connection with the Atiyah–Singer index theorem for Dirac operators was studied in [70].

Here we consider the number of collective coordinates for instantons with homotopy index $Q$. This is strictly connected with the concept of zero modes (cf. Sections 7.2.1 and 8.4 where zero energy modes were considered in the QFT frame of boson condensation).

Let $A_{\mu}$ be a given instanton solution. We study its small deformations: $A_{\mu} + \delta A_{\mu}$. In the linear approximation in $\delta A_{\mu}$, the self-dual (anti-self-dual) equation reads

$$D_{\mu} \delta A_{\nu} - D_{\nu} \delta A_{\mu} = \pm \epsilon \epsilon_{\mu \nu \rho \sigma} D_{\rho} \delta A_{\sigma}. \quad (10.249)$$

The sign “$-$” is for anti-self-dual equation. The corresponding covariant derivative depends on the background field $A_{\mu}$ but not on $\delta A_{\mu}$. To ensure that only inequivalent deformed solutions are counted, we require that the new solutions obtained from (10.249) are not related by a gauge transformation. This means that $\delta A_{\mu}$ must be orthogonal to gauge transformations, with respect to a given inner product (Killing form with respect to internal indices, Euclidean inner product with respect to vector indices and an integral inner product for continuous real valued functions on $\mathbb{R}^4$).\[13\]

$$\langle \delta A, \delta A' \rangle = 2 \int d^4 x \ Tr \left( \delta A_{\mu}(x) \delta A'_{\mu}(x) \right). \quad (10.250)$$

The factor 2 is due to the normalization $Tr(T_a T_b) = \frac{1}{2} \delta_{ab}$. Infinitesimal gauge transformations $g(\alpha(x)) = 1 + i \alpha(x) T_a$ can be written as (cf. (10.64))

$$A_{\mu} \rightarrow A_{\mu} - e^{-1} (\partial_{\mu} \alpha + i e [A_{\mu}, \alpha]) = A_{\mu} - e^{-1} D_{\mu} \alpha, \quad (10.251)$$

which implies that for gauge transformed potentials $\delta A_{\mu} = -e^{-1} D_{\mu} \alpha$. Here $\alpha \equiv \alpha^a T_a$. The requirement of orthogonality to gauge transformations for any $\alpha(x)$ in the gauge group algebra then yields

$$\int d^4 x \ Tr (\delta A_{\mu}(x) D_{\mu} \alpha(x)) = 0. \quad (10.252)$$

After partial integration, Eq. (10.252) gives the constraint on possible $\delta A_{\mu}$:

$$D_{\mu} \delta A_{\mu} = 0. \quad (10.253)$$

Note that this gauge fixing condition does not remove the collective coordinates due to global gauge transformations, as required.

\[13\] We are thus implicitly discussing fluctuations $\delta A_{\mu}$ which are square-integrable with respect to the inner product (10.250).
Fluctuations satisfying (10.249) together with (10.253) are known as zero modes, namely normalizable solutions of linearized field equations for quantum fluctuations.

Zero modes thus represent physical fluctuations in field space which do not change the value of the action (the energy, in the soliton case). Note that non-zero modes necessarily increase the action (energy) of the background instanton (soliton) solution.

Eqs. (10.249) and (10.253) are written in a compact form

\[ s^\dagger_\mu s_\nu D_\mu \delta A_\nu = 0, \]  

(10.254)

for the anti-self-dual case. The self-dual case would be analogously written as \( s_\mu s^\dagger_\mu D_\mu \delta A_\nu = 0 \). Introducing the quaternionic expansions

\[ \not{D} \equiv s^\dagger_\mu D_\mu, \quad s_\mu \delta A_\mu \equiv G. \]  

(10.255)

Eq. (10.254) reduces to two spinor equations (adjoint-representations):

\[ \not{D} G = 0 \Rightarrow \not{D} \psi = 0, \quad \not{D} \bar{\psi} = 0; \quad \psi = \begin{pmatrix} a \\ b \end{pmatrix}, \quad \bar{\psi} = s^\dagger_2 \psi^*, \]  

(10.256)

Since \( \psi \) and \( \bar{\psi} \) solve the Dirac equation, one can construct [67] two independent \( G \); thus the number of solutions for \( G \) is twice the number of solutions for a single two-component adjoint spinor.

The number of zero modes of \( \not{D} G \) is identical to the Dirac index \( \text{Ind} \not{D} \), see, e.g., [67, 206]. The result is

\[ \text{Ind} \not{D} = \frac{R(N)}{8\pi^2} \int d^4x \text{Tr}(F_{\mu\nu}^*F^{\mu\nu}), \]  

(10.257)

where \( R(N) \) depends on the number of group generators. This is the result of the Atiyah–Singer index theorem [44,67,206] for the Dirac operator in the anti-instanton background. An identical result applies to instantons. From Eq. (10.199) we know that \( \text{Ind} \not{D} = 2N|Q| \), which proves that that Yang–Mills instantons have \( 4N|Q| \) collective coordinates (see also Section 8.4). For instance, the total number of collective coordinates is \( 4N|Q| \), \( 4(N - 2)|Q| \) and \( 4(N + 1)|Q| \) for the gauge groups \( SU(N) \), \( SO(N) \) and \( Sp(N) \), respectively.
Appendix S

Bäcklund transformation for the sine-Gordon system

Multi-soliton solutions for the sine-Gordon system can be found by using some of the standard techniques known for integrable systems, such as the inverse scattering method [2] or the Lax Pair [665]. In this Appendix we present some foundations of the method known as Bäcklund transformation [45]. This technique belongs to the class of so-called solution generating techniques. In particular, from a given soliton solution \( \phi_1(x) \) it allows us to generate a new solution \( \phi_2(x) \).

To this end we write the sine-Gordon equation in terms of rotated (light-cone) coordinates \( x_+ = (x + t)/2 \) and \( x_- = (x - t)/2 \). The sine-Gordon equation (10.20) then gets the form

\[
\frac{\partial^2 \phi}{\partial x_- \partial x_+} - \sin \phi = 0. \tag{S.1}
\]

The Bäcklund transformation is defined as:

\[
\frac{1}{2} \frac{\partial}{\partial x_+} (\phi_2 - \phi_1) = a \sin \left( \frac{1}{2} (\phi_2 + \phi_1) \right), \tag{S.2}
\]

\[
\frac{1}{2} \frac{\partial}{\partial x_-} (\phi_2 + \phi_1) = \frac{1}{a} \sin \left( \frac{1}{2} (\phi_2 - \phi_1) \right), \tag{S.3}
\]

where the constant \( a \in \mathbb{R}/\{0\} \) is called the Bäcklund parameter. Next we differentiate Eq. (S.2) with respect to \( x_- \) and use Eq. (S.3) to arrive at

\[
\frac{1}{2} \frac{\partial^2}{\partial x_+ \partial x_-} (\phi_2 - \phi_1) = \cos \left( \frac{1}{2} (\phi_2 + \phi_1) \right) \sin \left( \frac{1}{2} (\phi_2 - \phi_1) \right)
= \frac{1}{2} \sin \phi_2 - \frac{1}{2} \sin \phi_1. \tag{S.4}
\]

We thus see that \( \phi_2 \) is a solution of the sine-Gordon equation provided \( \phi_1 \) is, and vice-versa. The particular advantage of such a formulation is that one can now solve \( \phi_2 \) in terms of \( \phi_1 \), which in turn allows us to generate a new
solution in terms of the old one. Note that the passage from Eqs. (S.2)–(S.3) to Eq. (S.4) works only under the implicit assumption that

\[
\frac{\partial^2}{\partial x_+ \partial x_-} \phi_2(x_+, x_-) = \frac{\partial^2}{\partial x_+ \partial x_-} \phi_2(x_+, x_-). \tag{S.5}
\]

For \( \phi_1 \) (as a true soliton solution) such a compatibility condition should hold automatically.

As an example we insert in Eqs. (S.2)–(S.3) the trivial no-soliton solution \( \phi_1 = 0 \), the corresponding equations for \( \phi_2(x_+, x_-) \) then read:

\[
\frac{1}{2} \frac{\partial}{\partial x_+} \phi_2 = \frac{1}{2} a_2 \frac{\partial}{\partial x_-} \phi_2 = a \sin \frac{\phi_2}{2}. \tag{S.6}
\]

These can be easily integrated back to the one-soliton solution, indeed the solution of Eq. (S.6) reads (cf. the Bogomol’nyi equation (10.154))

\[
\phi_2(x_+, x_-) = \pm 4 \arctan \left[ \exp \left( ax_+ + \frac{1}{a} x_- + c \right) \right], \tag{S.7}
\]

with \( c \) being the constant of integration. By choosing

\[
a = \frac{\sqrt{1 - u}}{\sqrt{1 + u}}, \quad c = -\frac{x_0}{\sqrt{1 - u^2}},
\]

we finally obtain

\[
\phi_2(x) = \pm 4 \arctan \left[ \exp \left( \frac{x - x_0 - ut}{\sqrt{1 - u^2}} \right) \right]. \tag{S.8}
\]

The reader can recognize in Eq. (S.8) the Lorentz boosted one-kink (+ sign) or one-antikink (− sign) solution (10.23).

Although one may progress further by using the one-kink/antikink solution as a seed solution \( \phi_1 \), etc., such a procedure becomes technically difficult for more complicated \( \phi_1 \). Fortunately, there exists a purely algebraic way of constructing multi-kink solutions directly from the Bäcklund transformation. Consider two soliton solutions \( \phi_2 \) and \( \phi_3 \), obtained from Eqs. (S.2)–(S.3) by starting with the same seed solution \( \phi_1 \), but choosing two different values of the Bäcklund parameter \( a \), say \( a_2 \) and \( a_3 \). In particular, by manipulating the Bäcklund equations (S.2)–(S.3), it can be shown that a theorem of permutability holds, namely the solution \( \phi_{23} \), obtained by applying the Bäcklund transformation with parameter \( a_3 \) to the seed solution \( \phi_2 \), is equal to the solution \( \phi_{32} \), obtained by applying the Bäcklund transformation with the parameter \( a_2 \) to the seed solution \( \phi_3 \). The consistency condition \( \phi_{23} = \phi_{32} \) yields the explicit relation

\[
\phi_{23} = \phi_{32} = 4 \arctan \left[ \left( \frac{a_2 + a_3}{a_3 - a_2} \right) \tan \left( \frac{\phi_2 - \phi_3}{4} \right) \right] - \phi_1. \tag{S.9}
\]
Thus, we have indeed obtained a new solution $\phi(x) \equiv \phi_{23}$ from the triplet of known solutions $\phi_1(x)$, $\phi_2(x)$ and $\phi_3(x)$.

To illustrate the efficiency of this approach we consider the triplet

$\phi_1 = 0$, $\phi_2 = 4 \arctan \left[ \exp \left( a_2 x_+ + \frac{1}{a_2} x_- \right) \right]$, $\phi_3 = 4 \arctan \left[ \exp \left( a_3 x_+ + \frac{1}{a_3} x_- \right) \right]$. \hspace{1cm} (S.10)

In this case, we have the new multi-kink solution (cf. Eq. (S.9))

$\phi(x_+, x_-) = 4 \arctan \left[ \frac{a_2 + a_3}{a_3 - a_2} \frac{\sinh \left( \frac{u_2 - u_3}{2} \right)}{\cosh \left( \frac{u_3 + u_2}{2} \right)} \right]$. \hspace{1cm} (S.11)

where $y_j = a_j x_+ + x_-/a_j$. For simplicity's sake it is convenient to choose $a_2 = -1/a_3 \equiv a$. Then we get

$\phi(x) = 4 \arctan \left[ \frac{u \sinh \left( x/\sqrt{1 - u^2} \right)}{\cosh \left( ut/\sqrt{1 - u^2} \right)} \right]$. \hspace{1cm} (S.12)

Since this solution goes from $-2\pi$ to $2\pi$ as $x$ changes from $-\infty$ to $+\infty$, it has the topological charge $Q = 2$. Thus Eq. (S.12) describes a time-dependent two-kink field configuration. This solution describes two kinks that are approaching the origin with the velocity $u$ for negative $t$, and again separate at the positive $t$. Since they feel the repulsive kink-kink force, they smoothly bounce back off each other, rather than passing through each other. The time of the closest approach is at $t = 0$.

What is most remarkable about the solution (S.12) is that the shape of the individual kinks is preserved even after a collision. In fact, the following asymptotic behavior holds for large $t$:

$\phi(x) \approx 4 \arctan \left[ \frac{x - u(t - \delta/2)}{\sqrt{1 - u^2}} \right]$ + $4 \arctan \left[ \frac{x + u(t - \delta/2)}{\sqrt{1 - u^2}} \right]$. \hspace{1cm} (S.13)

Here the time delay is given by

$\delta = \log \left( \frac{1 - u^2}{u} \right)$. \hspace{1cm} (S.14)

It is also not difficult to find other multi-kink solutions. For example, the solution

$\phi(x) = 4 \arctan \left[ \frac{\sinh \left( ut/\sqrt{1 - u^2} \right)}{u \cosh \left( x/\sqrt{1 - u^2} \right)} \right]$. \hspace{1cm} (S.15)

represents the scattering of a kink off an antikink.
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Appendix T

Elements of homotopy theory

As discussed in Chapters 4, 7, 8 and 10 the appearance of topological defects is a common feature of phase transitions. We have also seen in Chapter 4 that many typical phase transitions — namely continuous ones — are related to the concept of SSB. Within this framework the necessary (but not sufficient) condition for the existence of topologically stable defects can be expressed in terms of the topology of the vacuum manifold, and more specifically in terms of its homotopy group. Early applications of this idea can be found, e.g., in [371, 372, 471, 609, 647] (see also Section 10.5).

In this Appendix we present a brief survey of aspects from homotopy theory that are relevant to the study of defect formation in SSB phase transitions.

The fundamental group

We begin by defining the fundamental group (or the first homotopy group) $\pi_1(M)$ of a given manifold $M$. The basic observation is that all loops on $M$ that can be deformed continuously one into another form an equivalence class and the set of all those classes has a group structure. The corresponding group $\pi_1$ then represents global characteristics of topological spaces that is related to their multiple-connectedness (i.e., presence of holes or interconnections between various regions).

Let $I$ denote the closed interval $[0, 1] \subset \mathbb{R}$. The continuous mapping $\omega : I \to M$ with $\omega(0) = \omega(1) = x_0$ is said to form a loop with the base point $x_0$. Consider two loops $\omega_1 = \omega_1(t)$ and $\omega_2 = \omega_2(t)$ such that they have the same base point, that is,

$$\omega_1(0) = \omega_2(0) = x_0 = \omega_1(1) = \omega_2(1). \quad (T.1)$$

The loops $\omega_1(t)$ and $\omega_2(t)$ are said to be homotopically equivalent (we denote by the symbol $\sim$ such an equivalence) if there exists a continuous map...
\[ F : I \times I \to \mathcal{M} \text{ such that} \]
\[
F_0(t) = \omega_1(t), \quad F_1(t) = \omega_2(t), \quad \text{for } \forall t \in I
\]
\[
F_s(0) = F_s(1) = x_0. \tag{T.2}
\]

Here \( F(s, t) \equiv F_s(t) \) is called the homotopy or deformation (of \( \omega_1 \) into \( \omega_2 \)). The parameter \( s \) thus plays the role of the deformation parameter that smoothly deforms \( \omega_1 \) to \( \omega_2 \) while changing from 0 to 1.

Homotopically equivalent loops form an equivalence class (or homotopy class) \([\omega]\). Indeed, the three conditions, i.e., reflectivity, symmetry and transitivity, are fulfilled for all elements in \([\omega]\). The reflectivity, i.e., \( \omega \sim \omega \) for \( \omega \in [\omega] \), results from the fact that one may choose \( F_s(t) = \omega(t) \). The symmetry condition, i.e., when \( \omega_1 \sim \omega_2 \) then \( \omega_2 \sim \omega_1 \) for \( \omega_1, \omega_2 \in [\omega] \), stems from the fact that if \( F_s(t) \) is the homotopy from \( \omega_1 \) to \( \omega_2 \), then \( F_{1-s}(t) \) is the homotopy from \( \omega_2 \) to \( \omega_1 \). Finally, the transitivity, i.e., when \( \omega_1 \sim \omega_2 \) and \( \omega_2 \sim \omega_3 \), then \( \omega_1 \sim \omega_3 \) for \( \omega_1, \omega_2, \omega_3 \in [\omega] \), is a direct consequence of the fact that the homotopy \( F_s^{(3)}(t) \) from \( \omega_1 \) to \( \omega_3 \) can be directly constructed in terms of the homotopy \( F_s^{(1)}(t) \) from \( \omega_1 \) to \( \omega_2 \) and homotopy \( F_s^{(2)}(t) \) from \( \omega_2 \) to \( \omega_3 \).

Indeed, defining
\[
F_s^{(3)}(t) = \begin{cases} 
F_s^{(1)}(t) & \text{for } 0 \leq s \leq \frac{1}{2} \\
F_s^{(2)}(t) & \text{for } \frac{1}{2} \leq s \leq 1
\end{cases}, \tag{T.3}
\]

we may see that \( F_s^{(3)}(t) \) represents, due to condition \( F_1^{(1)}(t) = F_0^{(2)}(t) = \omega_2(t) \), a continuous mapping from \( \omega_1 \) to \( \omega_2 \). Hence the mapping defined in (T.3) is the required homotopy (see Fig. T.1). It is customary to denote the set of equivalence classes \([\omega]\) with the base point \( x_0 \) as \( \pi_1(\mathcal{M}, x_0) \). Within
Fig. T.2 An illustration of the product law. The dashed loop corresponds to the product $\omega \ast \omega'$.

$\pi_1(\mathcal{M}, x_0)$ one may define a natural product law as follows: take two loops in $\mathcal{M}$ based at $x_0$, say $\omega(t)$ and $\omega'(t)$, and consider the loop.

$$
\omega''(t) = \begin{cases} 
\omega(2t) & \text{for } 0 \leq t \leq \frac{1}{2} \\
\omega'(2t - 1) & \text{for } \frac{1}{2} \leq t \leq 1
\end{cases}
$$

(T.4)

The situation is depicted in Fig. T.2. This loop is continuous ($\omega(0) = \omega'(1) = x_0$ while $\omega''(0) = \omega(0) = x_0$, and $\omega''(1) = \omega'(1) = x_0$) and it constitutes what is known as the product of two loops in $\mathcal{M}$. We shall write $\omega''(t) \equiv (\omega \ast \omega')(t)$. The product $\circ$ in $\pi_1(\mathcal{M}, x_0)$ is defined as

$$
[\omega] \circ [\eta] = [\omega \ast \eta].
$$

(T.5)

For consistency reasons the product $\circ$ must be independent of the choice of representatives in $[\omega]$ and $[\eta]$. This is indeed the case, for if we choose $\omega' \in [\omega]$ and $\eta' \in [\eta]$ and $\omega$ is homotopic with $\omega'$ via $F_s^{(1)}$, and $\eta$ is homotopic with $\eta'$ via $F_s^{(2)}$, then

$$
F_s^{(3)}(t) = \begin{cases} 
F_s^{(1)}(2t) & \text{for } 0 \leq t \leq \frac{1}{2} \\
F_s^{(2)}(2t - 1) & \text{for } \frac{1}{2} \leq t \leq 1
\end{cases}
$$

(T.6)

is a homotopy from $\omega \ast \eta$ to $\omega' \ast \eta'$. Consequently $[\omega] \circ [\eta]$ is indeed representative independent.

The consequence of the previous reasoning is that $\pi_1(\mathcal{M}, x_0)$ equipped with the product (T.5) admits a group structure, the fundamental group. To see this we must prove the basic group conditions, that is; \textit{associativity}, i.e., $([\omega] \circ [\eta]) \circ [\nu] = [\omega] \circ ([\eta] \circ [\nu])$, existence of an \textit{identity}, i.e., existence of $[\omega_0]$ such that $[\omega_0] \circ [\omega] = [\omega] \circ [\omega_0] = [\omega]$, and existence of an \textit{inverse element}, i.e., for given $[\omega]$ exists $[\omega']$ such that $[\omega] \circ [\omega'] = [\omega'] \circ [\omega] = [\omega_0]$. 

To prove associativity we use (T.4) and realize that for any $\omega \in [\omega]$, $\eta \in [\eta]$ and $\nu \in [\nu]$

$$((\omega \ast \eta) \ast \nu)(t) = \begin{cases} 
\omega(4t) & \text{for } 0 \leq t \leq \frac{1}{4} \\
\eta(4t - 1) & \text{for } \frac{1}{4} \leq t \leq \frac{1}{2} \\
\nu(2t - 1) & \text{for } \frac{1}{2} \leq t \leq 1 
\end{cases}, \quad (T.7)$$

while

$$(\omega \ast (\eta \ast \nu))(t) = \begin{cases} 
\omega(2t) & \text{for } 0 \leq t \leq \frac{1}{2} \\
\eta(4t - 2) & \text{for } \frac{1}{2} \leq t \leq \frac{3}{4} \\
\nu(4t - 3) & \text{for } \frac{3}{4} \leq t \leq 1 
\end{cases}. \quad (T.8)$$

The loop product (T.7) is just a reparametrization of the product (T.8) (i.e., loops pass over the same points in the same order, they are only traversed by $t$ at different rates). Because reparametrized loops are mutually homotopic, the product in $\pi_1(M, x_0)$ is associative.

As an identity element in $\pi_1(M, x_0)$ we can choose loops homotopic with the loop $\omega_0(t) \equiv x_0$, in such case we have for any $\omega \in [\omega]$

$$(\omega_0 \ast \omega)(t) = \begin{cases} 
x_0 & \text{for } 0 \leq t \leq \frac{1}{2} \\
\omega(2t - 1) & \text{for } \frac{1}{2} \leq t \leq 1 
\end{cases}, \quad (T.9)$$

which is just the reparametrized loop $\omega(t)$ (i.e., the constant loop). Hence $(\omega_0 \ast \omega)(t)$ is homotopic to $\omega(t)$. Similarly, $(\omega \ast \omega_0)(t)$ is homotopic to $\omega(t)$.

Finally the inverse element to $[\omega]$ can be constructed from loops that are homotopic to $\omega'(t) \equiv \omega(1 - t)$, indeed

$$(\omega \ast \omega')(t) = \begin{cases} 
\omega(2t) & \text{for } 0 \leq t \leq \frac{1}{2} \\
\omega(2 - 2t) & \text{for } \frac{1}{2} \leq t \leq 1 
\end{cases}. \quad (T.10)$$
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Fig. T.4 An illustration of the independence of $\pi_1(M)$ on the base point. The case a) depicts $F_0(t)$, while the case b) shows $F_s(t)$ with $s > 0$. When $s$ reaches value 1 the loop $a)$ fully deforms to the loop $\omega$. and this is homotopic with $\omega_0(t)$ through the homotopy

$$F_s(t) = \begin{cases} 
\omega(2t(1-s)) & \text{for } 0 \leq t \leq \frac{1}{2}, \\
\omega(-2t)(1-s) & \text{for } \frac{1}{2} \leq t \leq 1.
\end{cases} \quad (T.11)$$

The same argument can be applied on $(\omega' \ast \omega)(t)$. Thus the class of loops that are homotopic to $\omega'(t) \equiv \omega(1-t)$ (i.e., the class of loops with the opposite orientation) represents the inverse element to $[\omega]$ in $\pi_1(M,x_0)$; see Fig. T.3. To show that $\pi_1(M,x_0)$ is independent of the choice of the base point $x_0$, we note that every loop in $\pi_1(M,x_0)$ is homotopic to at least one loop in $\pi_1(M,x_1)$ and, conversely, every loop in $\pi_1(M,x_1)$ is homotopic to at least one loop in $\pi_1(M,x_0)$. Here $x_0$ and $x_1$ are to distinct points from $M$. Indeed, take a loop $\omega \in \pi_1(M,x_0)$ and assume that $\nu$ is a smooth curve connecting $x_0$ with $x_1$, such that $\nu(0) = x_0$ and $\nu(1) = x_1$. The homotopy

$$F_s(t) = \begin{cases} 
\omega(3t) & \text{for } 0 \leq t \leq \frac{1}{3}, \\
\nu((3t-1)(1-s)) & \text{for } \frac{1}{3} \leq t \leq \frac{2}{3}, \\
\nu^{-1}((3t-2)(1-s)) & \text{for } \frac{2}{3} \leq t \leq 1
\end{cases} \quad (T.12)$$

then makes any $\omega \in \pi_1(M,x_0)$ homotopic to a loop in $\pi_1(M,x_1)$ (see Fig. T.4). The reverse statement could be obtained if the proof started with $\pi_1(M,x_1)$ rather than $\pi_1(M,x_0)$. Thus, provided any two points can be joined by a smooth curve (arcwise-connected topological spaces), the fundamental group does not refer to any particular base point and the fundamental group is denoted by $\pi_1(M)$. 
Figure T.5 The 2-sphere \( S^2 \) is homeomorphic to the cube \( I^n \) with the boundary \( \partial I^n \) identified. The square \( I^2 \) is shown in a). In b) the square has been deformed into a bowl and boundaries identified. In c) the 2-sphere emerges. Because all boundary points of \( I^2 \) are identified, the north pole in \( S^2 \) is non-singular.

Higher homotopy groups

If, instead of the variable \( t \), we used the scaled variable \( \theta \) such that \( \theta = 2\pi t \), then one could view the fundamental group \( \pi_1(M) \) as a set of homotopic classes of continuous maps from a unit circle \( S^1 \) to \( M \). Higher homotopy groups \( \pi_n(M) \) \((n \geq 2)\) can then be defined in much the same way as \( \pi_1(M) \). The only difference is that one considers homotopy classes of continuous maps from the \( n \)-spheres \( S^n \) to \( M \). In order to see that \( \pi_n \) is again a group, it is technically more convenient to utilize unit cubes \( I^n = [0,1]^n \) instead of spheres \( S^n \). Indeed, the \( n \)-sphere \( S^n \) is topologically equivalent (homeomorphic) to the cube \( I^n \) with all boundary points identified (see Fig. T.5). The homotopy from \( \omega_1 \) to \( \omega_2 \) is again defined as a continuous map \( F^{(n)}: I \times I^n \to M \) such that

\[
F_0^{(n)}(t) = \omega_1(t), \quad F_1^{(n)}(t) = \omega_2(t), \quad \forall t \in I^n, \\
F_s^{(n)}(\partial I^n) = x_0, \quad \forall s \in I.
\]

(T.13)

The notation \( F^{(n)}(s,t) \equiv F_s^{(n)}(t) \) has been used. The continuous maps \( \omega: I^n \to M, \partial I^n \to x_0 \) are called spheroids \((n = 1\) spheroid is a loop). It is not difficult to see that all homotopically equivalent spheroids again form an equivalence class. The corresponding set of classes with the base point \( x_0 \) is denoted by \( \pi_n(M,x_0) \).

Consider two spheroids \( \omega \) and \( \omega' \) in \( M \) and the continuous maps \( \omega, \omega': I^n \to M, \partial I^n \to x_0 \); the product \( \omega'' = \omega * \omega' \) is defined as

\[
\omega''(t_1,t_2,\ldots,t_n) = \begin{cases} 
\omega(2t_1, t_2,\ldots,t_n) & \text{for } 0 \leq t_1 \leq \frac{1}{2} \\
\omega'(2t_1 - 1, t_2,\ldots,t_n) & \text{for } \frac{1}{2} \leq t_1 \leq 1
\end{cases}
\]

(T.14)

Here \( t = (t_2,\ldots,t_n) \). Since the points \((0,t)\) and \((1,t)\) belong to \( \partial I^n \), \( \omega(0,t) = \omega''(0,t) = x_0 \) and \( \omega'(1,t) = \omega''(1,t) = x_0 \). The map \( \omega'' \) defined
by (T.14) is continuous. It is customary to write \( \omega''(t) \equiv (\omega*\omega')(t) (t \in I^n) \).
As in the case of \( \pi_1 \) we can define a product in \( \pi_n(M, x_0) \) as
\[
[\omega] \circ [\eta] = [\omega * \eta].
\]
(T.15)
The product \( \circ \) is again independent of the choice of representatives in \([\omega]\) and \([\eta]\). With the product law (T.15) the homotopy classes of spheroids admit a group structure. The group operations can be proven in a similar way as for \( \pi_1 \). For instance, the identity element can be identified with the homotopy class of the constant map \( \omega_0 : I^n \to x_0 \). Then, for any \( \omega \in [\omega] \)
\[
(\omega_0 * \omega)(t_1, t) = \begin{cases} 
  x_0 & \text{for } 0 \leq t_1 \leq \frac{1}{2} \\
  \omega(2t_1 - 1, t) & \text{for } \frac{1}{2} \leq t_1 \leq 1.
\end{cases}
\]
(T.16)
This is the reparametrized spheroid \( \omega(t) \) and hence \( \omega_0 * \omega \) is homotopic to \( \omega \).
Spheroids in the class \([\omega_0]\), i.e., spheroids which can be smoothly deformed to a point \( x_0 \), are called contractible spheroids (or contractible maps).

It is also not difficult to see that \( \pi_n(M, x_0) \) is independent of \( x_0 \), up to an isomorphism, if \( M \) is an arcwise-connected topological space. This can be proved in a similar way as for \( \pi_1 \). In general, the fundamental group \( \pi_1(M) \) is non-Abelian. A typical example is \( \pi_1 \) on \( \mathbb{R}^2 \) with two holes. In this case we can choose a loop \( \omega \) to traverse around one hole and a loop \( \eta \) around the other. Fig. T.6 illustrates that \( \omega * \eta * \omega^{-1} \) cannot be continuously deformed into the loop \( \eta \), so \( \omega * \eta \not\sim \eta * \omega \). The fundamental group of any Lie group is, however, Abelian. Higher homotopy groups (\( \pi_n(M), n \geq 2 \)) are automatically Abelian since \( \eta * \omega \) is homotopic to \( \omega * \eta \). The sphere \( S^0 \) is defined by the prescription \( t^2 = 1 \), i.e., it consists of a pair of points \( t = \pm 1 \). Sometimes \( \pi_0(M) \) is defined as a set of equivalence classes of continuous maps from \( S^0 \) to \( M \). Since one of the points, usually \( t = -1 \), is mapped to the fixed base point \( x_0 \in M \), \( \pi_0(M) \) represents the set of disconnected pieces of \( M \). As the set of disconnected pieces of \( M \) is an invariant, \( \pi_0 \) cannot depend on the base point and we write \( \pi_0(M) \equiv \pi_0(M, x_0) \). In general, \( \pi_0(M) \) does not possess group properties. Only when \( M \) itself is a Lie group, \( \pi_0 \) inherits its group structure.

The product on Abelian \( \pi_n \) is denoted by the addition, and the identity element \( e \equiv [\omega_0] \) represented by 0. So, \( [\omega] + [\omega^{-1}] = 0 \), \( [\omega] + 0 = [\omega] \) and \( ([\omega] + [\eta]) + [\nu] = [\omega] + ([\eta] + [\nu]) \). The notation \( [\omega^{-1}] = [-\omega] \) is also used.

Calculation of homotopy groups \( \pi_n(M) \) is a major task of the algebraic topology and, in general, it is not an easy task [344]. Without going to further mathematical details we state now some useful technical results:
The Bott periodicity theorem:
\[ \pi_k(U(n)) \cong \pi_k(SU(n)) \cong \begin{cases} \{e\} & \text{if } k \text{ is even} \\ \mathbb{Z} & \text{if } k \text{ is odd} \end{cases}, \] (T.17)
for \( n \geq (k+1)/2 \). For example, \( \pi_1(U(n)) \cong \mathbb{Z} \) and \( \pi_2(U(n)) \cong \{e\} \).

The J-isomorphism:
\[ \pi_k(SO(n)) \cong \pi_{n+k}(S^n) \] (T.18)
implies, for instance, that \( \pi_1(SO(2)) \cong \pi_3(S^2) \cong \mathbb{Z} \).

The stability property:
\[ \pi_{k+n}(S^n) \cong \pi_{k+n+1}(S^{n+1}), \text{ for } n \geq k + 2. \] (T.19)
In particular, for \( k = 0 \), \( \pi_n(S^n) \cong \mathbb{Z} \) for all \( n > 2 \). We also independently know that \( \pi_1(S^1) \cong \mathbb{Z} \), which can be obtained from the fundamental homotopy group relation for spheres, the Bott–Tu theorem.

The Bott–Tu theorem:
\[ \pi_k(S^n) \cong \begin{cases} \{e\} & \text{if } k < n \\ \mathbb{Z} & \text{if } k = n \end{cases}. \] (T.20)

The Cross product theorem:
\[ \pi_n(X_1 \times X_2) \cong \pi_n(X_1) \otimes \pi_n(X_2), \] (T.21)
if $X_1$ and $X_2$ are arcwise connected. In words, if $X$ is a topological product of $X_1$ and $X_2$ then $\pi_n(X)$ is the direct product of $\pi_n(X_1)$ and $\pi_n(X_2)$. For the torus $T^2 = S^1 \times S^1$, and so $\pi_1(T^2) = \pi_1(S^1) \otimes \pi_1(S^1) = \mathbb{Z} \oplus \mathbb{Z}$.

**Homotopy groups of Lie groups:**

\[ \pi_2(G) \cong \{e\} \quad \text{for any compact Lie group,} \]

\[ \pi_n(G) = \pi_n(G/D), \quad n > 1 \quad \text{D is a discrete normal subgroup of G,} \]

\[ \pi_3(G) \cong \mathbb{Z} \quad \text{for any simple compact Lie group,} \]

\[ \pi_1(G/H) \cong \pi_0(H), \quad H \subset G, \]

\[ \pi_2(G/H) \cong \pi_1(H), \quad H \subset G. \quad (T.22) \]

The last two relations are valid for any group $G$, both connected and simply connected, i.e., $\pi_0(G) \cong \pi_1(G) \cong \{e\}$. For not simply connected $G$ the last relation is formulated in terms of universal covering group of $G$. 
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